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Who calls the shots? 
US law-makers need to encourage research on firearms-related violence so that gun laws can be 
based on facts rather than ideology.

The shooting spree in a Colorado cinema last month that killed 
12 people and injured 58 has provoked many questions and 
much soul-searching. Some reports have even suggested that 

because the perpetrator, James Holmes, was until just weeks earlier 
a graduate student supported by a US National Institutes of Health 
(NIH) training grant, the biomedical agency is somehow implicated.

The insinuation is ludicrous, but the attention it received speaks vol-
umes about the political reluctance in the United States to address the 
laws that made it possible for Holmes to obtain his arsenal of firearms. 
In this climate, discussions of the multiple murders sounded all too 
often like descriptions of the random and inevitable carnage caused 
by a tornado or an earthquake.

Natural disasters, truly unavoidable events, can be combated with sci-
ence. The US Geological Survey, for instance, has some 250 employees  
dedicated to the assessment of earthquake hazards. 

There is no such US government effort for research on firearms — 
the National Rifle Association has helped see to that. The lobby group 
that represents gun owners began to squash scientific efforts in 1996, 
when, using proxies in Congress, it shut down a fledgling, US$2.6-
million gun-violence research effort by the US Centers for Disease 
Control and Prevention (CDC) in Atlanta, Georgia. 

Among other things, that work revealed that people living in homes 
where there was a gun faced a 2.7-fold greater risk of homicide (A. L. 
Kellermann et al. N. Engl. J. Med. 329, 1084–1091; 1993) and a 4.8-
fold greater risk of suicide (A. L. Kellermann et al. N. Engl. J. Med. 327, 
467–472; 1992). Ever since, Congress has included in annual spend-
ing laws the stipulation that none of the CDC’s injury-prevention 

funds “may be used to advocate or promote gun control”.
The gun lobby’s reach grew still wider this year, when the ban was 

extended to all agencies in the Department of Health and Human Ser-
vices, including, most prominently, the NIH. The agency, to its credit, 
has chosen to read the ban narrowly. “The NIH supports research 
and public health education programs on injury prevention and vio-
lence reduction,” it said in a statement. “This effort includes programs 
related to firearm violence, which is a public health concern.” 

Even so, the work that the NIH does support in this arena is limited. 
A search of the agency’s grant database for the word ‘firearm’ returns 
just five projects, funded at a combined total of $2.6 million in 2011. 
One of these looks at the relationship between acute alcohol use and 
different methods of suicide, including the use of firearms. Another 
aims to create a training and education resource for families of chil-
dren with traumatic brain injury. 

Like any sound public policy, rational decisions on firearms cannot 
be born in a scientific vacuum. There is a desperate need for peer-
reviewed research to address even basic questions, such as whether 
there is a way to use the registration and licensing of gun owners to 
reduce the associated fatalities — which totalled 31,347 in the United 
States in 2009, the most recent year for which data are available. It is 
incumbent on scientists and the public to insist to their law-makers 
that research on such rudimentary questions is not sacrificed on the 
altar of politics. If the politicians do not hear this message forcefully 
and regularly, the chilling effect of special interests on research into 
charged but crucial questions in any number of policy areas will only 
grow. ■

Take a look
Enjoy Curiosity on Mars. We may not see  
its like again. 

By now, many will have the seen the image of Curiosity’s descent 
taken by the Mars Reconnaissance Orbiter (MRO), which 
captured the rover one minute before its successful landing 

on Mars’ Gale Crater earlier this week. One robot taking a picture of 
another robot. Above another planet.

Four years ago, the MRO snapped another lander, Phoenix, in a 
similar situation minutes before it touched down on the red planet. But 
the two missions are very different. Phoenix got to Mars on a modest  
US$420-million budget and lasted only five months. Curiosity, at a 
cost of $2.5 billion, has a rugged design and a nuclear power source 
that should mean its 400 scientists will be gainfully employed for years 

to come (see page 137). The rovers’ objectives are vastly different, too. 
Phoenix was stuck scraping for ice in one completely flat spot. Curiosity 
will climb its 5.5-kilometre-high target — the mountain Aeolis Mons, 
also known as Mount Sharp — and attempt to unpack the hundreds of 
millions of years of Martian geological history it contains.

There is something that binds Phoenix, Curiosity and the MRO 
together besides photography. Since NASA revamped its Mars pro-
gramme in 2000, it has made a concerted effort to launch regular 
probes to a Solar System neighbour that is a mere nine-month rocket 
ride away. Four years before Phoenix, NASA landed the Spirit and 
Opportunity rovers there. And four years before the 2005 MRO, the 
agency had launched the Odyssey orbiter. Curiosity and its landing 
system represent the culmination of technological expertise and lines 
of scientific enquiry that have been nurtured for more than a decade.

Will the agency get the chance to use these powerful capabili-
ties again? That depends largely on the whims of politicians and the 
economy, which are both conspiring to dim the future of NASA’s Mars 
programme. It is a good thing that Curiosity could survive for a decade, 
because it is unlikely that the world will see anything like it for a while. ■
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Brian Fisher, an entomologist and curator at 
the California Academy of Sciences in San 
Francisco, has maintained funding from the US 
National Science Foundation (NSF) since 1994 
to collect and study ants from around the world. 
He has identified more than 1,000 species 
and studied their evolution. After a few US 
politicians suggested that his grants are wasteful 
government spending, he started considering 
different ways to fund his research. This year, 
Fisher found some success with crowd-funding 
through a website called Petridish.

How did your research become politicized? 
It started in 2010, when Senator John McCain 
(Republican, Arizona) listed my field work 
in East Africa — collecting ants and sharing 
their photos and information on the AntWeb  
website — as number six of what he considered 
the top 100 most wasteful projects funded by 
the American Recovery and Reinvestment Act 
of 2009. Since then, the project has been cited in 
at least six different Republican campaign com-
mercials as an example of how President Barack 
Obama’s administration wastes money. It has 
been interesting to get raked over the coals. But 
what caught me most off guard was that the 
critics, such as conservative radio personalities, 
weren’t necessarily focused on funding for ants; 
they were questioning whether the government 
should fund science at all. 

Has there been any fallout for your career?
I have a big research project, with 25 people 
involved worldwide. I’m worried about the next 
NSF funding cycle, and the negative publicity 
doesn’t help. So I’ve been looking at alternative 
sources of funding, including crowd-funding: 
small contributions from online donors. 

How has science funding changed since you 
got your PhD?
Scientists have become more like entrepre-
neurs, having to seek many sources of support. 
Ant research has always been on the fringe, 
getting by on crumbs of funding. But you used 
to be able to sustain your career on NSF fund-
ing. Now scientists need a portfolio of options.

How did you learn to create such a portfolio?
I dropped out of my first graduate programme, 
in biology, because the only money available 
required me to work on a project that I wasn’t 
passionate about. I spent a year incubating 
ideas and writing grant applications — figur-
ing out how to raise my own money — so that 
I could pursue research on ant diversity. Since 
then, I have raised well over US$750,000 from 

unconventional sources, including private 
donors, corporations and foundations, to create 
the Madagascar Biodiversity Center in Antana-
narivo, which identifies land for conservation 
and catalogues local species. I’ve also been able 
to create Ant Course: a field course offered in 
different countries to teach students about ant 
taxonomy and field-research techniques.

Describe your experience on Petridish. 
I wanted to secure at least $10,000 in funding  
to visit a remote, rugged, pristine forest in 
northwestern Madagascar, to collect ant species 
before the habitat is converted for cattle raising. 
My project was posted online for 45 days and 
I landed 94 backers — ranging from one who 
pledged more than $5,000 to 48 who pledged 
about $20 each. This was my first experience 
with crowd-funding and it was really hard, 
especially shooting the requisite video pitch. I’m 
used to investing three weeks of blood and sweat 
writing an NSF grant application, but speaking 
directly to the public was very different.

How might crowd-funding help science?
Scientists need alternative sources of money 
now, but that is just one of the benefits. Crowd-
sourcing helps to democratize science — the 
websites let amateur scientists participate. 
There is a public-relations aspect — you have 
to make clear the relevance of your research. I 
think every graduate student should try to get 
funding in this way, because the emphasis is 
on communication. They would need to focus 
their questions and make a pitch, but a few 
thousand dollars could be enough to support 
them. Graduate students need to learn how to 
advocate for their field — you can’t just hide 
inside the ivory tower. The walls are gone. ■

I N T E R V I E W  B Y  V I R G I N I A  G E W I N

with words and phrases mined from the 
advert. A computer will almost certainly 
do the initial screen to weed out non- 
viable candidates and assign ratings; appli-
cants shouldn’t risk their submission being 
deleted just because it didn’t contain the 
appropriate keywords. “Give them every 
reason to screen you in instead of screen-
ing you out,” says Tringali, who adds that 
résumés and CVs for industry should not 
be overly technical. 

In the interest of brevity, industrial 
applications should not include appen-
dices, says Blackford. Terry Jones, senior 
careers consultant at the Careers Group, 
University of London, agrees. “Some 
applicants think that hiring managers will 
be happier with a much longer account. 
But people are busy,” he stresses. “You 
need to get over some key points pretty 
quickly. It’s about clarity, not about endless 
detail.” Including irrelevant information 
about publications, grants, awards and 
presentations could also send the wrong 
message: “If industry sees someone with 
a huge publications appendix, they may 
think this person is still hanging on to 
academic culture,” says Blackford. 

Those applying to positions in Germany, 
Austria and parts of Switzerland need to be 
aware of cultural differences, says Barbara 
Janssens, PhD career manager for the Ger-
man Cancer Research Center in Heidel-
berg. If an advert is in German, employers 
in those countries expect CVs in the same 
language — not in English. CVs should 
include a professional photograph of the 
applicant, she says, and must be signed and 
dated. They should also include personal 
details such as date of birth and marital 
status, and copies or PDFs of diplomas and 
certificates. 

When applying for scientific positions 
in most other European nations, it is safe 
to send application materials in English, 
unless the advert is in another language. 
In that case, applicants should contact the 
employer to learn what language to use.

Ultimately, say careers advisers, appli-
cants need to suss out potential employers’ 
expectations for format, language and other 
uncertainties by reading the advert, check-
ing with mentors, reaching out to contacts 
who work for the employer and asking the 
employer themselves. The most brilliant 
research accomplishments can’t work in an 
applicant’s favour if the CV or résumé goes 
unread, as Sharon Milgram, director of the 
Office of Intramural Training and Educa-
tion at the US National Institutes of Health 
in Bethesda, Maryland, points out. “Don’t 
blow your chances,” she says, “by not giving 
me what I want.” ■

Karen Kaplan is assistant Careers editor 
for Nature.

TURNING POINT
Brian Fisher
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B Y  K A R E N  K A P L A N

Competition for research positions is 
fierce, and first impressions are crucial. 
In most cases, a written job application 

represents a potential employer’s first expo-
sure to an applicant. But assembling a list of 
qualifications and achievements is no simple 
matter. Should it be a short, snappy résumé or 
an exhaustive CV? How should it look? How 
technical should it be?

Early-career researchers need to know and 

understand the expectations of employers in 
different countries and sectors. The content, 
format, design and language of the application 
materials can influence a candidate’s chances of 
nabbing an interview. The wrong type of docu-
ment, or one that has too much, too little or 
irrelevant information, can propel an applica-
tion to the bottom of the pile — or disqualify it 
altogether. Given the state of the global econ-
omy, applicants can’t afford to commit faux pas 
that could jeopardize their chances.  

In all countries, the CV and résumé provide 

an overview of an applicant’s experience and 
achievements, and candidates need to know 
what to include, how to format the document 
and how to organize and present it visually. But 
accepted practices differ. In the United States 
and Canada, a CV is comprehensive, whereas a 
résumé is concise. In the United Kingdom and 
the European Union (EU), ‘CV’ and ‘résumé’ 
are generally synonymous, but there are varia-
tions. Researchers need to know when one, the 
other or a hybrid is most suitable.

NATIONAL DIFFERENCES
A US-style CV is usually an exhaustive, chron-
ological timeline of the applicant’s education, 
career and accomplishments. It starts with 
educational history and research experience, 
and includes a full record of awards, publica-
tions, grants received, conferences presented 
at, peer-review experience, committee work 
and other activities. Most early-career scien-
tists have CVs longer than ten pages, and not 
all the content will be relevant to the position 
sought.

A US-style résumé, by contrast, is a succinct 
and tailored summary of the applicant’s work 
and education, which focuses on his or her 
qualifications for the position. It should grab 
the reader’s attention: according to a study 
published this year, US recruiters spend an 
average of just six seconds reading a résumé 
before deciding whether to pass it on or bin it 
(W. Evans, Eye Tracking Online Metacognition: 
Cognitive Complexity and Recruiter Decision 
Making; TheLadders, 2012). Presentation and 
structure are therefore paramount: a résumé’s 
first page must highlight the applicant’s rel-
evant skills, knowledge and capabilities. 

The same study found that recruiters spend 
most of those six seconds on the applicant’s 
name, educational history, current position 
and most recent past position. The résumé 
should therefore keep descriptions of perti-
nent career and training experience and sig-
nificant grants, publications and awards very 
succinct. Most résumés, even for mid-career 
scientists, should not exceed three pages. “The 
résumé is typically shorter and simpler than a 
CV because a non-scientist is often the first 
reader,” says Joe Tringali, managing director 
of Tringali and Associates, a recruitment con-
sultancy in Manchester, New Hampshire. “It’s 
slightly salesy — it’s a marketing document, 
with less emphasis on publications and more 
on techniques and skills.” 

It is important for international researchers 
seeking US positions to note that résumés 

J O B  A P P L I C AT I O N S

Straight to the 
top of the pile
The distinctions between a lengthy, technical CV and a 
snappy résumé can make a big difference in a job search.
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should not include personal information or 
a personal photograph.

Appearance and layout are crucial for US 
résumés, although they are relatively insig-
nificant for CVs in comparison with content. 
In a résumé, the applicant’s name and contact 
information should be in large type at the top 
of the first page. There should be wide margins 
at the top, bottom and sides of each page and 
separating each entry; the main text must be 
no smaller than 11 point; and the font should 
be clean and easy to read.

THE RIGHT TOOLS FOR THE JOB
In general, say US hiring managers and careers 
advisers, applicants should send a full-length 
CV for research and grant applications (includ-
ing fellowships) in academia, government and 
non-profit organizations, whereas a résumé is 
best for non-research posts in government, the 
non-profit sector and industry. For academic 
research posts that involve some teaching, such 
as at small liberal-arts colleges, or for academic 
or industrial postdoctoral research, the best 
option is a hybrid style that includes relevant 
skills, capabilities and knowledge on the first 
page. It should also contain information such 
as full or partial listings of grants, awards, 
publications and experience as a reviewer or 
on committees, and could total between three 
and eight pages. If there is a great deal more 
information on publications, posters, confer-
ence presentations, books authored and so on 
that is relevant to the position being sought, 
applicants can send the hybrid but append a 
note saying that a full CV is available. 

The hybrid can also work well for profes-
sional-networking websites such as LinkedIn, 
where work and 
educational history 
should be informa-
tive and career expe-
rience clear, but an 
exhaustive list of 
publications, pres-
entations, committee 
work and other expe-
rience is unneces-
sary. It is important, 
however, to include 
relevant keywords 
online, because many 
recruiters search 
for job candidates 
on networking sites 
and use keywords to 
refine and narrow 
their search. Careers 
advisers say that here, too, it is often best to 
link to the full CV, or add a note saying that it 
is available on request.

For US industrial-research applications, 
a résumé is almost obligatory — unless the 
applicant knows for certain that they are send-
ing their submission directly to a scientist. If an 
advert requests a CV, résumé or both, it is best 

to send a résumé, but indicate that a full CV 
is available. If the advert provides no instruc-
tion and gives a generic e-mail address, such as 
careers@xyzbio.com, a non-scientist screener 
will usually view the document first, and will 
expect a résumé.

In the United Kingdom and the EU, the 
long-form CV is rare and employers in all sec-
tors are used to a style more or less identical to 
the US hybrid version. Applicants to UK posi-
tions should lead with contact information and 
personal data such as nationality, visa status, 
age and whether they have a driving licence, 
says Sarah Blackford, head of education and 
public affairs at the Society for Experimental 
Biology in London. She notes, however, that 
age is optional, and there should never be a 
photograph. Academic CVs should include 
references to attached appendices in which the 
applicant can more fully explain their research 
experience, publications, grants and confer-
ence presentations. 

The European Commission is trying to 
standardize job-application formats using an 
online tool for uploading CVs (go.nature.com/
yxm9r1). Unlike in the United Kingdom, CVs 
in the EU should include a photograph, says 
Emilia Daniłowicz-Luebert, an immunology 
PhD student at the Humboldt University in 
Berlin and team leader for the Careers in Life 
Sciences Project of the Young European Bio-
tech Network in Bertinoro, Italy. 

In China, CV formats are similar to the long-
form US style, says Zhou Zhonghe, director 
of the Institute of Vertebrate Paleontology 
and Paleoanthropology in Beijing. He says 
that most employers offer an online tool for 
uploading.

Applicants can ensure that they are pre-
pared for any eventuality by keeping multiple 
versions of résumés and CVs. Matt Hepworth, 
a UK-born immunologist at the Humboldt 

University who is seeking a second postdoc 
position, has two versions of a hybrid, which he 
has sent out for industrial and academic jobs 
in the United States, the EU and the United 
Kingdom. 

The first page of both versions includes a 
summary of his research focus and its implica-
tions for disease, but the industrial version also 
has a section highlighting his relevant skills 
and the techniques and protocols that he has 
mastered. The academic version lists confer-
ence presentations, travel grants and journals 
for which he is a peer reviewer. Hepworth’s 
academic version is five pages long; the indus-
trial version is three-and-a-half. “I really tried 
to restrict the length, even on the academic 
one,” says Hepworth. Staying concise seems to 
have paid off — Hepworth is negotiating for a 
US postdoc job that he hopes will eventually 
become a tenure-track research post. 

TAILOR TO FIT 
Applications should be tailored for the post of 
interest. When the US long-form CV is called 
for, candidates should tailor through their 
cover letter; otherwise, the CV itself should be 
adjusted. UK industrial-research applicants 
should consider the description of the position 
in the advert when composing their research 
summaries, highlights and all text outlining 
current and past research positions and fel-
lowships. “Use your positions as headlines and 
then demonstrate through your descriptions 
that you can meet the needs of that business,” 
says Alison Mitchell, deputy director of Vitae, a 
research-career-support organization in Cam-
bridge, UK. 

In all countries, it is likely that the first 
viewer of an industrial application will not 
be a scientist, so an applicant’s résumé (in the 
United States) or CV (in the United King-
dom and EU) should be peppered liberally 

Studies show that recruiters focus on CV and résumé hotspots (red) such as name and most recent job.

Applicants need 
to be aware 
of cultural 
differences 
in different 
countries.
Barbara Janssens
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Brian Fisher, an entomologist and curator at 
the California Academy of Sciences in San 
Francisco, has maintained funding from the US 
National Science Foundation (NSF) since 1994 
to collect and study ants from around the world. 
He has identified more than 1,000 species 
and studied their evolution. After a few US 
politicians suggested that his grants are wasteful 
government spending, he started considering 
different ways to fund his research. This year, 
Fisher found some success with crowd-funding 
through a website called Petridish.

How did your research become politicized? 
It started in 2010, when Senator John McCain 
(Republican, Arizona) listed my field work 
in East Africa — collecting ants and sharing 
their photos and information on the AntWeb  
website — as number six of what he considered 
the top 100 most wasteful projects funded by 
the American Recovery and Reinvestment Act 
of 2009. Since then, the project has been cited in 
at least six different Republican campaign com-
mercials as an example of how President Barack 
Obama’s administration wastes money. It has 
been interesting to get raked over the coals. But 
what caught me most off guard was that the 
critics, such as conservative radio personalities, 
weren’t necessarily focused on funding for ants; 
they were questioning whether the government 
should fund science at all. 

Has there been any fallout for your career?
I have a big research project, with 25 people 
involved worldwide. I’m worried about the next 
NSF funding cycle, and the negative publicity 
doesn’t help. So I’ve been looking at alternative 
sources of funding, including crowd-funding: 
small contributions from online donors. 

How has science funding changed since you 
got your PhD?
Scientists have become more like entrepre-
neurs, having to seek many sources of support. 
Ant research has always been on the fringe, 
getting by on crumbs of funding. But you used 
to be able to sustain your career on NSF fund-
ing. Now scientists need a portfolio of options.

How did you learn to create such a portfolio?
I dropped out of my first graduate programme, 
in biology, because the only money available 
required me to work on a project that I wasn’t 
passionate about. I spent a year incubating 
ideas and writing grant applications — figur-
ing out how to raise my own money — so that 
I could pursue research on ant diversity. Since 
then, I have raised well over US$750,000 from 

unconventional sources, including private 
donors, corporations and foundations, to create 
the Madagascar Biodiversity Center in Antana-
narivo, which identifies land for conservation 
and catalogues local species. I’ve also been able 
to create Ant Course: a field course offered in 
different countries to teach students about ant 
taxonomy and field-research techniques.

Describe your experience on Petridish. 
I wanted to secure at least $10,000 in funding  
to visit a remote, rugged, pristine forest in 
northwestern Madagascar, to collect ant species 
before the habitat is converted for cattle raising. 
My project was posted online for 45 days and 
I landed 94 backers — ranging from one who 
pledged more than $5,000 to 48 who pledged 
about $20 each. This was my first experience 
with crowd-funding and it was really hard, 
especially shooting the requisite video pitch. I’m 
used to investing three weeks of blood and sweat 
writing an NSF grant application, but speaking 
directly to the public was very different.

How might crowd-funding help science?
Scientists need alternative sources of money 
now, but that is just one of the benefits. Crowd-
sourcing helps to democratize science — the 
websites let amateur scientists participate. 
There is a public-relations aspect — you have 
to make clear the relevance of your research. I 
think every graduate student should try to get 
funding in this way, because the emphasis is 
on communication. They would need to focus 
their questions and make a pitch, but a few 
thousand dollars could be enough to support 
them. Graduate students need to learn how to 
advocate for their field — you can’t just hide 
inside the ivory tower. The walls are gone. ■

I N T E R V I E W  B Y  V I R G I N I A  G E W I N

with words and phrases mined from the 
advert. A computer will almost certainly 
do the initial screen to weed out non- 
viable candidates and assign ratings; appli-
cants shouldn’t risk their submission being 
deleted just because it didn’t contain the 
appropriate keywords. “Give them every 
reason to screen you in instead of screen-
ing you out,” says Tringali, who adds that 
résumés and CVs for industry should not 
be overly technical. 

In the interest of brevity, industrial 
applications should not include appen-
dices, says Blackford. Terry Jones, senior 
careers consultant at the Careers Group, 
University of London, agrees. “Some 
applicants think that hiring managers will 
be happier with a much longer account. 
But people are busy,” he stresses. “You 
need to get over some key points pretty 
quickly. It’s about clarity, not about endless 
detail.” Including irrelevant information 
about publications, grants, awards and 
presentations could also send the wrong 
message: “If industry sees someone with 
a huge publications appendix, they may 
think this person is still hanging on to 
academic culture,” says Blackford. 

Those applying to positions in Germany, 
Austria and parts of Switzerland need to be 
aware of cultural differences, says Barbara 
Janssens, PhD career manager for the Ger-
man Cancer Research Center in Heidel-
berg. If an advert is in German, employers 
in those countries expect CVs in the same 
language — not in English. CVs should 
include a professional photograph of the 
applicant, she says, and must be signed and 
dated. They should also include personal 
details such as date of birth and marital 
status, and copies or PDFs of diplomas and 
certificates. 

When applying for scientific positions 
in most other European nations, it is safe 
to send application materials in English, 
unless the advert is in another language. 
In that case, applicants should contact the 
employer to learn what language to use.

Ultimately, say careers advisers, appli-
cants need to suss out potential employers’ 
expectations for format, language and other 
uncertainties by reading the advert, check-
ing with mentors, reaching out to contacts 
who work for the employer and asking the 
employer themselves. The most brilliant 
research accomplishments can’t work in an 
applicant’s favour if the CV or résumé goes 
unread, as Sharon Milgram, director of the 
Office of Intramural Training and Educa-
tion at the US National Institutes of Health 
in Bethesda, Maryland, points out. “Don’t 
blow your chances,” she says, “by not giving 
me what I want.” ■

Karen Kaplan is assistant Careers editor 
for Nature.

TURNING POINT
Brian Fisher
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Who calls the shots? 
US law-makers need to encourage research on firearms-related violence so that gun laws can be 
based on facts rather than ideology.

The shooting spree in a Colorado cinema last month that killed 
12 people and injured 58 has provoked many questions and 
much soul-searching. Some reports have even suggested that 

because the perpetrator, James Holmes, was until just weeks earlier 
a graduate student supported by a US National Institutes of Health 
(NIH) training grant, the biomedical agency is somehow implicated.

The insinuation is ludicrous, but the attention it received speaks vol-
umes about the political reluctance in the United States to address the 
laws that made it possible for Holmes to obtain his arsenal of firearms. 
In this climate, discussions of the multiple murders sounded all too 
often like descriptions of the random and inevitable carnage caused 
by a tornado or an earthquake.

Natural disasters, truly unavoidable events, can be combated with sci-
ence. The US Geological Survey, for instance, has some 250 employees  
dedicated to the assessment of earthquake hazards. 

There is no such US government effort for research on firearms — 
the National Rifle Association has helped see to that. The lobby group 
that represents gun owners began to squash scientific efforts in 1996, 
when, using proxies in Congress, it shut down a fledgling, US$2.6-
million gun-violence research effort by the US Centers for Disease 
Control and Prevention (CDC) in Atlanta, Georgia. 

Among other things, that work revealed that people living in homes 
where there was a gun faced a 2.7-fold greater risk of homicide (A. L. 
Kellermann et al. N. Engl. J. Med. 329, 1084–1091; 1993) and a 4.8-
fold greater risk of suicide (A. L. Kellermann et al. N. Engl. J. Med. 327, 
467–472; 1992). Ever since, Congress has included in annual spend-
ing laws the stipulation that none of the CDC’s injury-prevention 

funds “may be used to advocate or promote gun control”.
The gun lobby’s reach grew still wider this year, when the ban was 

extended to all agencies in the Department of Health and Human Ser-
vices, including, most prominently, the NIH. The agency, to its credit, 
has chosen to read the ban narrowly. “The NIH supports research 
and public health education programs on injury prevention and vio-
lence reduction,” it said in a statement. “This effort includes programs 
related to firearm violence, which is a public health concern.” 

Even so, the work that the NIH does support in this arena is limited. 
A search of the agency’s grant database for the word ‘firearm’ returns 
just five projects, funded at a combined total of $2.6 million in 2011. 
One of these looks at the relationship between acute alcohol use and 
different methods of suicide, including the use of firearms. Another 
aims to create a training and education resource for families of chil-
dren with traumatic brain injury. 

Like any sound public policy, rational decisions on firearms cannot 
be born in a scientific vacuum. There is a desperate need for peer-
reviewed research to address even basic questions, such as whether 
there is a way to use the registration and licensing of gun owners to 
reduce the associated fatalities — which totalled 31,347 in the United 
States in 2009, the most recent year for which data are available. It is 
incumbent on scientists and the public to insist to their law-makers 
that research on such rudimentary questions is not sacrificed on the 
altar of politics. If the politicians do not hear this message forcefully 
and regularly, the chilling effect of special interests on research into 
charged but crucial questions in any number of policy areas will only 
grow. ■

Take a look
Enjoy Curiosity on Mars. We may not see  
its like again. 

By now, many will have the seen the image of Curiosity’s descent 
taken by the Mars Reconnaissance Orbiter (MRO), which 
captured the rover one minute before its successful landing 

on Mars’ Gale Crater earlier this week. One robot taking a picture of 
another robot. Above another planet.

Four years ago, the MRO snapped another lander, Phoenix, in a 
similar situation minutes before it touched down on the red planet. But 
the two missions are very different. Phoenix got to Mars on a modest  
US$420-million budget and lasted only five months. Curiosity, at a 
cost of $2.5 billion, has a rugged design and a nuclear power source 
that should mean its 400 scientists will be gainfully employed for years 

to come (see page 137). The rovers’ objectives are vastly different, too. 
Phoenix was stuck scraping for ice in one completely flat spot. Curiosity 
will climb its 5.5-kilometre-high target — the mountain Aeolis Mons, 
also known as Mount Sharp — and attempt to unpack the hundreds of 
millions of years of Martian geological history it contains.

There is something that binds Phoenix, Curiosity and the MRO 
together besides photography. Since NASA revamped its Mars pro-
gramme in 2000, it has made a concerted effort to launch regular 
probes to a Solar System neighbour that is a mere nine-month rocket 
ride away. Four years before Phoenix, NASA landed the Spirit and 
Opportunity rovers there. And four years before the 2005 MRO, the 
agency had launched the Odyssey orbiter. Curiosity and its landing 
system represent the culmination of technological expertise and lines 
of scientific enquiry that have been nurtured for more than a decade.

Will the agency get the chance to use these powerful capabili-
ties again? That depends largely on the whims of politicians and the 
economy, which are both conspiring to dim the future of NASA’s Mars 
programme. It is a good thing that Curiosity could survive for a decade, 
because it is unlikely that the world will see anything like it for a while. ■
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Arab liberals must stay  
in the game
Islamist academics are gaining power in the Middle East and North Africa. 
But to build science needs liberal input, argues Ehsan Masood.

Back in 2006, I wrote a piece for Nature on what Islamist science 
policy might look like. It was for a special issue on Islam and 
science, which carried the cover-line: ‘Must the Muslim world 

stay science poor?’
Would the environment for science conceivably improve, the issue 

asked, if more countries elected Islamist physicians and scientists to 
parliaments and presidencies? Islamists tend to be economic liberals 
but social ultra-conservatives, and are often dogmatic in any clash 
between belief and reason. What, then, would Islamist government 
mean for free thinking and for international scientific cooperation? 

In recent weeks, Twitter users and others following or involved in the 
wave of Arab revolutions in the past two years have rediscovered my 
article (E. Masood Nature 444, 22–25; 2006) and have questioned me 
about the impact of the political changes. They 
have asked, for example, to what extent Islamist 
political parties taking office will become authori-
tarian and lose tolerance for dissent.

Now is a good time to revisit the issue and to 
offer a brief update. Governments affiliated to 
the pan-Arab Islamist organization the Muslim 
Brotherhood are in office in Tunisia and Morocco, 
and in June took the biggest prize of all: Egypt.

Five years ago, Kemal Helbawy, once an  
organizer of Brotherhood exiles in Europe (the 
group has been banned in Egypt for most of its 
existence) told me that Islamist science policy 
would have three goals: supporting national 
defence and security, ensuring quality of life and 
‘proving’ the miraculous nature of the Islamic 
faith. Centuries of science, distilled into three 
bullet points. But how much are Islamists being forced to change that 
approach, now that they have swapped protest for power? How do the 
predictions of 2006 look now? And what does that mean for current 
predictions about science in these nations?

In 2006, the special issue of Nature forecast that more Islamist gov-
ernments were likely to take office after free elections, something that 
few Western policy-makers were willing to countenance. Even if they 
knew it, they weren’t saying so in public. Where the article writers 
were wrong was in thinking that Islamist governments would close 
down and prevent scientific cooperation. Thankfully, there is little 
evidence of this so far — if anything, international scientific contacts 
may increase. Organizations including the British Council and the 
European Commission, which already fund research cooperation in 
the Middle East and North Africa, are responding to questions from 
Libya, Morocco and Tunisia on how to modern-
ize research and higher education.

The future of US scientific links to Islamic 
nations — tentatively strengthened in 2009 with 
the appointment of science envoys — could rest 

on the foreign policy of the winner of this year’s US presidential election, 
and on how the post-revolution Islamist governments evolve. 

Egypt, for one, seems to be following Helbawy’s suggestions for  
science policy. President Mohammed Morsi, a US-trained former 
professor of engineering at Zagazig University in Egypt, is certainly 
addressing the ‘quality of life’ goal: he has asked his science ministry 
to revive research into applied urban topics such as poor sanitation, 
atmospheric pollution and traffic congestion. 

Another thing that Nature got wrong in 2006 was an assumption 
that Islamist governments would have little appetite or tolerance for 
freedoms. The articles assumed that there would be little or no free-
dom to think, to speak and to ask questions of those in power, which 
are crucial ingredients for successful science. 

This does not seem to be the case for now, from 
what I have seen on trips to Egypt and Morocco.

In April, I attended a seminar in Alexandria on 
the future of Egyptian science policy. The speakers 
included a junior minister for science from Cairo. 
But for the 200-strong audience of scientists and 
students, mostly under 30 years old, his status (and 
the power it brought) did not intimidate. 

The room fizzed with anger. Speaker after 
speaker grabbed the microphone to bark at the 
minister: “How come you still have a job?”; “What 
do you earn?”; “I want to do a PhD. What will you 
do to improve my job prospects?” A few years ago, 
such an event might have resulted in arrests and 
torture, but now the tables have turned. The man 
from the ministry had to behave as a servant of 
the people and try to answer. He wasn’t an Islam-

ist politician, but his elected bosses are, and it seems that they (so far) 
are willing to let Egypt’s youth ask any question of anyone in authority.

It may not last. Religious movements by their very nature tend to be 
authoritarian, and once the Islamists have no need for the first genera-
tion of revolutionaries, they may revert to type. 

To keep this from happening, or to delay it, the academics and other 
political activists who gave birth to revolutions will need to persevere 
with the political game. There is a risk that many of them, disillusioned 
with the slow pace of change, will return to their day jobs and leave the 
political field clear for the much better-organized Islamists.

If the Islamists are genuinely committed to using the best available 
knowledge to build their nations, they can learn plenty from what has 
gone wrong in Iran, Pakistan, Saudi Arabia, Turkey and elsewhere. And 
perhaps most important of all, they must see value in creating relation-
ships with those citizens who do not sit in the rows of the pious. ■

Ehsan Masood is editor of Research Fortnight and author of Science 
and Islam: A History. He is based in London.
e-mail: news@researchresearch.com
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An analysis of aerial photographs suggests that 
ice loss in northwestern Greenland results from 
discrete events driven by changes in ocean and 
atmospheric temperature. 

Kurt Kjær at the University of Copenhagen’s 
Natural History Museum and his team used 
photographs dating back to 1985 to create a 
three-dimensional model of ice loss and gain. 

Rather than exhibiting a uniform melt rate, 
the model revealed that ice loss peaked in two 
periods: 1985–93 and 2005–10. The researchers 
linked this ice loss to warmer oceans and higher 
summer air temperatures. Ice-sheet models must 
account for such variability if they are to produce 
reliable forecasts. 
Science 337, 569–573 (2012)

C L I M AT E  S C I E N C E

Abrupt changes in Greenland ice cycles

Z O O L O G Y

Bats sound out 
frisky flies
Hungry bats can tune in to the 
sound of flies mating to pick 
out tiny prey that they would 
otherwise be unable to detect.

Stefan Greif at the Max 

G E O L O G Y

Plants changed 
water cycle
A doubling of carbon dioxide 
levels some 200 million 
years ago may have reduced 
plants’ uptake and release of 
water — drastically altering 
local water cycles and leading 
to a decrease in animal 
biodiversity.

Margret Steinthorsdottir, 
now at Stockholm University, 
and her team examined 
91 fossil plants from eastern 
Greenland, spanning the 
transition between the Triassic 

C H E M I S T R Y

Nanorods all 
in a row
Tiny carpets of gold rods, 
all standing upright, can be 
manufactured more easily and 
accurately thanks to a method 
exploiting capillary action. 
These nanorods have precise 
optical properties that can 
be used in sensors and solar 
energy harvesting.

Udo Bach at Monash 
University in Clayton, 
Australia, and his team 
patterned silica-coated 
wafers with gold squares 
2 micrometres wide and 
4 micrometres apart. The 
wafers are placed in tubes with 
an aqueous solution of gold 
nanorods modified with thiol 
and polyethyleneglycol (PEG). 

A S T R O N O M Y

Star dines on 
young planet 
Astronomers report the 
discovery of a possible 
extrasolar planet just a few 
million years old — which 
poses problems for some 
models of planetary formation.

The planet — the youngest 
yet seen to cross the face 
of its host star — is about 
5.5 times the mass of Jupiter 
and takes just 11 hours to 
orbit its 2.7-million-year-old 
star. The planet is so close to 
the star that Julian van Eyken 
of the California Institute 
of Technology in Pasadena 
and his team suggest that 
it may be in the process of 
being consumed. Moreover, 
the young age of this 
extrasolar system challenges 
astronomical models that 
require up to ten million years 
for planetary formation to 
occur.
Astrophys. J. 755, 42 (2012)

and Jurassic periods. The 
researchers measured the 
fossils’ stomata — tiny holes 
through which plants vent 
water (stoma pictured) — 
and found that their density 
and size decreased over the 
Triassic–Jurassic transition. 
This suggests that the volume 
of water released by plants in 
a process called transpiration 
fell by 50–60% during a time 
marked by mass species 
extinctions and high levels of 
atmospheric carbon dioxide.

Sediment analysis revealed 
that the drop in transpiration 
coincided with increased 
water run-off and erosion, 
suggesting that the change 
may have reduced soil quality, 
contributing to a decline in 
biodiversity.
Geology http://dx.doi.

org/10.1130/G33334.1 (2012)

When the solvent evaporates, 
the nanorods crystallize 
upwards from the gold squares. 
Thiol and PEG molecules bind 
the rods together as capillary 
action from the evaporating 
solvent drags them upright. 
The process can be controlled 
easily by changing the solution 
concentration and evaporation 
temperature. 
Angew. Chem. Int. Edn. 
http://dx.doi.org/10.1002/
anie.201204609 (2012)
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M AT E R I A L S

SLIPS blitz 
biofilms
Coating solids with 
immobilized liquids could 
help to deal with dangerous 
bacterial biofilms.

Many bacterial species 
form durable slimes that 
can cover everything from 

M E D I C I N E

Neighbours join 
the resistance
Normal cells near cancerous 
ones can support their 
malignant neighbours by 
secreting proteins in response 
to anticancer drugs.

Peter Nelson at the Fred 
Hutchinson Cancer Research 
Center in Seattle, Washington, 
and his team found that 
chemotherapy triggered 
benign cells near prostate 
tumours to secrete a signalling 
protein called WNT16B. This 
promoted tumour growth and 
could help tumours to become 
resistant to therapy. Targeting 
the regulators of WNT16B, 
or other components of the 
tumour microenvironment, 
could be routes to developing 
anti-resistance drugs.
Nature Med. http://dx.doi.
org/10.1038/nm.2890 (2012)

A R C H A E O L O G Y

Modern thinking 
gets older
Modern human behaviour 
underlying cultural 
innovations such as language 
and art might have begun in 
southern Africa thousands of 
years earlier than assumed.

Evidence for symbolic 
behaviour, such as shell beads, 
appeared at least 80,000 years 
ago in southern Africa. This 
behaviour then seemingly 
disappeared and did not return 
until roughly 20,000 years ago 
— when humans with cultural 
links to modern San hunter-
gatherers began to produce 
engraved bones and other 
complex artefacts.

However, Francesco d’Errico 
at the University of Bordeaux 
in France, Paola Villa at the 
University of Colorado in 
Boulder and their teams 
suggest that antecedents to San 
culture in fact appeared much 
earlier. Radiocarbon dating of 
seashell and ostrich eggshell 
beads (pictured), complex 
resins and an ochre-stained 
point previously excavated 
from Border Cave in South 

B I O L O G Y

Pregnancy alters 
gut microbes
Pregnancy triggers a radical 
shift in human gut microflora, 
moving the body towards a 
diabetes-like condition.

Ruth Ley at Cornell 
University in Ithaca, New York, 
and her team analysed the 
faecal bacteria of 91 pregnant 
women. During the first 
trimester, these women’s 
bacterial populations were 

N E U R O B I O L O G Y

Diabetes drug boosts neuron growth 
Growing evidence suggests that the 
mammalian brain recruits adult neural 
stem cells in an attempt to repair diseased 
or injured neurons. Drugs that can spur on 
this recruitment are highly sought after.

One candidate is the widely used diabetes drug metformin, 
which activates an enzyme called aPKC. In the brain, this 
protein’s action on another protein, CBP, is essential for optimal 
specialization of neural precursor cells.

Freda Miller at the Hospital for Sick Children in Toronto, 
Canada, and her team showed that metformin also activated 
the aPKC–CBP pathway in cultured mouse and human 
neural precursors, promoting neuron generation. Moreover, 
it enhanced the generation of new neurons in the brains of live 
adult mice. Crucially, the change seemed to confer a benefit: 
adult mice treated with metformin showed better spatial-
memory formation in a water maze compared with controls. 
Cell Stem Cell 11, 23–35 (2012)

✪ HIGHLY READ
on www.cell.com/
cell-stem-cell
in July

Africa suggests that 
the artefacts are up to 

44,000 years old. Around 
this time, humans living 
near Border Cave also 

began to produce double-
faced stone blades and 

flint arrow points — consistent 
with the emergence of modern 
symbolic behaviour, the 
authors say.
Proc. Natl Acad. Sci. USA 
http://dx.doi.org/10.1073/
pnas.1204213109; http://dx.doi.
org/10.1073/pnas.1202629109 
(2012)

medical devices to ship hulls. 
Joanna Aizenberg at Harvard 
University in Cambridge, 
Massachusetts, and her team 
showed that slippery liquid-
infused porous surfaces 
(SLIPS) — in which a liquid is 
‘locked’ onto a solid through 
affinities between the two — 
can resist biofilm growth.

Whereas conventional 
slippery surfaces such as 
Teflon were colonized by 
biofilms within hours, SLIPS 
reduced the attachment of 
Pseudomonas aeruginosa 
biofilms by 99.6% over 
seven days. Similar success 
rates were seen against 
Staphylococcus aureus and 
Escherichia coli. SLIPS are 
stable under a variety of 
conditions and their anti-
biofilm properties are not due 
to toxicity of the immobilized 
liquid. This makes them 
candidates for many anti-
biofilm applications, say the 
authors.
Proc. Natl Acad. Sci. USA 
http://dx.doi.org/10.1073/
pnas.1201973109 (2012)

similar to each other and to 
those of non-pregnant women. 
But by the third trimester, 
there were marked differences 
between the mothers-to-be, 
and their average gut make-up 
resembled that seen in a mouse 
model of metabolic syndrome 
— a collection of symptoms 
linked to diabetes.

When the microbiota from 
third-trimester women were 
transferred into mice, the 
animals gained more fat and 
became less sensitive to insulin 
than did mice that received 
first-trimester microbes. 
Mammals can manipulate their 
gut biology to trigger changes 
beneficial to a developing fetus, 
the researchers suggest.
Cell 150, 470–480 (2012)
For a longer story on this research, 
see go.nature.com/4v7cht 
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Planck 
Institute for 
Ornithology 
in Seewiesen, 
Germany, and his 
team analysed videos 
of Natterer’s bats 
(Myotis nattereri; 
pictured) feeding on Musca 
domestica flies on a cowshed 
ceiling. Thousands of lone 
flies walked across the area 
without being attacked. 
However, copulating pairs 
were attacked 5.3% of the 
time. Bats also attacked 
loudspeakers playing the 
distinctive ultrasound buzzing 
produced by copulating flies.

This is the first identified 
mechanism that supports 
theories that copulation can 
leave animals more vulnerable 
to attack. 
Curr. Biol. 22, R563–R564 (2012)
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One of the largest suppliers of beagles (pictured) 
for mandatory drug testing in Europe could 
struggle to survive after an Italian court ordered 
its temporary closure and granted guardianship 
of the dogs to the animal-rights groups that filed 
charges of maltreatment. At an appeal hearing on 
3 August, the Green Hill facility in Montichiari, 

Italy, was told that its staff could re-enter the 
buildings, but that guardianship would not be 
returned. By 6 August, some 1,400 beagles had 
been placed in private homes; they will not be 
allowed to return to Green Hill because they 
could bring pathogens into the facility. See 
go.nature.com/t7am4p for more.

Italian dog-breeding facility at risk
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Deforestation down
Deforestation in the Brazilian 
Amazon fell by more than 20% 
between August 2011 and July 
2012, according to an early 
— and uncertain — analysis 
released on 2 August by Brazil’s 
National Institute for Space 
Research. The preliminary 
figures are based on coarse 
satellite data, but suggest that 
deforestation is likely to hit 
a record low for the fourth 
season in a row. See go.nature.
com/gzuthw for more.

Cancer vaccine
The biotech firm behind 
the first approved cancer 
vaccine will slash 41% of its 
workforce, after tepid sales of 

B U S I N E S S

Gene-test regulation
Personal-genetics company 
23andMe announced on 
30 July that it was seeking 

GM patent win
One of the largest ever US 
patent settlements saw 
biotechnology giant Monsanto 
awarded $1 billion on 1 August 
in a dispute with chemical 
company DuPont over 

H5N1 moratorium
Researchers should continue 
a self-imposed moratorium 
on lab studies that give new 
properties to the highly 
pathogenic avian influenza 
virus H5N1, according to 
Anthony Fauci, director of the 
US National Institute of Allergy 
and Infectious Diseases. Fauci 
was speaking at a meeting of 
flu researchers in New York 
City. The moratorium has been 
in place since late January; 
it was originally planned to 
last 60 days. See go.nature.
com/3zwwq5 for more.

Primate transport
Air China said on 31 July 
that it would stop shipments 
of non-human primates for 
research. The move followed 
sustained campaigning from 

India’s Mars hopes
The Indian cabinet has 
approved a small, 4.5-billion-
rupee (US$81-million) 
orbiting mission to Mars, 
which could be launched 
as early as November 2013. 
Approval came at a meeting 
on 3 August, according to the 
Indian national press agency. 
The orbiter would be the 
country’s first interplanetary 
probe and would be carried by 
the same home-grown rocket 
used to launch its 2008 Moon 
probe, Chandrayaan-1. 

genetically engineered crops. 
Monsanto, based in St Louis, 
Missouri, argued that DuPont’s 
agriculture subsidiary Pioneer 
Hi-Bred (now DuPont 
Pioneer) in Johnston, Iowa, 
infringed a Monsanto patent 
on Roundup Ready crops, 
which are resistant to the 
herbicide glyphosate. DuPont 
violated the patent by making 
soya beans that mingled the 
Monsanto trait with its own 
herbicide-resistant technology, 
the jury concluded. DuPont 
says that it will appeal the 
verdict.

approval from the US Food 
and Drug Administration 
(FDA) for its genetic tests 
related to health — but not 
for those for non-medical 
information such as ancestry, 
or traits such as eye or hair 
colour. The firm, based in 
Mountain View, California, 
had previously maintained 
that it did not need FDA 
oversight because it provides 
information, not a medical 
service. See go.nature.com/
cinowb for more.

animal-rights group People 
for the Ethical Treatment of 
Animals (PETA), based in 
Norfolk, Virginia, which has 
led to many major air carriers 
refusing to fly primates bound 
for research centres (see Nature 
483, 381–382; 2012). PETA 
says that China Eastern is the 
only major airline now known 
to be flying primates out of 
China — the country that last 
year transported more than 
70% of the primates bound for 
US labs. See go.nature.com/
ckhq93 for more.
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TREND WATCH
Research papers with a single 
author are becoming a rare 
breed, show data for 2011 from 
Thomson Reuters’ ScienceWatch 
newsletter. Last year, less than 
20% of papers in the sciences, 
social sciences, arts and 
humanities had single authors 
(see chart). In the sciences 
alone, single-author papers were 
down to 12%. At the other end 
of the spectrum, 2011 saw some 
600 papers written by more than 
100 authors, and 146 papers that 
had more than 1,000 authors — 
most of them in physics. 

DECLINE OF THE SINGLE AUTHOR
The average number of authors on a research paper rose to 
4.5 last year; fewer than one in �ve were single-authored.
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Science only

Higgs papers
Researchers at ATLAS and 
the CMS, the two main 
physics experiments at the 
Large Hadron Collider near 
Geneva, Switzerland, posted 
their papers describing a new 
Higgs-boson-like particle 
to the online preprint server 

Olympic biology
The UK government plans 
to transform the London 
Olympics drug-testing 
laboratory in Harlow into a 
national bioanalytics centre, 
Prime Minister David 
Cameron announced on 
1 August. The MRC–NIHR 
Phenome Centre will use 
equipment purchased for anti-
doping tests to probe biological 
samples for biochemicals such 
as proteins and metabolites, 
with the aim of analysing 
100,000 samples per year from 
massive epidemiology projects. 
The Medical Research Council 
(MRC) and the National 
Institute of Health Research 
(NIHR) are each putting 
£5 million (US$8 million) into 
the project.

R E S E A R C H

Mars landing
NASA announced on 6 August 
that its Mars rover, Curiosity, 
had successfully landed in 
Gale Crater after an 8-month 
journey and a violent 7-minute 
fall through the planet’s thin 
atmosphere. See page 137 and 
nature.com/curiosity for more. 

Alzheimer’s setback
Research has been halted 
on a keenly watched 
experimental drug aimed 
at treating Alzheimer’s 
disease after it failed two 
late-stage clinical trials. 
Pharmaceutical companies 
Johnson & Johnson, based in 
New Brunswick, New Jersey, 
and Pfizer, based in Groton, 
Connecticut, said on 6 August 
that they would no longer work 
on the monoclonal antibody 
bapineuzumab. It binds a 
peptide, amyloid-β, that may 
cause neurodegeneration in 
patients with Alzheimer’s. But 
in two phase III trials — one 
reported on 23 July and one on 
6 August — the drug did not 
prevent cognitive decline. 

P E O P L E

Bernard Lovell dies
Physicist and radio astronomer 
Bernard Lovell, who founded 
the Jodrell Bank Observatory at 
the University of Manchester, 
UK, died on 6 August aged 98. 

Cold fusion death 
Electrochemist Martin 
Fleischmann, who claimed to 
have discovered cold fusion, 
died on 3 August aged 85. 
He and Stanley Pons, both at 
the University of Utah in Salt 
Lake City, sparked worldwide 
controversy in 1989 when 
they announced to the world’s 
media that they had fused 
deuterium atoms at room 
temperatures. Other scientists 
quickly debunked the 
experiments, and the claims 
have not been substantiated. 

Texas grant review
The Cancer Prevention 
and Research Institute of 
Texas (CPRIT) in Austin 
has appointed a compliance 
officer to review and monitor 
its grant-applications process, 
it announced on 2 August. 
Meeting for the first time since 
controversy erupted over 
its grant funding, the state-
funded institute approved 
45 grants, together worth 
more than US$114 million. 
Seven of those grants were for 
multi-investigator projects 
that had been shelved back 
in March, when the CPRIT 
pushed through a $20-million 
commercial ‘incubator’ award 
without scientific review. The 
unusual award prompted the 
resignation of the CPRIT’s 
chief scientist and will now be 
re-reviewed. See go.nature.
com/bzrzkc for more.

Fermilab change
Pier Oddone, the director 
of the Fermi National 
Accelerator Laboratory in 
Batavia, Illinois, announced 
on 2 August that he would 
step down from his post in 
July 2013. Since he started as 
the high-energy physics lab’s 
fifth director in 2005, Oddone 
has overseen the final years 
of the lab’s Tevatron particle 
collider and a shift in focus 

Lovell (pictured) directed 
the observatory from 1945 
to 1980, and in 1957 oversaw 
the construction of its iconic 
telescope — then the world’s 
largest fully steerable radio 
telescope — which opened 
in time to track the launch 
of the first artificial satellite, 
Sputnik 1. Lovell also worked 
on radar and cosmic rays; 
he was knighted in 1961 for 
his contributions to radio 
astronomy.

to experiments involving 
neutrinos and high-intensity 
(rather than high-energy) 
collisions. See go.nature.
com/2dn9hu for more.

arXiv.org on 31 July (ATLAS 
Collaboration http://arxiv.
org/abs/1207.7214 (2012) and 
CMS Collaboration http://
arxiv.org/abs/1207.7235; 2012). 
The signals reported at the 
beginning of July are still there, 
and have gained significance 
well above five standard 
deviations. See go.nature.com/
ivkhou for more.

its Provenge (sipuleucel-T) 
therapy for some prostate 
cancers. Dendreon, based 
in Washington, Seattle, saw 
Provenge approved in 2010 but 
doctors in the United States 
have not raced to prescribe 
the expensive (US$93,000) 
treatment (see Nature 476, 
376–377; 2011). Dendreon 
hopes to market the vaccine in 
Europe by 2013.
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B Y  E R I C  H A N D  I N  P A S A D E N A

The mountain rises in the late-afternoon 
sun: a daunting challenge to the vehicle 
before it. In a photograph taken minutes 

after Curiosity landed on the surface of Mars, 
the rover’s shadow already seems to be reaching 
for the distant slope that it was built to climb. 

On 6 August, Curiosity — the rover for 
NASA’s Mars Science Laboratory mission — 
arrived at its destination at the bottom of Gale 
Crater, a basin with the area of Lake Ontario. 
Its goal is to explore the ancient rocks of Mars 
for organic molecules and the remains of 
watery environments that could have provided 
a habitat for life. It will do that by climbing a 

mountain that rises from the centre of the cra-
ter: Aeolis Mons — informally dubbed Mount 
Sharp by mission scientists — which contains 
5.5 kilometres of layered rocks representing 
hundreds of millions of years of Martian his-
tory. As the 900-kilogram rover climbs those 
slopes, on a journey that could take a decade 
or more, it will carry not only the most exten-
sive suite of instruments ever sent to Mars, but 
also the hopes and dreams of engineers and 
explorers who see the mission as a prelude to 
an eventual human presence on the planet.

“The wheels of Curiosity have begun to 
blaze a trail for human footprints on the 
surface of Mars,” said NASA administrator 
Charles Bolden at an emotional briefing at 
the Jet Propulsion Laboratory (JPL) in Pasa-
dena, California, shortly after the landing. For 
now, the 400-strong rover science team must 
work to ensure that their US$2.5-billion mis-
sion exceeds the achievements of all previous 
excursions to the red planet.

Complicated technology was needed to 
drop the rover precisely between Mount Sharp 
and the walls of Gale Crater. Over 7 minutes, 
a combination of a heat shield, a parachute, 
retrorockets and a ‘sky crane’ decelerated the 
rover from 5,900 metres per second to less than 
1 metre per second and set it down gently on 
the surface (see Nature 488, 16–17; 2012). 

“Touchdown confirmed,” said Allen Chen, 
the JPL’s operations lead for entry, descent and 
landing, whose voice remained calm and steady 
throughout the tense sequence. His words 
triggered hugs, high-fives and tears of relief. 
Moments later, the first pictures from the rover’s 
front and rear hazard-avoidance cameras were 
relayed to Earth by Mars Odyssey, an 11-year-
old orbiter that was passing over the crater. 

Doug McCuistion, director of the Mars 
exploration programme at NASA headquar-
ters in Washington DC, doesn’t want this new 
landing capability, developed over the course 
of a decade, to go to waste. A rover like Curi-
osity could be built more cheaply and quickly 
now, he says, because he directed the JPL to 
“treat this like we’re going to build them again 
and again and again”. If the mission were to be 
repeated, the rover might cost 500 million dol-

lars less. But that is still 
beyond the budget of 
NASA’s planetary science 
programme, which has 
no further Mars land-
ings on the books for 

BIOMEDICINE Japan bids to turn 
induced stem cells into 
therapies p.139

TECHNOLOGY Can graphene 
power a new Industrial 
Revolution in Britain? p.140

CLIMATE Heatwaves stoke 
debate about climate–
weather link p.143

ENGINEERING ‘Extreme 
mechanics’ makes a 
virtue of failure p.146

 NATURE.COM
For more on the 
Curiosity mission, 
visit:
nature.com/curiosity

P L A N E TA R Y  S C I E N C E

Mars rover sizes 
up the field
After a picture-perfect landing, Curiosity’s science team 
ponders its first moves at Gale Crater.

An early image from Curiosity showed that the rover had landed facing the north flank of Mount Sharp.
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now. However, the programme does have an 
opportunity for a Mars mission in 2018, costing 
between $700 million and $800 million; later 
this month, NASA science chief John Grunsfeld 
is scheduled to reveal the results of a study 
exploring the best use of this window.

While the descent team basked in the post-
landing limelight, mission engineers set about 
testing the car-sized rover. During the vehicle’s 
first hours on Mars, data arrived in a relative 
trickle. The following day, engineers com-
manded the rover to deploy a communications 
antenna that will increase the data rate. The 
unstowing of the rover’s mast, which contains 
several cameras, is planned for the day after that, 
and should unleash a cascade of colour photos 
of the landing site later this week. It will be a 
further several days before a drive is attempted. 

The rover is starting its exploration essen-
tially where mission planners had hoped. The 

day after the landing, Mike Malin, president 
of Malin Space Science Systems in San Diego, 
California, and principal investigator for a 
camera on the belly of the rover, unveiled a 
dramatic video showing the final 150 seconds 
of the rover’s descent. By cross-checking those 
images with high-resolution photos from the 
Mars Reconnaissance Orbiter — which caught 
the spacecraft in the act of descending beneath 
its parachute — Malin was able to pinpoint 
the rover on a barren plain just 6.5 kilometres 
from Mount Sharp (see ‘Touchdown at Gale 
Crater’). 

Now, project scientist John Grotzinger, a 
geologist at the California Institute of Tech-
nology in Pasadena, needs to decide on the  
direction of the rover’s first foray. Should he 
turn Curiosity away from Mount Sharp and 
drive it towards an intriguing fan of material at 
the crater’s rim? The feature, called an alluvial 

fan, is thought to have been formed by water 
that swept sediments over the lip of the basin. 
An instrument on Odyssey has detected that 
materials in the fan retain heat longer than the 
surrounding soil in the cold Martian night. 
Grotzinger says that this could indicate that the 
materials in the fan are firmer and more con-
solidated than the rest. “That implicates water 
as one way to cement them together,” he says.

Alternatively, Curiosity could travel in the 
opposite direction: towards the base of Mount 
Sharp, where rock beds contain water-altered 
clays and sulphates. Whichever direction he 
chooses, Grotzinger wants to explore the rocks 
near the landing site to learn how layers of sedi-
ment from the base of Mount Sharp interweave 
with layers from the alluvial fan, and find out 
which was laid down first. Answers might lie in 
small craters or other features that cut through 
the rock layers near the rover, so the mission 
team will create a route based on those objects. 
“We’re going to try to string together as many 
pearls as we think we can identify from orbit, 
and then explore them as we drive along,” says 
Grotzinger.

Curiosity is more powerful than NASA’s 
previous Mars rovers, Spirit and Opportu-
nity, and more efficient at exploring a three-
dimensional area. And the strata of the crater 
and mountain offer an abundant view of the 
fourth dimension — time. Grotzinger notes 
that although Spirit and Opportunity have 
travelled more than 42 kilometres between 
them since they landed in 2004, they have 
crossed only tens of metres of strata. At Mount 
Sharp, Curiosity has 5,500 metres of strata to 
traverse. 

Curiosity itself has time on its side. Its 
nuclear-powered energy source could sustain 
it for many years beyond its nominal two-year 
lifetime. So as tempting as it is to turn Curi-
osity into a mountain climber immediately, 
Grotzinger is happy to be patient. “If it takes 
a year to get there,” he says, “that’s okay.” ■ SEE 
EDITORIAL P.129

4. Mount
    summit

1. Channels

2. Alluvial fan

Clays
Sulphates

Landing
ellipse

3.

CURIOSITY LANDING MAP
Intro here, preferably over 2 
lines xxxxx xxx xxx xxxx xxx 
xxxxx xxxxx xxx

TOUCHDOWN AT GALE CRATER
Early estimates suggest that the Mars rover 
Curiosity touched down just o� centre of its 
projected landing ellipse, 6.5 kilometres northwest 
of the mound known as Mount Sharp.

The Curiosity mission team celebrated after the rover touched down according to plan.
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Passing above the rover, NASA’s Mars 
Reconnaissance Orbiter captured a photo of 
Curiosity parachuting down to the surface.
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B Y  D A V I D  C Y R A N O S K I

Progress toward stem-cell therapies has 
been frustratingly slow, delayed by 
research challenges, ethical and legal 

barriers and corporate jitters. Now, stem-cell 
pioneer Shinya Yamanaka of Kyoto University 
in Japan plans to jump-start the field 
by building up a bank of stem cells for 
therapeutic use. The bank would store 
dozens of lines of induced pluripotent 
stem (iPS) cells, putting Japan in an 
unfamiliar position: at the forefront of 
efforts to introduce a pioneering bio-
medical technology. 

A long-held dream of Yamanaka’s, the 
iPS Cell Stock project received a boost 
last month, when a Japanese health-
ministry committee decided to allow the 
creation of cell lines from the thousands 
of samples of fetal umbilical-cord blood 
held around the country. Yamanaka’s 
plan to store the cells for use in medi-
cine is “a bold move”, says George Daley, 
a stem-cell biologist at Harvard Medi-
cal School in Boston, Massachusetts. But 
some researchers question whether iPS 
cells are ready for the clinic.

Yamanaka was the first researcher to 
show, in 2006, that mature mouse skin 
cells could be prodded into reverting to 
stem cells1 capable of forming all bod-
ily tissues. The experiment, which he 
repeated2 with human cells in 2007, 
could bypass ethical issues associated 
with stem cells derived from embryos, and 
the cells could be tailor-made to match each 
patient, thereby avoiding rejection by the 
immune system.

Japan is pumping tens of millions of dol-
lars every year into eight long-term projects 
to translate iPS cell therapies to the clinic, 
including a US$2.5-million-per-year effort to 
relieve Parkinson’s disease at Kyoto University’s 
Center for iPS Cell Research and Application 
(CiRA), which Yamanaka directs. That pro-
gramme is at least three years away from clini-
cal trials. The first human clinical trials using 
iPS cells, an effort to repair diseased retinas, are 
planned for next year at the RIKEN Center for 
Developmental Biology in Kobe. 

Those trials will not use cells from Yamana-
ka’s Stock. But if they or any other iPS cell trials 

succeed, demand for the cells will explode, cre-
ating a supply challenge. Deriving and testing 
iPS cells tailored to individual patients could 
take six months for each cell line and cost tens 
of thousands of dollars. 

Yamanaka’s plan is to create, by 2020, a 
standard array of 75 iPS cell lines that are a 

good enough match to be tolerated by 80% of 
the population. To do that, Yamanaka needs to 
find donors who have two identical copies of 
each of three key genes that code for immune-
related cell-surface proteins called human leu-
kocyte antigens (HLAs). He calculates that he 
will have to sift through samples from some 
64,000 people to find 75 suitable donors. 

Using blood from Japan’s eight cord-blood 
banks will make that easier. The banks hold 
some 29,000 samples, all HLA-character-
ized, and Yamanaka is negotiating to gain 
access to those that prove unusable for other 
medical procedures. One issue remains unre-
solved: whether the banks need to seek fur-
ther informed consent from donors, most of 
whom gave the blood under the understanding 
that it would be used for treating or studying 

leukaemia. Each bank will determine for itself 
whether further consent is needed.  

Yamanaka has already built a cell-processing 
facility on the second floor of CiRA and is now 
applying for ethics approval from Kyoto Uni-
versity to create the stock. Takafumi Kimura, 
a CiRA biologist and head of the project’s HLA 

analysis unit, says that the team hopes 
to derive the first line, carrying a set of 
HLA proteins that matches that of 8% of 
Japan’s population, by next March. 

Yamanaka’s project has an advan-
tage in that genetic diversity in Japan 
is relatively low; elsewhere, therapeu-
tic banks would have to be larger and 
costlier. Most iPS banks outside Japan 
specialize in cells from people with dis-
eases, for use in research rather than 
treatment. The California Institute for 
Regenerative Medicine (CIRM) in San 
Francisco, for example, plans to bank 
some 3,000 cell lines for distribution to 
researchers. 

Alan Trounson, president of CIRM, 
says that unresolved research questions 
about iPS cells make it “premature” to 
begin therapeutic trials. “We don’t have 
complete pictures of how good they 
would be,” he says, noting that such 
cells accumulate mutations and other 
defects as they are produced from differ-
entiated cells. Irving Weissman, a stem-
cell biologist at Stanford University in 
California, warns that iPS cells derived 
from blood cells have been shown to 

form tumours3. 
Kimura says that the answer is to carefully 

avoid the white blood cells that cause tumours 
when deriving the cell lines, and he stresses 
that all safety concerns will be addressed. 
“We’re building a national resource. It has to 
be safe and have the confidence of the people.” 

Daley, who last month toured CiRA’s facility, 
calls it “nothing short of spectacular, pristine, 
perfect”. He agrees that proving the safety of 
the cells will be tough, but he is enthusiastic 
about the effort. “It’s clear they’re readying 
themselves for a big project,” he says. ■

1.	 Takahashi, K. & Yamanaka, S. Cell 126, 663–676 
(2006).

2.	 Takahasi, K. et al. Cell 131, 861–872 (2007).
3.	 Serwold, T. et al. Proc. Natl Acad. Sci. USA 107, 

8939–18943 (2010).

B I O M E D I C I N E

Stem-cell pioneer banks  
on future therapies
Japanese researcher plans cache of induced stem cells to supply clinical trials.
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Shinya Yamanaka aims to produce cell lines from fetal blood cells.
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B Y  G E O F F  B R U M F I E L  I N  M A N C H E S T E R

Kostya Novoselov has the tour down pat. 
After a friendly introduction, visitors 
are whisked to a clean room so that 

they can repeat the experiment that helped to 
win him a share of the Nobel Prize in Physics 
in 2010. The important bit can be done in sec-
onds: press some sticky tape onto a chunk of 
graphite, then press it again onto an ultraclean 
silicon wafer. Peel it off, and some of the silver 
flakes dotting the wafer’s surface are atom-
thick sheets of honeycombed carbon known 
as graphene. 

The material has had a meteoric rise since 
Novoselov, his fellow Nobel laureate Andre 
Geim and their team at the University of 
Manchester, UK, reported this deceptively 
simple way of making graphene1. Hundreds 

of groups around the world have investigated 
its remarkable range of properties. It is highly 
conductive, and exhibits a variety of quantum-
mechanical behaviours that had previously 
been seen only in more complex materials. 
It is thin and flexible, and its electrical and 
mechanical properties change in response to 
its surroundings. These characteristics and 
others suggest various electronics applica-
tions, including touch screens, sensors and 
frequency generators.

Now, the UK government is hoping that 
Novoselov and Geim can make money 
from graphene. In February, the UK Engi-
neering and Physical Sciences Research 
Council (EPSRC) announced £38 million  
(US$59 million) in funding for a National  
Graphene Institute at the university. Scheduled 
to open in 2015, the centre will be a hub for 

T E C H N O L O G Y

Britain’s big bet 
on graphene
Manchester institute will focus on commercial applications 
of atom-thick carbon sheets.

Layering graphene with other crystalline materials can create electronic devices such as transistors.
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cations. Researchers at Manchester will mingle 
with industrial scientists loaned by domestic 
and overseas technology firms. Spin-off compa-
nies will flourish in off-campus research parks, 
sparking a technology revolution in a city that 
was once at the centre of the Industrial Revolu-
tion. That’s the vision, at least.

The initiative has its share of critics. Some 
academics in the United Kingdom say that 
the government wants to turn campuses into 
money-making enterprises. Elsewhere, it is not 
difficult to find researchers who say that gra-
phene’s commercial value may be overhyped. 
Many doubt that a single material, however 
promising, can revive Britain’s atrophied elec-
tronics industry. 

Novoselov acknowledges these arguments, 
but thinks that the investment will pay off. 
“These millions will come back quite soon,” 
he says. It will certainly mean an expansion 
of his own research enterprise, which is cur-
rently looking at how to combine graphene 
with other two-dimensional materials. It will 
also allow companies large and small to come 
to the university and conduct research that 
might further their own industrial ambitions.

The University of Manchester is a micro-
cosm of a global boom in graphene research 
(see ‘Graphene goes global’). More than 20 aca-
demics from its chemistry, biology, materials 
science and engineering departments partici-
pate in weekly meetings about the material. 
The discussions are not only about electronics: 
some colleagues are studying graphene for use 
in biosensors, and others want to incorporate 
it into advanced materials.

Demand for graphene from other depart-
ments has been so high that the group cannot 
keep up, so Branson Belle, one of Novoselov’s 
postdocs, launched a start-up firm in May to 
supply the rest of the university. Novoselov and 
Geim’s core group is growing too, and lab space 
is getting tight.

Novoselov and Geim were already asking 
the university for more room last year, and 
administrators were thinking about how to 
capitalize on the graphene explosion, says 
Nancy Rothwell, president and vice-chancel-
lor of the University of Manchester. The pair, 
together with the university and the city coun-
cil, submitted a proposal to the EPSRC, which 
awarded the university £26 million to build the 
graphene institute, along with £12 million for 
equipment.

The funding comes at a time of austerity 
for UK scientists, and it has raised eyebrows 
in other parts of the physical-sciences com-
munity. “The institute looks great and will 
certainly produce outstanding science,” says 

Pascal  André,  who 
works on nanomateri-
als at the University of 
St Andrews, UK. But he 
questions the wisdom 
of plunging £38 million 

 NATURE.COM
For more, see the 
Nature Outlook on 
graphene:
go.nature.com/otkrsb
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into a single subject and location when the 
EPSRC is slashing research budgets elsewhere. 
“Will the whole UK innovation of the next 
5–10 years be solely based around graphene?” 
André asks.

Novoselov says that he agreed to the insti-
tute only after he was assured that the money 
would not come at the expense of research 
grants. 

Whether the government’s gambit will 
help the United Kingdom to compete in the 
global electronics market is uncertain. Britain 
lags behind the rest of the world in graphene  
patents, according to Quentin Tannock, the 
chairman of Cambridge IP, an independent 
patent consulting firm in Cambridge, UK. The 
country is competing with others such as South 
Korea, a major producer of consumer elec-
tronics, which already has a US$20-million,  
five-year programme to develop graphene-
based display panels and other devices, accord-
ing to Byung Hee Hong, a graphene researcher 
at Seoul National 
University. Hong’s 
group has been per-
fecting methods for 
producing sheets 
of graphene on an 
industr ia l  sca le . 
“I’m now working 
with seven different 
companies,” he says. But Hong adds that the 
strong commercial interest in Seoul may actu-
ally bode well for the new Manchester centre. 
“Korean companies are not working only in 
Korea,” he says.

Even if companies are curious, graphene 
may still flounder as a commercial prod-
uct, cautions Phaedon Avouris, a materials  
scientist at the IBM T. J. Watson Research 
Center in Yorktown Heights, New York. 
“There has been this circulating myth that 

graphene will replace silicon,” Avouris says. 
In fact, the material is not a semiconductor 
and lacks the necessary bandgap that would 
allow it to serve as a transistor — the basic ele-
ment of all electronics — on its own. Avouris 
thinks that the material could find a use in 
niche markets such as high-frequency elec-
tronic devices, but he questions whether it 
will ever hit the big time. 

Novoselov does not disagree. But, he adds, 
there have been enough suggested uses for gra-
phene in different areas to make him want to 
look at other applications. “What I know for 
sure is that if we are not going to work on this, 
it will definitely not happen,” he says. 

Novoselov has thrown himself into the  
project to build the graphene institute, meeting 
with architects and possible industrial part-
ners on a weekly basis. Geim, who declined 
to be interviewed, is heavily involved too. 
Their group, however, is still at the cutting 
edge of graphene research, and is investigat-
ing the properties of layered graphene as well 
as other two-dimensional crystals such as 
boron nitride, molybdenum disulphide and 
niobium diselenide. Like graphene alone, the 
layered systems display exotic quantum behav-
iours and could have various applications. For 
example, in February, the group reported 
building a transistor by sandwiching boron 
nitride between two graphene sheets. When a  
voltage was applied, electrons tunnelled from 
one graphene sheet to the other, through the 
boron nitride barrier2. 

“We’ve been doing good science for some 
time and we will do it for the years to come,” 
says Novoselov. But he is quick to add that now 
is the right time to make that science pay. “Our 
government is right: if we have this chance, we 
should take it.” ■
1.	 Novoselov, K. S. et al. Science 306, 666–669 (2004).
2.	 Britnell, L. et al. Science 335, 947–950 (2012).

“Will the whole 
UK innovation 
of the next 5–10 
years be solely 
based around 
graphene?”

GRAPHENE GOES GLOBAL
Universities around the world are investing in research on the 
atom-thick carbon sheets, and patenting the results.

Number of graphene
publications in 2010

Number of graphene
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MORE 
ONLINE

L I V E  B L O G

Relive the 
moment 
that NASA’s 
Curiosity rover 
landed on Mars 
go.nature.com/
onaw4q

N E W S

● Guinea pig hearts beat with human 
cells go.nature.com/8li8uu
● Scientists record signal as distant 
black hole consumes star go.nature.com/
hwk2wh
● Pregnancy alters resident gut 
microbes go.nature.com/4v7cht

O LY M P I C S

Nature takes 
a look at how 
research has 
shaped the 
events at 
London 2012 
go.nature.com/1hgovl
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B Y  J E F F  T O L L E F S O N

NASA climatologist James Hansen 
made headlines during the US heat-
wave of 1988, declaring in testimony 

to Congress and during interviews on prime-
time television that a build-up of greenhouse 
gases was increasing the probability of weather 
extremes. Now, as much of the United States 
sizzles through another torrid summer and the 
Midwest endures a historic drought, Hansen, 
director of NASA’s Goddard Institute for Space 
Studies in New York, claims that the future he 
predicted has arrived.

“The climate dice are now loaded to a 
degree that a perceptive person old enough to 

remember the climate of 1951–1980 should 
recognize the existence of climate change, 
especially in summer,” he and his colleagues 
write in a paper entitled ‘Perceptions of Cli-
mate Change’1 published on 6 August. Just days 
earlier, on 1 August, Republican senators had 
challenged mainstream climate scientists over 
the existence of anthropogenic global warm-
ing at a hearing in Washington DC, underscor-
ing the stubborn political divide over climate 
policy. Just as he did 24 years ago, Hansen has 
plunged into the debate, pre-empting the pub-
lication of his study with an opinion article in 
The Washington Post2. 

Hansen’s team used seasonal temperature 
records for 1951–80, a period of relatively 

stable climate, as a baseline, then analysed the 
frequency and scale of subsequent tempera-
ture anomalies. On average, the team con-
cludes, the globe has warmed by only about 
0.5–0.6 °C since that time, but the shift has had 
a significant impact on many parts of the world 
(see ‘What a scorcher’).

Extremely hot summers — classified as 
about 3.5 °C warmer than average — have 
affected about 10% of the world’s land since 
2006, an order of magnitude higher than dur-
ing the period from 1951 to 1980.

The study is not the first to show a link 
between global warming and extreme 
weather3, but it goes well beyond its prede-
cessors, concluding that greenhouse gases 
alone are responsible for the hot summers and 
heatwaves. “The likelihood that these events 
would have occurred without global warming 
is minuscule,” Hansen says. 

A poll by researchers at Yale University in 
New Haven, Connecticut, and George Mason 
University in Fairfax, Virginia, suggests that 
most people in the United States accept the link 
between hot weather and global warming4. But 
Hansen’s assertion is running into some heavy 
weather among scientists. 

Martin Hoerling, a meteorologist at the 
National Oceanic and Atmospheric Admin-
istration in Boulder, Colorado, calls Hansen’s 
paper an “extended Op-Ed piece”, arguing 
that the broader climate record does not sup-
port the link to individual heatwaves. Last 
year, Hoerling co-authored a paper5 suggest-
ing that the 2010 drought in Russia was so far 
outside the realm of normal weather that the 
small rise in global temperatures could not 
account for it. He says that natural variability 
can explain most extremes, and that global 
warming merely enhances them.

Hansen notes that his study is purely 
statistical and does not try to explain how 
climate change could cause extremely hot 
summers. Kevin Trenberth, a climatologist 
at the US National Center for Atmospheric 
Research (NCAR) in Boulder, says that 
Hansen’s statistics are illustrative of a trend 
that should help people to understand global 
warming and the profound effect humans 
have had on the climate system. “It is never 
due to humans alone, nor is it ever, these 
days, just natural variability.” 

In a paper to be published in the Journal 
of Geophysical Research6, Trenberth and a 

C L I M AT E  C H A N G E

Heatwaves blamed 
on global warming
Unusually high frequency points to human influence. 

Droughts are becoming more frequent in parts of the United States.
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team of researchers investigate the physical 
mechanisms that drove some extreme weather 
events in 2010. Using a climate model devel-
oped at the NCAR, the team investigated 

links between a pair of El Niño and La Niña 
events (in which warm or cold surface waters, 
respectively, built up in the eastern Pacific 
Ocean) and weather events such as stronger 

monsoons in Asia and droughts in Russia and 
the Amazon. Although he thinks that global 
warming could have a role in such extreme 
events, Trenberth says that climate models 
have not yet been able to tease out the details.

“Models have a hard time doing extremes 
well,” Trenberth says. But because of limited 
data sets for extreme weather and inadequate 
climate models, he worries that some people 
could draw the wrong conclusion: “that there 
is no human influence”. ■

1.	 Hansen, J., Sato, M. & Ruedy, R. Proc. Natl Acad. Sci. 
USA http://dx.doi.org/10.1073/pnas.1205276109 
(2012).

2.	 Hansen, J. E. The Washington Post (5 August 2012).
3.	 Schiermeier, Q. Nature 477, 148–149 (2011).
4.	 Leiserowitz, A., Maibach, E., Roser-Renouf, C. & 

Hmielowski, J. Global Warming’s Six Americas, March 
2012 & Nov. 2011 (Yale Univ. & George Mason Univ, 
2012).

5.	 Dole, R. et al. Geophys. Res. Lett. 38, L06702 (2011).
6.	 Trenberth, K. E. & Fasullo, J. J. Geophys. Res.  

http://dx.doi.org/10.1029/2012JD018020 (in the 
press).

B Y  G E O F F  B R U M F I E L

When Alan Guth received an e-mail 
from a colleague asking if he could 
discuss a new annual prize in  

physics, he recalls, “I thought I was being asked 
to be on an organizing committee”. 

Instead, the other physicist, Nima Arkani-
Hamed at the Institute for Advanced Study in 
Princeton, New Jersey, told Guth that they were 
among the winners of a US$3-million award. 
Guth, a theorist at the Massachusetts Institute 
of Technology in Cambridge who introduced 
the idea of cosmic ‘inflation’, assumed that 
the prize would be split. But Arkani-Hamed 
surprised him again: they had won $3 million 
each. “Do you mean that I just won $3 million 
and that you just won $3 million?” Guth asked, 
incredulously. “He said ‘yes’.”

“At that point I just kind of fell off my seat,” 
Guth says.

Last week’s public announcement of the 
prize, which was awarded to nine physi-
cists, was just as sudden (see go.nature.com/
mwaays). On 31 July, two weeks after Guth’s 
unexpected conversation, stories appeared in 
The New York Times and The Guardian unveil-
ing the $27-million Fundamental Physics 

Prize, which dwarfs all other prizes in science. 
Shortly afterwards, a bare-bones website 
appeared. Under the heading ‘board’, it listed 
just two people: Steven Weinberg, a Nobel-
prizewinning theorist at the University of 
Texas at Austin, and a man named Yuri Milner.

It was Milner, a 50-year-old Russian Internet 
entrepreneur, who founded the prize and chose 
the first winners (Weinberg was appointed to 
the board only after Guth and the others were 
notified). In his youth, Milner spent a decade 
studying theoretical physics in the Soviet Union 
before abandoning his PhD to move into the 
private sector. His early investments included 
a macaroni factory and a Russian e-mail portal, 
but Milner’s fortune was sealed in 2009 when 
his firm bought a $200-million stake in the 
social-media site Facebook. In May, Facebook 
began trading publicly, and Milner’s company 
made an estimated $1.7 billion. Today, his 
investment funds are valued at $12 billion, and 
his personal wealth at around $1 billion.

Milner never forgot 
his early years working 
on quantum chromo-
dynamics, a theoretical 
framework that describes 
the interactions of quarks 

and gluons. For years he had toyed with the idea 
of creating a prize and, in recent months, he 
decided to act on it, choosing nine theorists 
who have never won Nobel prizes, but whose 
work he considers to be groundbreaking. “It 
was clear that he’d done a lot of homework,” 
Arkani-Hamed says. “He knew an impressive 
amount about what was going on.”

“The intention was to say that science is as 
important as shares trading on Wall Street,”  
Milner told Nature. The prize money comes 
with no strings attached, although Milner hopes 
that the theorists will contribute to a new lecture 
series for the public. Milner also plans to cre-
ate an annual $100,000 New Horizons prize for 
young researchers and an ad hoc version of the 
Fundamental Physics Prize that can be won at 
any time “in exceptional cases”, the website says. 
According to the rules of the prizes, anyone can 
be nominated, and future prizewinners will be 
selected by a committee of all previous ones. 

“He’s recognizing that there are some very 
smart people who have done some very clever 
things,” says George Smoot, a physicist at the 
University of Paris Diderot who shared the 2006 
Nobel Prize in Physics. But, he adds, giving such 
a large prize to top theorists, many of whom are 
late in their career, will not revolutionize theo-
retical physics. Smoot, who donated his portion  
of the Nobel prize to charity, says that he would 
have liked to have seen Milner put half of the 
$27 million into fellowships for young research-
ers. Arkani-Hamed says that Milner is aware of 
the criticisms but felt that other philanthropists 
have created fellowships and institutes, and he 
wanted the new prize to stand apart.

For his part, Guth says that he hasn’t yet 
decided what to do with the money, which was 
deposited directly into his bank account while 
he and his wife were away at a local Shakespeare 
festival. “We’re still kind of in shock,” he says. ■

A W A R D S

Physics prize 
dwarfs all others
Theorists left reeling after billionaire reveals massive prize.

 NATURE.COM
To read about 
another major prize, 
see:
go.nature.com/sjsxr6
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WHAT A SCORCHER
Between June and August 2010, extremely high temperatures (brown) hit about 
13% of Earth's surface, an area roughly ten times greater than in 1951–80. 
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BUCKLING 
DOWN

Katia Bertoldi is talking fast. She has only 
12 minutes to present her work in the 
burgeoning field of ‘extreme mechan-

ics’. But first, the Harvard University engineer smiles at the physicists 
gathered in Boston at the March 2012 meeting of the American Physical 
Society. She has to show them what she found in a toy shop.

Projected onto the screen, the Hoberman Twist-O looks like a hollow 
football made of garishly coloured plastic links. Twist it just so, however, 
and hinges between the links allow it to collapse into a ball a fraction of 
its original size. Twist it the other way, and it springs back open. Bertoldi 
explains that the Twist-O inspired her group to create a spherical device 
that collapses and re-expands, not with hinges but through mechanical 
instabilities: carefully designed weak spots that behave in a predictable 
way. Applications might include lightweight, self-assembling portable 
shelters or nanometre-scale drug-delivery capsules that would expand 
and release their cargo only after they had passed through the blood-
stream and reached their target. 

The challenge, Bertoldi says, is to figure out the exact instabilities a 

structure needs to achieve its desired behaviour. 
She quickly describes the necessary geometry 
and runs down a list of constraints. There are 

just 25 shapes that satisfy all the requirements, she explains, glossing 
over the months of computation it took to solve the problem. Then she 
starts a video to show the assembled throng the design that her team has 
come up with.

An image of a rubbery chartreuse ball with 24 carefully spaced round 
dimples (pictured) materializes on the screen. The test begins and the 
ball slowly collapses, each dimple squeezing shut as the structure twists 
into a smaller version of itself. There is a moment of silence, then eve-
ryone in the room begins to clap. 

Student engineers have always been taught that mechanical insta-
bilities are a problem to avoid. Such instabilities can quickly lead to 
structural failures — the collapse of a weight-bearing pillar, the crum-
pling of a flat steel plate or the buckling of a metal shell. From failures 
come disasters, such as the Second World War Liberty Ships that broke 
up while at sea. And the devilishly complex mathematical analysis of 

Mechanical instability is usually a problem that engineers 
try to avoid. But now some are using it to fold, stretch and 

crumple materials in remarkable ways.

B Y  K I M  K R I E G E R
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buckling structures ground to a halt in the late 
nineteenth century, because it was unworkable 
with the methods then available. 

During the past half-decade or so, how-
ever, a new generation of physicists and engi-
neers has begun to embrace instability. These 

researchers have been inspired, in part, by advances in geometry and 
nonlinear mathematics that have allowed them to progress where their 
forebears could not. They have already, for example, devised a theory 
for why cabbage leaves and torn plastic rubbish bags ripple1; calculated 
the patterns of wrinkles in fabric and crum-
ples in paper2; and accounted for the way coils 
and loops develop in the guts of vertebrate 
embryos3. 

On the practical side, one source of inspira-
tion has been the widespread availability of 
flexible polymers and silicone materials, as 
epitomized by the vast selection of soft yet 
tough covers for smart phones. Such materi-
als make it possible to imagine electronics, 
robots, tools and vehicles whose structures 
can radically deform yet still recover their 
original shapes. 

The resulting extreme-mechanics move-
ment has grown rapidly. The first three con-
ference sessions to bear the name, totalling fewer than 40 presentations, 
were held during the March 2010 meeting of the American Physical 
Society (APS). Just two years later, Bertoldi’s talk on collapsible spheres 
was one of 111 presentations on extreme mechanics spread across 8 ses-
sions. Hundreds of researchers are now active in the field worldwide. In 
spring 2011, the US National Science Foundation announced an oppor-
tunity for substantial funding in the field: it would allot up to US$2 mil-
lion over four years to projects in Origami Design for Integration of 
Self-assembling Systems for Engineering Innovation (ODISSEI). The 
foundation expects to announce the awards this month. 

FOLD EVERYTHING
“It was as if they wrote the solicitation just for us,” says Christian  
Santangelo, a physicist at the University of Massachusetts Amherst and 
a co-principal investigator on an ODISSEI proposal. Along with two 
origami artists and an expert in origami mathematics, Santangelo and 
his colleague Ryan Hayward, a chemical engineer at Amherst who spe-
cializes in polymers, are proposing a new kind of three-dimensional 
(3D) printer. Instead of slowly building an object with layers and layers 
of polymer, as current 3D printers do, they would print a flat polymer 
sheet with a two-dimensional (2D) origami-like pattern, then force it to 
fold into a close approximation of the desired 3D object. 

One part of the project will involve refining a computer program 
developed by one of the origami artists, physicist Robert Lang of Alamo, 
California. Given a desired shape, the program will generate a dia-
gram of the required fold pattern. At present, the program states only 
whether a particular fold on a sheet should be convex (in origami terms, 
a mountain fold) or concave (a valley fold). The user still has to devise 
a sequence of manipulations that can achieve those folds and create the 
figure. But the kinds of folding required by the project could quickly 
reach such levels of complexity that a human solution would be impos-
sible. What the researchers foresee instead is a completely automated 
process in which a 2D sheet is inscribed with a computer-generated 
pattern of instabilities, and then folds correctly in one smooth, coor-
dinated motion.

Unfortunately, in Hayward’s experiments so far, the folds just buckle 
into mountains or valleys at random. A potential solution may lie in the 
wavy-leaf-edge phenomenon, says Santangelo. If cells along the edge 
of a growing plant leaf multiply faster than those in the interior, he 
explains, they run out of room to lie smoothly in a plane, and the leaf 
edge is forced to ripple to accommodate them. If he and Hayward can 

work out how to make the polymer sheet swell in a way that varies from 
point to point, they could produce a complex pattern of rippling and 
curling that would help to control the sheet’s folding. 

Just as natural phenomena can inform extreme mechanics, the disci-
pline’s researchers can also use their knowledge to explain peculiarities 
in natural structures. “This field is filled with small secrets,” says Pedro 
Reis, an engineer at the Massachusetts Institute of Technology in Cam-
bridge and one of the leaders of the movement. 

Take the mechanisms at work in a grain of pollen, for example. Reis 
pulls out a small torpedo-like shape made of a light green, rubbery mate-

rial. He stretches it, then crushes it in his fist. 
A pollen grain undergoes torture, he says: it 
gets wet, swells, dries out and is crushed, so 
plants have evolved strategies such as built-in 
soft spots to help their pollen to avoid dam-
age. Reis pokes a dimple in the torpedo. Scien-
tists can learn from this that a shell with a soft 
spot is more resistant to failure than one that 
is completely rigid, he says. “We are trying to 
learn from nature. How it evolved to deal with 
these problems for which we have no intuition 
is very inspiring.”

Reis sets the torpedo aside and, twisting an 
imaginary string between his fingers, moves 
on to the subject of the sea-floor cables that 

carry Internet traffic around the globe. Mechanical instabilities can 
cause complex behaviour in these structures, too, he says. Lay too 
much cable, and it will curl and kink, resulting in poor signal qual-
ity. Lay too little, and the line will be tense and vulnerable to snap-
ping. When a ship dragging its anchor sliced through one such cable 
in February, six countries in East Africa lost Internet connectivity. 
Although a better understanding of long, thin objects’ instabilities 
wouldn’t have prevented the accident, Reis says, it might have made 
for a cable more resilient to breakage. An improved theory of cables 
could also be of great use to fields ranging from the oil industry to the 
mechanics of DNA. 

In an effort to turn such insights into engineered structures, Reis’s 
lab is competing for one of the ODISSEI grants in partnership with 
Bertoldi and several others. One of their goals is to compile a lexicon of 
shapes: polyhedra that will buckle, bend, stretch, collapse and expand 
in predictable ways in response to specific stimuli. The shapes are based 
on spherical shells with holes cut in them. But surrounding the holes are 
ligaments designed to contain weak spots that buckle when stressed. In 
principle, these buckling polyhedra could be made in a range of sizes, 
whether it’s a nanometre-scale sphere designed for drug delivery or a 
retractable roof for an athletics stadium. The team calls the resulting 
structures ‘buckliballs’ — the subject of Bertoldi’s presentation at this 
year’s APS meeting. 

Buckliballs, with their geometric design and near-magical behav-
iour, encapsulate the cleverness and beauty for which extreme-
mechanics researchers yearn. Looking ahead, the more theoretically 
minded foresee a new set of general rules that could describe the 
behaviour of any flexible solid as it crumples. Meanwhile, those with 
an engineering bent imagine robots with appendages that can trans-
form into tools or squeeze, octopus-like, through tiny spaces; back-
packs that expand into tents; and mobile phones that users can roll 
up and stick behind their ears like a pencil. They see a whole realm of 
devices that transmute failure into function. That could all be years in 
the making — but Bertoldi and her rapt audience already see far more 
in this field than engineers’ toys. ■

Kim Krieger is a freelancer writer in Norwalk,  
Connecticut. 

1.	 Sharon, E., Marder, M. & Swinney, H. Am. Sci. 92, 254–261 (2004).
2.	 Vandeparre, H. et al. Phys. Rev. Lett. 106, 224301 (2011).
3.	 Savin, T. et al. Nature 476, 57–62 (2011).

“HOW NATURE 
EVOLVED TO DEAL 
WITH PROBLEMS 

FOR WHICH 
WE HAVE NO 

INTUITION IS VERY 
INSPIRING.”

‘Buckliballs’ collapse 
and re-expand owing 
to careful placement 
of mechanical 
instabilities.

9  A U G U S T  2 0 1 2  |  V O L  4 8 8  |  N A T U R E  |  1 4 7

FEATURE NEWS

© 2012 Macmillan Publishers Limited. All rights reserved



OPEN AMBITION
Jay Bradner believes that cancer can be defeated through control of 

epigenetics — and  he is not shy about spreading the word.
B Y  A M Y  M A X M E N
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J
ay Bradner has a knack for getting 
the word out online. You can follow 
him on Twitter; you can become one 
of more than 400,000 online viewers 
of the TEDx talk he gave in Boston, 
Massachusetts, last year; you can see 

the three-dimensional structure of a cancer-
drug prototype created in his laboratory and 
you can e-mail him to request a sample of the 
compound. 

Bradner, a physician and chemical biologist 
at the Dana-Farber Cancer Institute in Boston, 
makes defeating cancer sound easy — one 
just has to play tricks on its memory. “With 
all the things cancer is trying to do to kill our 
patient, how does it remember it is cancer?” 
he asked his rapt TEDx audience. Bradner 
says that the answer lies in epigenetics, the  
programmes that manage the genome. 

DNA serves as the basic blueprint for all 
cellular activity, and DNA mutations have long 
been known to have a role in cancer. But much 
of a cell’s identity is determined by modifica-
tions to chromatin, which comprises DNA and 
the proteins that bind and package it. Epigenetic 
instructions, in the form of chemical marks that 
cling to chromatin, tell cells how to interpret the 
underlying genetic sequence, defining a cell’s 
identity as, say, blood or muscle. 

Findings over the past ten years have strongly 
implicated dysregulation of epigenetic instruc-
tions in cancer, where growth-driving genes 
express like crazy and genes that keep cell  
division in check are silenced. Bradner’s aim is 
to create a drug that can rewrite those instruc-
tions so that cancer cells forget what they are 
and cease their deadly proliferation. 

Bradner thinks that this epigenetic approach 
could strike down one of cancer’s most treach-
erous drivers, the DNA-binding protein Myc. 
Myc is involved in up to 70% of cancers but is 
generally considered ‘undruggable’, because the 
active parts of its structure are not accessible to 
the kinds of small-molecule drugs that chemists 
generally create. “Myc is one of those things that 
people dream of targeting,” says Dash Dhanak, 
head of cancer epigenetics at GlaxoSmithKline 
(GSK) in Collegeville, Pennsylvania. 

Just as audacious is Bradner’s commitment 
to making his reagents available and his ideas 
accessible to scientists and laypeople alike, a 
rare attitude in the highly competitive world 
of drug discovery. Researchers in Bradner’s 
lab have developed a compound that interferes 
with Myc by manipulating epigenetic instruc-
tions, and he has sent it out to hundreds of  
collaborators worldwide. “That’s not common 
in practice,” says Bradner, “but from first 
principles, it’s the right thing to do.”

Detractors may scoff at Bradner’s flashy 
approach, but those who have followed his 
career say that there is substance to go with 
the style. “Jay has figured out translational 
science,” says Stuart Schreiber, director of 
chemical biology at the Broad Institute in 
Cambridge, Massachusetts, and Bradner’s 

former postdoctoral adviser. “He’s really just 
good at making important discoveries while 
staying connected to their clinical potential.” 

In 1992, while Bradner was an undergrad
uate at Harvard University, also in Cambridge, 
he took a chemistry class taught by Schreiber 
on small-molecule discovery. By the time he 
graduated, Bradner knew that he wanted to 
apply the methods he had learned to cancer-
drug development. He headed west to Illinois, 
to study the disease at the Pritzker School of 
Medicine at the University of Chicago. 

MARKED FOR DEATH
In 1999, Bradner returned to Massachusetts for 
a clinical residency at Brigham and Women’s 
Hospital in Boston, and in 2004 he joined 
Schreiber’s lab as a postdoctoral researcher. 
Schreiber’s team was researching chemical 
compounds that override normal epigenetic 
control of gene expression by modulating 
chromatin. Such control systems generally 
involve three types of protein: ‘writers’, ‘readers’ 
and ‘erasers’ (see ‘Rewriting memory’). Writers 
attach chemical marks, such as methyl groups 
(to DNA) or acetyl groups (to the histone 
proteins that DNA wraps around); readers bind 
to these marks and influence gene expression; 
erasers remove the marks. The marks serve 
as instructions that are passed down as cells 
divide, providing a sort of cellular memory to 
ensure that skin cells, for example, beget other 
skin cells. Epigenetics has become one of the 
hottest areas of biological research. 

Schreiber and his group had long been look-
ing at histone deacetylases (HDACs), eraser 
proteins that remove acetyl groups from 
histones. Some chromatin regions in cancer 
cells contain fewer acetyl groups than those in 
normal cells, and drugs called HDAC inhibitors 
increase acetylation. Since 2006, two such drugs 

— vorinostat and romidepsin — have been 
approved by the US Food and Drug Adminis-
tration to treat cutaneous T-cell lymphoma, a 
rare immune-cell cancer that affects the skin. 
The drugs generated excitement among cancer 
researchers, but because they block many types 
of HDAC — in both healthy and cancerous 
cells — they can be toxic. Several trials for other 
cancers turned up disappointing results.

Bradner experienced the let-down of the 
HDAC inhibitors first-hand in 2008, soon after 
starting his own lab. Chris French, a patholo-
gist at Brigham and Women’s Hospital, con-
sulted with Bradner about a ten-year-old boy 
he was treating for a rare and aggressive cancer 

called NUT midline carcinoma (NMC), which 
typically kills patients within a year of diag
nosis. French, an expert on NMC, diagnosed 
the disease after cardiac surgeons had opened 
the boy’s chest and found a tumour the size of a 
baseball in his heart. Chemotherapy was not an 
option, as it would have hampered his recovery 
from surgery. Bradner and French discussed 
other treatments. 

French had shown in 2003 that NMC is 
caused by a fusion of two genes1: BRD4, which 
encodes a reader protein, and a previously 
unknown gene called NUT. This fusion 
encodes a mutant protein, NUT–BRD4, 
which seems to act as a reader, spurring errant 
gene expression and forcing cells to lose their 
identity and become cancerous. No inhibi-
tors of reader proteins were available then, 
but French and Bradner knew that vorinostat 
increased histone acetylation. Perhaps, they 
thought, if acetylation were increased, NUT–
BRD4 would be so busy ‘reading’ elsewhere 
that it would overlook the region that was 
causing cells to become cancerous. Bradner 
calls the concept “the chemical equivalent of 
a smokescreen”. 

It was thin reasoning, but Bradner and 
French agreed that the emergency at hand 
warranted an experiment. They tried the 
drug on cancer cells extracted from the boy, 
and the cells seemed to forget their cancerous 
marching orders, reverting from round, pro-
liferating cells into flat, skin-like cells. This 
gave them the confidence to try treating the 
boy. The tumour seemed to respond after five 
weeks, but the toxicity proved too high. “It 
was taking him four hours to swallow three 
pills because he kept vomiting them back up,” 
French says. The boy stopped the treatment 
and died not long afterwards. 

Bradner dwelled on the case, especially on 

BRD4, a little-studied protein that now seemed 
to be capable of causing cancer. Disparate lines 
of study suggested that BRD4 might be linked 
to the expression of Myc, a target most drug 
developers had abandoned. If Bradner could 
defuse BRD4, perhaps he could bring down 
one of cancer’s most notorious dragons. 

In 2009, Bradner happened upon a patent 
from Mitsubishi Tanabe Pharma in Osaka, 
Japan, for a diazepine-based compound that 
inhibited BRD4 by blocking its bromodomain, 
the region that recognizes acetyl groups on  
histones. Diazepines on the market, such as the 
anxiety medication alprazolam (Xanax), have 
only weak interactions with the bromodomain. D
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“You’d be in a coma by the time you inhibited 
BRD4,” Bradner says. So he began searching 
for molecules that were similar in structure but 
more potent. Jun Qi, a researcher in Bradner’s 
lab, synthesized more than 400 diazepines in 
search of a candidate. 

By the end of 2009, they had one. Named 
JQ1 after Qi, the compound slips into a groove 
of BRD4, preventing it from binding to acetyl
ated histones and activating genes. With JQ1, 
the researchers hoped to tease apart which 
genes BRD4 switches on — and whether any 
of them cause cancer. 

RESEARCH PROMISE
In March 2010, French introduced Bradner 
to another patient with NMC, a 29-year-old 
firefighter from Connecticut. Chemotherapy 
and romidepsin treatment had failed. 
Bradner asked the man if he could use his  
cells for research, pledging that the work 
would help to find cures. The man agreed. He 
died that July, but his cells made it possible to 
test JQ1. The compound stopped the cancer 
cells from dividing and transformed them 
into non-cancerous cells, both in culture and 
in mice2.

It takes years for promising molecules to 
lead to clinically useful drugs. Had drug-com-
pany researchers discovered JQ1, a single team 
would have forged ahead, probably in secret, to 
develop the compound. But Bradner decided 
that the quickest path to the clinic was to do the 
research openly, with as many collaborators as 
possible. Since January 2011, Bradner’s team 
has shipped JQ1 to more than 250 labs world-
wide. Work on the molecule has produced at 
least ten publications in top journals. 

One of these publications3, a collaboration 
between Bradner and Constantine Mitsiades, 
a cancer biologist at Dana-Farber, bolstered 
BRD4’s connection to Myc. Mitsiades had 
found that multiple-myeloma cells express 
high levels of Myc and BRD4, but without a 
compound to target either of them, it was dif-
ficult to learn much more. With Bradner, he 
found that JQ1 reduced expression of Myc 
and its target genes and stopped myeloma cells 

from dividing in mice3. 
Chris Vakoc, a cancer biologist at Cold 

Spring Harbor Laboratory in New York, was 
studying the role of BRD4 in leukaemia when 
he first learned of JQ1. He phoned Bradner 
immediately. “The next day he sent us a huge 
amount of the compound,” Vakoc says. In 
Vakoc’s hands, JQ1 stopped cancer-cell pro-
liferation in mice with leukaemia and signifi-
cantly extended their lifespans4. JQ1 has also 
been used to study infectious diseases such as 
those caused by Epstein-Barr virus5 and HIV6. 

“In 20 years, my lab could not accomplish 
all of the research that has unfolded on JQ1 
in one year through this open approach,” says  
Bradner. With US$15 million in venture capital 
from HealthCare Ventures of Cambridge, 
Massachusetts, Bradner has launched Tensha  
Therapeutics, a biotechnology company 
focused on bromodomain inhibition. The 
Cambridge-based biotech is now screening 
JQ1 derivatives to learn which are likely to  
have the fewest side effects — an essential early 
step in drug development. 

Bradner is impatient, however, and is always 
on the lookout for drugs already in develop-
ment that would be safe to use in NMC. In 
2010, scientists at GSK published a study on 
an inhibitor of BRD4 and related molecules 
for treating sepsis7. Bradner asked the GSK 
researchers to try one of their compounds in 
patients with NMC at Dana-Farber. (Dhanak 
says that the company had been quietly 
working on BRD4 inhibitors since French’s 
NUT–BRD4 paper in 2003.) GSK agreed.

The first attempt was in March this year, 
when oncologists at Dana-Farber used the 
company’s BRD4 inhibitor GSK525762 to 
treat a 23-year-old engineering graduate 
student with NMC. The patient died about 
three weeks into the treatment. French says 
he suspects that the dose was too low and that 
combining the drug with HDAC inhibitors 
or other epigenetic drugs could yield better 
results. Dhanak says that GSK might test com-
binations in the near future.

Any clinical trial for NMC is bound to move 
slowly — the disease is aggressive, and only 90 

cases have been diagnosed in the past decade. To 
raise awareness of NMC and make it easier for 
patients to enrol in trials, in 2011 Bradner and 
his colleagues created an international NMC  
registry (http://www.nmcregistry.org). It seems 
to be working. “We were concerned we’d have 
a problem finding patients, and now, through 
social media, the patients are finding us,” 
Bradner says. 

MAKING GOOD
Not all scientists share Bradner’s optimism. 
“Epigenetics is the new horizon, but when 
you get down to it, the fact is that people are 
just mucking around with it and finding inter-
esting effects,” says Gerard Evans, a cancer 
biologist who studies epigenetic signalling at 
the University of Cambridge, UK. Epigenetics 
affects many cellular functions, and researchers 
are only beginning to learn how it influences 
cell memory. 

Whatever the outcome, some see hopeful 
signs in Bradner’s open approach. Dhanak says 
that he welcomes it. “People like Jay have been 
tremendous in pushing forward the frontiers,” 
he says. 

What Bradner wants most is to fulfil his 
pledge to the firefighter who died from NMC. 
“His gift of that rare tumour, given at a time 
when he was beyond all conceivable treatment, 
was a powerful experience,” Bradner says. If 
bromodomain inhibition fails, Bradner will 
apply the same open-source strategy to another 
target. “More and more, I feel it is so impor-
tant to impact patients’ suffering from cancer, 
and it doesn’t matter whether that’s with our  
molecules or someone else’s,” he says. ■

Amy Maxmen writes for Nature from New 
York City.
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Three types of protein — writers, erasers and readers — orchestrate epigenetic instructions, the chemical modi�cations that regulate 
gene expression. Researchers think that compounds that manipulate these proteins could stop cancer cells from proliferating.

Writers add chemical marks to the 
DNA or to the histone proteins that 
DNA wraps around.

Erasers remove the marks. 
Several drugs approved for cancer 
inhibit eraser proteins.

Readers, such as BRD4, bind to these 
marks to in�uence gene expression.

JQ1 blocks BRD4 from reading acetyl 
groups on histones and could halt 
progression of some cancers.
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PHILOSOPHY Science is 
undergoing a stealth 
paradigm shift p.157

SCI-FI Sampler of cyberpunk 
treats features an essay on 
sitting p.155

EXHIBITION A variety of human 
enhancements, from a silver 
nose to Viagra p.154

EPIDEMIOLOGY How disease has 
clung to the coat-tails of 
trade down the ages p.153

Evolutionary biologists and neuroscien-
tists are often interested in variations 
in animal sexual behaviour — and 

particularly relationships between animals 
of the same sex. How did such traits evolve, 
and what are their functions and biological 
bases? Although worthwhile, such research 
can fuel some of the most licentious scientific 
reporting in both the mainstream media and 
specialized publications — titillating prose 
that wildly misinterprets the research and its 
implications for human behaviour. 

Of course, journalists should be allowed 
to use crafty wordsmanship to engage public 
interest. But suggestive or lewd reporting is a 
problem: for scientists, because their work is 
misrepresented; for sexual minority groups, 
because it equates their existence to an ill-
ness; and for society, because the articles feed 
negative stereotypes. In a world in which dis-
crimination against sexual minority groups 
remains common, scientists should present 
their work objectively, and do all they can to 
avoid its misappropriation and misuse.

To analyse how the media reports on 
sexual behaviour in animals other than 
humans, we surveyed1 48 newspaper, mag-
azine and Internet articles written about 
11 papers (see ‘Science and sensationalism’ 
for examples). We excluded blogs that pre-
sented the opinion of the blog author, and 
any article published on sites with obvious 
pro- or anti-gay, lesbian or transgender 
agendas. We found consistent patterns in 
how sexual-behaviour research is misrepre-
sented and propose suggestions for how it 
might be avoided. 

PAIR BONDS
The vast majority of studies reporting sexual 
contact between pairs of males or females 
were presented in media articles as docu-
menting gay, lesbian or transgender behav-
iour. This is not innocuous — these are 
terms that refer to human sexuality, which 
encompasses lifestyle choices, partner pref-
erences and culture, among other factors. 

More worryingly, studies that invoked 
atypical sexual behaviour through genetic 
or hormonal manipulation were reported as 
inducing gay or lesbian behaviour or chang-
ing the animals’ sexual orientation, even in 
the case of the nematode Caenorhabditis 
elegans, which has males and hermaph-
rodites, rather than males and females. 

Let’s talk 
about sex

The media loves to sensationalize research on animal 
sexual behaviour — so be careful what you say, warn  

Andrew B. Barron and Mark J. F. Brown.

Two female Laysan albatrosses preen each other at Hawaii’s Kaena Point Natural Area Reserve.
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To the general public, such inaccurate 
coverage implies that homosexuality is some 
sort of illness, which marginalizes a section 
of human society. 

A study of the neurobiological features 
associated with male–male sexual behaviour 
in domestic rams2 was reported as an effort 
to “cure” homosexuality in sheep, which 
“could pave the way for breeding out homo-
sexuality in humans”3. This reporting led to 
extensive and coordinated protests against 
the researchers and their institution from 
both gay-rights and animal-rights activists, 
including an e-mail campaign with more 
than 20,000 signatories calling for an imme-
diate halt to the research programme4. 

Concerns about responsible media cover-
age have been raised with respect to studies in 
humans of race and IQ. In research into sex-
ual behaviour in animals other than humans, 
consistently polarized reporting is the norm.

CHOOSE WORDS CAREFULLY
What can be done to promote more effective 
and constructive communication of this 
topic? Careful, objective scientific writing 
isn’t enough. The sensationalist titles of the 
media articles had no clear connection with 
the tone of the original papers. Even papers 

that had restrained and accurate titles were 
outrageously misinterpreted. For example, 
‘Female-limited polymorphism in the copu-
latory organ of a traumatically inseminating 
insect’5 became ‘Bat bugs turn transsexual to 
avoid stabbing penises’6. 

The direct quotes that researchers give to 
journalists seem to have a large influence on 
the tone of the articles written. Interviews 
in which scientists drew a link between 
their research findings and human behav-
iour consistently led to more-inflammatory 
media articles. By contrast, scientists who 
gave no such indications seemed to avoid 
the worst sensationalism.

These findings suggest that scientists can 
shape the coverage of their results. Perhaps 
the most striking examples of successful 
communication were the articles that came 
from research led by Lindsay Young, a wild-
life biologist with Pacific Rim Conservation 
in Honolulu, on the breeding behaviour of 
the Laysan albatross (Phoebastria immuta-
bilis)7. Young was regularly quoted as saying 
“Lesbian is a human term. The study is about 
albatross. The study is not about humans”. 
When asked what her study said about 
human behaviour, Young’s only quoted reply 
has been “I don’t answer that question”8. 

As a result, most of the media coverage 
of this research used the term ‘same-sex 
couples’ when referring to albatross pair-
ing, and only one used ‘lesbian’. More sig-
nificantly, most of the coverage spent more 
time discussing the behaviour of the birds 
than speculating on its relevance to humans 
or poking fun at the findings. In this case, 
actively denying inappropriate speculation 
seems to have helped to restrain the tone 
of the articles without diminishing public 
interest in the work. 

Research on sexual behaviour in animals 
does not need to be sensationalized to 
catch public attention. Scientists should 
be encouraging public interest in their 
work, and engaging in the debates that 
surround social and cultural attitudes to 
human sexuality. But they must also try to 
ensure responsible reporting of their find-
ings through clear, carefully phrased mes-
sages to journalists. The most important 
advice to scientists working in any area is 
to maintain a consistent and objective line 
throughout the paper and in all interactions 
with the press.

Ultimately, any one study can tell us 
about the sexual behaviour of only the spe-
cies under investigation. It might also pro-
vide an avenue for exploration in humans, 
and for phylogenetic analyses of the evo-
lution of sexual behaviour. But simplistic 
extrapolation, by scientists or by the media, 
to ‘explanations for’ human heterosexual, 
gay, lesbian or transgender behaviour can 
only stand in the way of these worthy and 
exciting goals. ■

Andrew B. Barron is a senior lecturer 
at the Department of Biological Sciences, 
Macquarie University, Sydney, NSW 2109, 
Australia. Mark J. F. Brown is a Reader 
in evolutionary ecology and conservation  
at the School of Biological Sciences, Royal 
Holloway University of London, UK. 
e-mail: andrew.barron@mq.edu.au
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SCIENCE AND SENSATIONALISM
Six examples of how journal articles dealing with research on sexual behaviour in animals have been 
covered in the media. 

Journal article Media headline Phrases used in media article

Advantage of female 
mimicry to snakes9

She-male Garter Snakes: Some 
Like It Hot10

“Male garter snakes can mimic females 
and drive dozens of other guys to wriggle 
over them. The force behind this deluded 
orgy may not be sex, though.”

The ram as a model 
for behavioral 
neuroendocrinology2

Brokeback Mutton11 “Gay rams don’t act girly. They’re just as 
gay in the wild.”

Gay sheep may help explain 
biology of homosexuals12

“Gay sheep that mate only with other 
rams have different brain structures from 
‘straight’ sheep, a finding that may shed 
light on human sexuality.”

Yep, They’re Gay13 “Another small but fascinating finding: all 
gay rams are butch.”

The sensory circuitry 
for sexual attraction in 
C. elegans males14

Sexual Orientation Is Genetic In 
Worms, Study Says15

“The sexual preferences of nematode 
worms can be changed by flipping a 
genetic master switch in their brains.”

Female-limited 
polymorphism in 
the copulatory organ 
of a traumatically 
inseminating insect5

Bug sexual warfare drives 
gender bender16

“Females are retaliating by imitating 
males.”
“For these females, perhaps it’s a stark 
choice between dressing as a male, or 
dressing their wounds.”

Testing multiple 
hypotheses for the 
maintenance of male 
homosexual copulatory 
behaviour in flour 
beetles17

How gay sex can produce 
offspring18

“Homosexual activity might, for example, 
help males practise for straight sex.”

Successful same-sex 
pairing in Laysan 
albatross7

Lesbian albatrosses, gay 
giraffes and some very open-
minded penguins. So, can 
animals really be gay?19 

“Many of the albatrosses appear to be, 
well ... gay.”

The love that daren’t squawk 
its name: when animals come 
out of the closet20

“Young would never use the phrase 
‘straight couples’. And she is adamantly 
against calling the other birds ‘lesbians’ 
too.”

1 5 2  |  N A T U R E  |  V O L  4 8 8  |  9  A U G U S T  2 0 1 2

COMMENT

© 2012 Macmillan Publishers Limited. All rights reserved



In 1866, the Archbishop of Canterbury 
called for Britain to observe a national 
‘day of humiliation’ to atone for the sins 

that had triggered recurring epidemics of 
disease. (Such days now occur only when 
British football teams exit international 
tournaments yet again.) It wasn’t, of course, 
divine retribution that had brought plague, 
yellow fever, cholera and rinderpest to the 
United Kingdom. Rather, it was the expan-
sion of trade networks. 

Disease has always followed the world’s 
main arteries of trade. Plague, for instance, 
was spread by merchant traders in Europe 
throughout the seventeenth century. Huge 
yellow-fever outbreaks in the Americas in 
the nineteenth century were triggered by the 
slave trade. More recently, outbreaks of res-
piratory diseases, including avian influenza, 
have escalated rapidly into pandemics as a 
result of air travel. In Contagion, historian 
Mark Harrison chronicles the deadly legacy 
of commerce, and humanity’s efforts to cope.  

Harrison recounts how nations have 
attempted to protect themselves from dis-
ease, while recognizing that sanitary meas-
ures can hurt trade. After city officials 
admitted a plague outbreak in Oporto, Por-
tugal, in 1899, for instance, it was noted that 
“it is no light matter to proclaim the existence 

of plague in a sea-port 
town dependent for 
its prosperity on mari-
time commerce”. 

And before mod-
ern regulations, ethics 
could be at odds with 
the need to make a 
profit. When, if at all, 
should a disease out-
break be announced, 
given the economic 
c ons e qu e n c e s  of 
quarantines by trad-
ing partners? How 
can officials convince trading partners that 
an outbreak is being tackled effectively? 
How should a nation react to outbreaks in 
nations they trade with? Contagion is full of 
colourful examples of the various responses 
to these questions from the past 700 years.

Heavy-handed quarantine was often used 
to damage rivals’ economic prospects. Frosty 
relations between Britain and Egypt in the 
late nineteenth century were exacerbated, for 
instance, when Egypt imposed harsh quar-
antine measures on ships sailing through the 
Suez Canal to Europe from cholera-endemic 
regions such as India. Britain’s foreign office 
stated that these measures “serve no better 

purpose than the enriching of a set of incom-
petent and corrupt officials”. But Britain’s 
behaviour had at times been no better: in the 
eighteenth century, the government imposed 
40-day quarantines on all ships from the Med-
iterranean, and fumigated goods with damag-
ing chemicals. This ‘plague control’ probably 
had more to do with gaining economic advan-
tages than with halting the spread of disease, 
and resulted in revolts and conflict. 

Claims of protectionism are common in 
Contagion. When diseases arise, import-
ing nations often impose sanctions, from 
plague-related tit-for-tat trade embargoes 
by rivals Britain and the Netherlands in the 
seventeenth century to European bans on US 
pork in the past decade. An outbreak of fire 
blight in New Zealand apples in the 1920s 
prompted Australia to enact a ban on the 
fruit that lasted for almost 90 years. In 2005, 
Jim Sutton, then New Zealand’s agriculture 
minister, raged that “Australians cheat in 
matters of biosecurity and the concept of 
honest science has no meaning to them”. 

Among the many histories of pandem-
ics, Contagion stands apart for its depth of 
research and breadth of sources, and its focus 
on commerce. The narrative is well balanced 
between the high-level political decision-
making surrounding sanitary measures and 
more focused examples of how individual 
cities, traders or ships were affected. 

If this excellent book has a weakness, it is 
that it often overlooks the basic epidemiol-
ogy of trade-borne diseases, leaving most 
readers guessing as to whether the debated 
interventions were effective. 

As shown by Contagion, in an age of global 
connectivity, governments must tread a fine 
line between protecting public health and 
ensuring economic prosperity. This can cre-
ate delicate situations. With the continued 
expansion of air travel and economic globali-
zation, historical lessons are hugely relevant. 
Profit-seeking and public health can still be at 
odds, and political and commercial interests 
often take priority over scientific decisions. 
As they have been for centuries, nations are 
torn between offending their trading part-
ners and alarming their citizens. 

The dilemma is illustrated by the case 
of violent protests that broke out in South 
Korea in 2008, costing the country around 
US$2.5 billion, when US beef imports were 
resumed after a 5 year ban following a case of 
bovine spongiform encephalopathy (BSE). 
As a 13-year-old South Korean schoolboy 
put it, “I am afraid of American beef. I could 
study hard in school. I could get a good job 
and I could eat beef and just die.” ■

Andy Tatem is an associate professor at 
the University of Florida in Gainesville. 
He studies the geography and dynamics of 
human and pathogen movements. 
e-mail: andy.tatem@gmail.com
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A deadly business
Andy Tatem traces the global tracks of pathogens that 
have clung to the coat-tails of trade over the centuries.

Contagion: How 
Commerce Has 
Spread Disease
MARK HARRISON
Yale Univ. Press: 2012. 
416 pp. £25, $38.00
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A cartoon from 1892 proposes America close its ports to prevent the influx of disease from abroad.
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Superhuman, a provoking and discom-
fiting exhibition at the Wellcome Col-
lection in London, projects equal parts 

Clark Kent and Superman. An exploration 
of human enhancement, it starts with early-
nineteenth-century tortoiseshell spectacles 
and an ancient bronze Icarus to remind us 
that the concept is neither inherently high-
tech nor particularly new. 

Curator Emily Sargent takes a broad view 
of technological improvement. Vivienne 
Westwood platform heels, Viagra pills and 
news clippings of the first child born as a 
result of in vitro fertilization are displayed 
beside cochlear implants and an ivory dildo. 
Sex is everywhere in Superhuman. 

The exhibition explores the tensions 
between replacement and improvement, 
form and function. Should technological 
aids — be they pills or prostheses — restore 
‘normality’ (whatever that means) or tran-
scend it, like Icarus’ wings? Is fidelity more 
important than utility? 

The ancients favoured form. A perfectly 
sculpted big toe made of a composite of linen 
and gesso was found alongside an Egyptian 
mummy dating to the sixth century bc. Histo-
rians believed at first that it was meant only as 
a replacement in the afterlife, but the prosthe-
sis fit snugly on the feet of other people miss-
ing their big toes, suggesting that it may have 
found a use in the real world, too. Similarly, 
a silver prosthetic nose welded to spectacle 
frames is testament to attempts by a well-
heeled woman of the Victorian era to avoid 
social stigma after losing her nose to syphilis.

Yet too much emphasis on assimilation 
can have heartbreaking consequences. 
Between 1957 and 1962, many pregnant 
women took the drug thalidomide to ease 
morning sickness and improve sleep, until 
doctors realized that it caused severe limb 
deformities in the developing fetus. The UK 
government funded the design of prosthetic 
arms and legs for children born without 
them. The disturbingly lifelike limbs were so 

heavy and clunky that 
some had to be pow-
ered by pneumatic 
pumps, and they were 
mostly useless. In one 
of a series of haunting videos in the exhibi-
tion, a child describes using the prostheses as 
a weirdly dreamlike experience: “It was like 
somebody else touching [things] and I was 
merely an observer.” 

Beside the display of videos is a black-
and-white photograph of an 11-year-old girl, 
Philippa Smeed (now Verry), who was born 
without arms, lounging on a sofa and sipping 
from a mug that dangles from her toe. Her 
eyebrows are arched, and the mug seems to 
conceal an impish grin. “When I look at this 
photograph I realise what a wonderful, confi-
dent and happy childhood I had,” Verry says.

Examples of the extravagant and strange 
abound in Superhuman. There are cyborgs 
with limbs and faces cobbled together from 
workshop tools. There is athlete and double-
amputee Aimee Mullins, made up as a chee-
tah with prosthetic hind legs: a still from 
artist Matthew Barney’s film Cremaster 3, 
which will screen at the exhibition. And there 
is the Whizzinator, a combination penis and 
bladder prosthetic, designed to help male 
athletes to evade anti-doping tests.

Aptly, Superhuman opened days before 
the start of the London Olympics. Sport is 
a study of human enhancement, by means 

T E C H N O L O G Y

Beyond the body
Ewen Callaway finds immersion in human 
enhancement to be both unsettling and uplifting.

Superhuman
Wellcome Collection, 
London.
Until 16 October 
2012.
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Humans are surprisingly adaptable: Philippa Smeed, who was born without arms, supports a mug with her foot.
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both honourable and underhand. South 
African sprinter Oscar Pistorius, who was 
born with missing leg bones, is running in 
both the Olympics and the Paralympics. His 
carbon-fibre Cheetah prosthetic blades, fit-
ted with running spikes, look nothing like 
human limbs, but they perform so well that 
the International Association of Athlet-
ics Federations appealed (unsuccessfully) 
against Pistorius’s participation in races 
against able-bodied athletes, claiming that 
he had an unfair advantage.

At the start of the twentieth century, 
Olympic marathon runners were allowed to 
train intensively for only four weeks in the 
year before the Games. They used strychnine  
as an endurance enhancer to help them to 
complete the gruelling course of about 42 
kilometres (26 miles). A blurry photograph, 
on display in Superhuman, shows a dazed 
Tom Hicks, winner of the marathon in the 
1904 games in St Louis, Missouri, being 
helped to the finish line by his two trainers.

Like other exhibitions at the Wellcome Col-
lection, Superhuman leans heavily on histori-
cal and contemporary objects, and primary 
documents such as newspaper clippings. 
But the few fine-art displays are  high points. 
South Korean artist Hyungkoo Lee’s photo-
graph Enlarging my Right Hand with Gauntlet 
depicts a pump resembling an udder.

In her tongue-in-cheek short film I Need 
a Hero, Charlotte Jarvis imagines a reality-
television show in which amputees compete 
for body modifications and enhancements. 
The most powerful film is Regina José Galin-
do’s Recortepor la Linea (Cut Through the 
Line). In it, the artist stands naked and taci-
turn in a public park in Venezeula — home 
to the world’s third-highest rate of cosmetic 
surgery per capita — as a plastic surgeon 
uses a marker to chart the changes he would 
make to her body. 

Revital Cohen’s room-sized installation 
The Immortal is the most ambitious art-
work: a closed loop in which air and water 
flow between a respirator, an incubator, a 
dialysis unit and other medical machinery, 
in an attempt to simulate a living organism. 
It will run for just one hour a day, so plan 
your visit accordingly.

The exhibition ends with a series of 
video debates on topics such as cognition-
enhancing drugs, life-span extension and 
transhumanism — the idea that humans can 
transcend their bodies through technology. 
My favourite is a meditation by bioethicist 
John Harris on the obligation to enhance. 
Humans, he argues, must get over their 
squeamishness if they are to outlive climate 
change, global pandemics and eventually the 
destruction of Earth itself. Sounds like a job 
for Superman. ■

Ewen Callaway is a news reporter for 
Nature in London.

Drawn From Paradise: The Discovery, Art and Natural History of 
the Birds of Paradise 
David Attenborough and Errol Fuller Collins 256 pp. £30 (2012)
Some dance; some are dubbed superb or magnificent; many sport 
ruffs, streamers or elaborate headgear. Birds of paradise — found in 
New Guinea and Australia and comprising about 40 species — are 
celebrated here by broadcaster David Attenborough and artist Errol 
Fuller. The authors trace the natural history of these beauties, known 
to Europeans since the sixteenth century, with copious illustrations 
by artists from Peter Paul Rubens to Jacques Barraband.

Birdie Bowers: Captain Scott’s Marvel 
Anne Strathie The History Press 224 pp. £18.99 (2012) 
Scott of the Antarctic was surrounded by strong characters. One, 
Henry ‘Birdie’ Bowers, emerges as grounded, courageous and 
ferociously well organized. He handled landing, navigation and more 
for the 1910–12 Terra Nova expedition, and took part in the penguin-
egg quest immortalized in Apsley Cherry-Garrard’s memoir The Worst 
Journey in the World (1922). He was also the youngest to die with Scott 
in the doomed ‘party of five’. Built on research in Antarctica and at 
the Scott Polar Research Institute in Cambridge, UK, Anne Strathie’s 
biography includes previously unpublished material. 

How Ancient Europeans Saw the World: Vision, Patterns, and the 
Shaping of the Mind in Prehistoric Times 
Peter S. Wells Princeton University Press 304 pp. £24.95 (2012)
Look at a pot predating the Roman Empire, or a Bronze Age 
burial site, and your interpretation of form and pattern will be 
vastly at variance with that of their makers. So says anthropologist 
Peter Wells, who argues that in late prehistoric Europe — a world 
that lacked the written word and was thin on ‘stuff’ — people’s 
perceptions were very different from our own. Wells ‘reads’ 
tools, vehicles, ornaments, textiles and buildings to reveal a 
neurobiological map of profound changes in ancient society.

Some Remarks: Essays and Other Writing 
Neal Stephenson Atlantic 336 pp. £20 (2012)
From Snow Crash (Bantam, 1992) to Reamde (Atlantic, 2011), Neal 
Stephenson’s novels range over a dazzling array of disciplines 
— including metaphysics, gaming, nanotechnology and the 
history of science. Here, he assembles an entertaining sampler 
of cyberpunkish treats. Among freshly edited essays, interviews 
and other short works on topics such as geek cool and the 
mainstreaming of science fiction are two previously unpublished 
pieces. ‘Get Up’ is an essay on sitting; the other is a work of fiction 
one sentence long. Prepare to be amused. 

The Ravenous Brain: How the New Science of Consciousness 
Explains Our Insatiable Search for Meaning 
Daniel Bor Basic Books 352 pp. £18.99 (2012)
As scientific enterprises go, cracking consciousness is up there with 
deciphering dark matter. Neuroscientist Daniel Bor dives into the 
conundrum with relish. He begins by defining consciousness as 
the ability to gather knowledge, then works his way from a history 
of the brain and the “neuroscience of awareness” to an exploration 
of severe brain damage. Intriguing arguments abound — not least, 
Bor’s recasting of mental conditions such as schizophrenia and 
bipolar disorder as ‘disorders of consciousness’.
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Correspondence

Alarming shift away 
from sharing results
There have been worrying 
attempts in the past year to 
tamper with the sharing of 
scientific research results. Each 
seems indicative of a shift away 
from the classical principles of 
science. 

There was the review of two 
H5N1 avian influenza virus 
studies in ferrets by the US 
National Science Advisory 
Board for Biosecurity in 
December 2011. The board 
initially recommended that the 
published studies should “not 
include the methodological and 
other details that could enable 
replication of the experiments 
by those who would seek 
to do harm” (see go.nature.
com/nywkdy). Fortunately, 
this attempted ban was later 
withdrawn.

In two disturbing examples 
of publication irregularities, 
a meta-review of biomedical 
papers in leading journals 
revealed that key primary data 
are not always made publicly 
available (A. A. Alsheik-Ali et al. 
PLoS ONE 6, e24357; 2011); and 

To embrace doping 
in sport is absurd
I find your discussion of 
performance-enhancing drugs 
(Nature 487, 287–289; 2012) 
disrespectful to the millions of 
elite and sub-elite athletes who 
rely solely on training to reach 
their goals. In reality, most 
of these drugs do not create 
“superhuman athletes” but allow 
athletes to take short cuts in 
training or to recover faster from 
injury. 

The sport of running has been 
plagued by doping for years, 
and a slew of positive tests has 
been reported in recent weeks. 
But to suggest that doping 
should be embraced because 
drug-testing efforts are a losing 
battle is absurd. For every 
performance-enhancing-drug 
pragmatist, there are many who 
would rather see stricter testing 
regimens and harsher penalties 
for offenders.

Science does hold promise 
for future athletes wanting to 
break today’s barriers, but the 
realms of exercise science, sports 
psychology and nutrition are 
likely to have more bearing than 
pharmaceuticals and genetics 
(Nature 487, 297; 2012).
Ryan Purcell Emory University, 
Atlanta, Georgia, USA. 
ryan.purcell@emory.edu

Put patients and 
researchers in touch
As Research Network leader at 
the UK Alzheimer’s Society, I 
can vouch that the value of the 
biomedical research community 
engaging with patients and 
carers acts both ways (Nature 
487, 7; 2012). 

Research supported by the 
Public and Patient Involvement 
programme of the UK 
Alzheimer’s Society couples 
scientific and clinical expertise 
with the insight of people who 
are affected directly or indirectly 
by dementia (www.alzheimers.
org.uk/researchnetwork).These 
people convey their research 
priorities to us; we offer them 
an equal presence and vote at 
funding panels. 

For every grant we 
commission, we assign three 
carers, former carers or people 
with dementia to provide an 
informal monitoring group who 

Misconduct rule is 
not retroactive
Octavian Voiculescu is concerned 
that the latest regulations 
of the Romanian National 
Ethics Council might be used 
retroactively, which would be 
unconstitutional (Nature 486, 34; 
2012). As president of Romania’s 
National Authority for Scientific 
Research that helped to introduce 
these regulations in 2011, I would 
like to stress that this is not the 
case: the regulations are not 
implemented retroactively. 

The regulatory changes 
include a provision to terminate 
automatically the employment 
contracts of academics or 

researchers found guilty of “grave 
misconduct” — plagiarism, 
falsification of scientific data 
or false statements in grant 
applications. 

The non-retroactive legal 
principle means that no 
misconduct committed before 
the legislation came into effect 
can be penalized on the basis of 
that legislation. This principle has 
been strictly observed under my 
administration. 

It is incorrect to interpret the 
non-retroactive principle as 
meaning that sanctions cannot 
remove rights or privileges that 
were in operation before the 
legislation came into effect, with 
people losing their jobs only if 
they were appointed after 2011. 

It is not the date of employment 
that matters, but the date on 
which the illegal action was 
undertaken: if the action was 
perpetrated before 2011, it cannot 
be sanctioned; if it happened 
afterwards, it can.
Dragoş Ciuparu Petroleum-Gas 
University of Ploieşti, Romania. 
dciuparu@upg-ploiesti.ro

Time for a Higgs 
metaphor upgrade
I liked your sidebar ‘What 
is the Higgs?’ (Nature 487, 
147–148; 2012). This offers 
the first hint that there may 
be new explanations beyond 
the standard metaphor that it 
“endows particles with mass”. 
After reading words to that 
effect in so many news articles 
that simply leave it at that, this 
scientifically literate layman is 
ready for a metaphor upgrade.

If this turns out to be ‘the 
end’ for theoretical physicists, 
maybe they could find gainful 
employment working with 
science writers to develop 
metaphors that match the levels 
of scientific and mathematical 
sophistication of a wider range of 
target audiences.
Charles Packer Washington DC, 
USA. mailbox@cpacker.org

visit the researchers once or 
twice a year. These volunteers 
encourage the research team by 
sharing their own experiences, 
and help us to improve our 
protocol, patient communication 
and recruitment methods. 

The patients and carers learn 
more about the complexity, 
challenges and timescales 
of biomedical research. The 
researchers come to realize that 
dementia is about much more 
than memory loss, and that 
sufferers are still human beings.

This two-way communication 
motivates patients and carers to 
fund-raise and campaign for the 
Alzheimer’s Society. Since 1999, 
we have awarded more than 
£15 million (US$24 million) to 
these research partnerships.
Matt Murray Alzheimer’s Society, 
London, UK. 
matt.murray@alzheimers.org.uk

Bernardo Huberman alerted the 
community to the practice of 
using non-disclosed data from 
private sources (Nature 482, 
308; 2012).

In December 2011 a bill was 
proposed to the US Congress to 
reverse the National Institutes of 
Health policy that all taxpayer-
funded research should be 
freely accessible online (see 
go.nature.com/uvj68l). The bill’s 
proponents later withdrew their 
support, but legislative action 
would have severely limited 
the diffusion of scientific 
knowledge.

Science should be available 
for evaluation by other scientists 
and for public scrutiny, just 
as it has been since Galileo’s 
time. It should not be heading 
for epistemological suicide as 
a result of vested interests or a 
creeping loss of awareness of the 
theory of knowledge. 
Giovanni Boniolo University of 
Milan and European Institute of 
Oncology, Milan, Italy.  
Thomas Vaccari FIRC Institute 
of Molecular Oncology (IFOM), 
Milan, Italy. 
thomas.vaccari@ifom.eu
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A set of marble stairs led up into the 
apartment building through tall 
bronze doors. Inside, shifting sun-

light filled an anteroom, carrying colours 
down from stained-glass skylights. In the 
distance John heard music — lutes, maybe, 
and pipes. The air was perfumed with new 
leaves, water, lilacs.

John climbed the steps, reluctant for no 
reason he could name. Finally he’d wheedled 
an invitation to one of the Garrets’ dinners, a 
parade of wonders. Unless he was suddenly 
tired of marvels, he should be excited.

Other guests were also arriving. He forced 
a smile to avoid bothering them.

A slave 20 feet away bowed and called out 
to him: “Citizen Kindersley! My masters wel-
come you!”

The slave was too much for John and, 
in a completely irrational fit of annoyance, 
he switched off his augmented-reality sys-
tem, something he hadn’t done in he didn’t 
remember how long.

The marble, the stained glass, the slave 
and the statues evaporated to reveal close, 
badly painted cinderblock walls lit by a flick-
ering fluorescent lighting fixture decades 
older than he was. Scents of leaves and lilacs 
gave way to odours of dust and mildew. The 
slave wasn’t a real person, unsurprisingly, 
and even the space he occupied was false: 
the real room was much smaller.

He was about to switch augmentation 
back on when he was distracted by a glimpse 
of something that wasn’t grey or brown. One 
of the other guests, a calm-looking woman 
with unruly brown hair, was wearing a bright 
blue dress. The colour was a little uneven, 
suggesting she’d dyed it herself, but it was 
striking anyway, given the dull, faded and 
stained look of everyone else’s clothes, 
including his. He looked down at himself 
and powered augmentation back up.

Back came the marble, the colours, the 
scents and the slave, who said: “This way 
please, sir,” and indicated the stairs. He was 
blocking John’s view of the woman in the 
blue dress, and John leaned around him to 
get a glimpse. She was just disappearing up 
the steps. In virtual, her dress was unremark-
able: white, vaguely Roman-looking — and 
clearly at least four or 
five weeks out of date. 
Didn’t she care what she 
looked like? Who didn’t 
have a few minutes to 

update fashions every morning? Yet some-
how he envied her. He was envying neglect 
or social ineptitude, he told himself, but the 
feeling didn’t go away.

Her graceful walk and bright dress played 
in his head in sharp detail as he climbed the 
stairs.

The Garrets were greeting the arrivals at 
the top, laughing as they rode from guest to 
guest on gold cushions held up by straining 
cherubs. Their ‘apartment’ had an expan-
sive mosaic floor and marble pillars under 
a vaulted roof, the whole arrangement open 
to the air on three sides. John looked out to 
see a verdant tumble of hills patterned with 
woods, farms, streams and flower gardens. 
Around the guests capered jugglers and 
fire-eaters, while musicians plucked and 
winded their instruments, and the table in 
the centre of the room strained under an 
eye-popping feast. John distractedly took a 
seat, searching for the woman with the hid-
den blue dress, but waiters and performers 
made it difficult to see clearly. Finally he 
switched augmentation back off, showing 
him to be in a crowded one-room apartment 

with three rickety card tables surrounded by 
mismatched kitchen chairs and set with large 
platters of what looked like Nutrient Blend 
14. John hadn’t had Blend 14 without aug-
mentation for a long time, but he remem-
bered it being bland and just a little bitter, 
with a texture like soggy asparagus.

There she was, at the far end of the room, 
sitting quietly. Around her, guests gaped into 
the air at the Garrets’ marvels. She herself 
was not gaping: she was looking directly at 
him.

John started as the other guests burst out 
laughing and applauded, staring at a nearby 
dish. He switched augmentation back on and 
caught sight of the last few birds flying out 
of a steaming pie. The pie then miraculously 
filled up with chopped meat, nuts and spices, 
and Vlad Garret began serving pieces out at 
random, including to John. John took a bite 
and grunted with appreciation: the crust was 
buttery and flaky, the meat rich and succu-
lent, the spices harmonious and complex. 
Taken all together, it was nearly indecent.

The waiters parted for a moment, and 
he saw that the woman was no longer sit-
ting where she’d been a moment before. He 
switched off augmentation, transmuting his 
pie to bitter mush in his mouth. He swal-
lowed. Someone tapped him on the shoul-
der, and he turned. It was her.

“Enjoying yourself?” she asked.
“More now,” he said. It was a ridiculous 

statement, considering, but it was true. He 
studied her, wondering what it was about her 
that was strange. Then he had it: no augmen-
tation wires going into her temples. She had 
a small eViewer dangling around her neck, 
but she wasn’t wired, although he could see 
the ports where she must have been con-
nected once.

What was it like, spending your days see-
ing people reacting to things that weren’t 
there, wandering through a dingy grey city-
scape, the food bland, the scents wretched? 
Why had she chosen that?

She held out her hand, and John took it 
and stood up. It was warm, and her fingers 
curled around his as he took them. He’d been 
thinking the choice she’d made had been to 
live in the real world instead of the beautiful 
one. Now he was thinking that might not be 
what the options were at all. ■

Luc Reid writes fiction and nonfiction 
and speaks on the psychology of habits. His 
articles, books and short fiction can be found 
at lucreid.com.

WAYS TO ENJOY NUTRIENT BLEND 14
A taste of real life.

 NATURE.COM
Follow Futures on 
Facebook at:
go.nature.com/mtoodm

2 4 6  |  N A T U R E  |  V O L  4 8 8  |  9  A U G U S T  2 0 1 2

FUTURES

© 2012 Macmillan Publishers Limited. All rights reserved



Maintaining  
the plausible
A N T O N I O  L A Z C A N O

Stimulated by controversies2 that arose over 
the evidence for extraterrestrial life in the 

Martian meteorite ALH 81004 in the mid-
1990s, NASA reorganized its programmes 
on exobiology and planetary science as 
part of an attempt to integrate its research 
on life sciences into its space-exploration 
efforts. Thus was born astrobiology, an all- 
encompassing effort that was expanded to 
include the study of extremophiles, the occur-
rence of planets and their habitability beyond 
our Solar System, and research on the origin 
and evolution of life on Earth, among other 
disciplines3. But can a funding programme be 
transformed into a new science?

The astrobiology programme has indeed 
supported such studies, and has created jobs 
for young researchers, endorsed the teaching 
of evolutionary biology, and promoted major 
efforts in outreach following NASA’s gener-
ous tradition of sharing its scientific results 
for free. The creation of the NASA Astrobiol-
ogy Institute1 was followed by the launch of 
specialized journals and scientific societies, 
university courses, graduate programmes and 
books, as well as by a handful of centres and 
networks of varying scope and uneven aca-
demic standards in countries other than the 
United States. The commitment of such efforts 
to understanding evolutionary perspectives is 

a major accomplishment, but I feel that many 
of them tend to place far too much weight on a 
handful of loose analogies between extremo-
philic microbes and the potential habitability 
of other worlds in our Solar System.

In the absence of unambiguous proof for its 
existence, almost nothing can be said about 
extraterrestrial life about which the opposite 
is not also true. The scarcity of evidence gives 
considerable latitude, and, in certain circles, 
astrobiology has become a resounding but 
meaningless catchword in the competition for 
grant money. It has been argued that the poten-

tial discovery of a 
terrestrial ‘shadow 
biosphere’ — that 
is, organisms that 
have an alternative 
chemical compo-
sition to that of 
all known organ-
isms — would 
imply that life has 
appeared more 
than once on our 

planet and therefore that it could also have 
developed in other worlds. 

In spite of the fanfare4 that advertised the 
existence of ‘arsenic-based DNA’ in a microbe 
isolated from a saline lake in California5, mere 
distilled water and additional laboratory con-
trols have washed away the speculation about 
such alien biochemistries6,7. And some of the 
attempts by other researchers to extrapolate 
to other parts of the Universe the ability of 
microbes to adapt to extreme environments 
may be due more to the struggle for funding 

than to the desire to study habitable planets.
The search for life beyond Earth is a legiti-

mate scientific question and an alluring intel-
lectual endeavour that can best be served by 
keeping a healthy distance from science-fiction 
scenarios and from the theological musings 
that somewhat surprisingly find their way into 
astrobiology meetings. Depending on who you 
speak to, astrobiology seems to include every-
thing from the chemical composition of the 
interstellar medium to the origin and evolution 
of intelligence, society and technology — as if 
the Universe is following an inevitable upward 
linear path leading from the Big Bang to the 
appearance of life and civilizations capable of 
communication.

Neither the formation of planets nor the  
origin of life is seen today as the result of 
inscrutable events; rather, they are considered 
as natural outcomes of evolutionary processes. 
However, this does not mean that such out-
comes are inevitable, and it is still to be shown 
that life exists — or has existed — in places 
other than Earth (Fig. 1). The lack of evidence 
should not inhibit us in the slightest, but unless 
we are bound by the highest academic stand-
ards and critical attitudes, astrobiological dis-
cussions will become nothing more than empty 
speculation laced with a formidable disregard 
for scientific plausibility.

Antonio Lazcano is a biologist in the 
Facultad de Ciencias, Universidad Nacional 
Autónoma de México, Ciudad Universitaria, 
04510 Mexico DF, Mexico. 
e-mail: alar@ciencias.unam.mx

The last great 
experiment
K E V I N  P.  H A N D

Of the four basic sciences — physics, 
chemistry, geology and biology — only 

one has yet to prove its functionality beyond 
Earth. In the centuries since Galileo, we have 
come to learn that the laws of physics, and the 

FORUM: Astrobiology

Frontier or fiction
Astrobiology, the study of life in the Universe, is sometimes criticized as being a fashionable label with which to rebrand 
existing research fields. Its practitioners, however, argue that the discipline provides a broad framework for developing a 
better understanding of the frontiers of biology. A biologist and a planetary scientist offer their views.

THE TOPIC IN BRIEF
●●  Space-exploration programmes in the 

1960s powered a new branch of biology 
called exobiology, which was focused on the 
search for life beyond Earth. 

●●  Today, the term exobiology has been 
almost abandoned, to be replaced by a 
broader one, astrobiology — the study of the 
origin, evolution, distribution and future of 
life in the Universe1.

●●  However, the nature of astrobiology as 
a distinct scientific discipline has been 
challenged because of the lack of proof for 
extraterrestrial life.

●●  Also, astrobiology is sometimes criticized 
as being a buzzword added to certain 
research topics in fields such as planetary 
science or biology — for example, in the 
study of microbes known as extremophiles, 
which live under extreme conditions.

“In certain circles, 
astrobiology 
has become a 
resounding but 
meaningless 
catchword in the 
competition for 
grant money.”
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principles of chemistry and of geology, work 
beyond our planet. Yet when it comes to this 
bizarre phenomenon known as life, we have yet 
to make that leap. The interdisciplinary field of 
astrobiology seeks to address that goal through 
the exploration of other worlds and of the lim-
its of life on Earth.

A common misconception is that astro
biology is equivalent to the search for life else-
where. Some people have even gone so far as to 
say that it is a science without a subject because 
we don’t yet have any evidence for extraterres-
trial life8,9. But that is a flawed argument that 
has been put to rest on several occasions (see, 
for example, ref. 10). Many experiments in  
science target hypothetical particles or objects; 
biology is simply handicapped by the fact that 
first principles and mathematics provide lim-
ited predictive power. In fact, the search for life 
beyond Earth is just one subset of astrobiology. 
As Knoll et al. have written11: “astrobiology 
can be thought of as the application of geobio-
logical principles to the study of planets and 
moons beyond the Earth.”

The heavily debated detection of methane 
on Mars serves as a useful example12. Because 
methane is rapidly destroyed by ultraviolet 
light from the Sun, the alleged presence of 
this molecule in Mars’s atmosphere would 
necessitate an active source from geological 
or biological processes. Astronomers, chem-
ists, geologists and biologists have all weighed 
in to address the issue from different perspec-
tives and have worked together in an effort to 
triangulate on the major strengths and weak-
nesses of the data and models. Considerable 
support for that interdisciplinary work comes 
from NASA’s Astrobiology Institute. This sum-
mer, the Mars Science Laboratory (MSL; a new 
NASA mission to explore the red planet) may 
help to resolve this debate, and the astrobiol-
ogy community will be able to put the MSL 
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results into context in part owing to our under-
standing of the geochemical and biological 
processes that generate methane here on Earth.

Some have argued that we know so lit-
tle about life on Earth and its origin that we 
should focus our limited resources on these 
challenges9. Sixty years ago I might have 
been mildly sympathetic to this viewpoint, 

but now I think it’s 
fair to say that our 
mapping of  the 
tree of life on Earth 
begs the question of 
whether other trees 
exist. The analogy 
in chemistry would 
be as if, after creat-
ing the first periodic 
table in the 1860s, 
Mendeleev and oth-
ers had decided not 

to search for more elements, even though the 
gaps in the table provided a guide for where to 
look. Life on Earth serves as a guide for identi-
fying potentially habitable environments else-
where. Yes, there is still much to learn about 
the specifics of terrestrial organisms, but our 
understanding of life as a phenomenon and of 
biology as a science will be greatly advanced 
by finding a second, separate origin that can 
help to put what we observe here on Earth in 
context.

And we now know where to go to conduct 
this great experiment. The vast, global sub-
surface liquid-water ocean of Jupiter’s moon 
Europa13 is arguably the best place to search for 
extant life in the Solar System. Furthermore, 
Europa’s great distance from Earth nearly 
ensures that the two worlds have not seeded 
each other. Any life on Europa would thus rep-
resent a second, independent origin, even if it 
happened to converge on the chemistry based 

on DNA, RNA and proteins found in Earth’s 
organisms.

If funding permits, within the next few dec-
ades we will know the answer to whether or 
not life exists elsewhere in our Solar System. 
We are perhaps just two or three missions away 
from having received enough data back from 
several potentially habitable worlds (Fig. 1) to 
know whether or not life has ever taken hold 
as a widespread process on other planets or 
moons. The combined cost of such missions 
would be comparable to that of the Large Had-
ron Collider, which has just revealed evidence 
for the Higgs boson, completing one of the 
other last great experiments of our era. It’s time 
for biology’s great experiment. It’s time to learn 
whether we live in a biological Universe or one 
in which life on Earth is a singularity. ■

Kevin P. Hand is a planetary scientist at the Jet 
Propulsion Laboratory, California Institute of 
Technology, Pasadena, California 91103, USA. 
e-mail: kevin.p.hand@jpl.nasa.gov
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Figure 1 | Life around us?  Searching for extraterrestrial life is one of the aims of astrobiology, and there are several potentially habitable worlds in the Solar 
System, in addition to Earth. Two of Jupiter’s moons (Ganymede and Europa) and two of Saturn’s moons (Titan and Enceladus) harbour liquid-water oceans. 
And Mars probably had vast liquid-water environments during much of its early history. 

“If funding 
permits, within 
the next few 
decades we will 
know the answer 
to whether or 
not life exists 
elsewhere in our 
Solar System.”

Earth Mars Ganymede Titan Europa Enceladus
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B E R N A R D  W O O D

The task of palaeoanthropologists is to 
reconstruct the evolutionary history of 
the period between our species, Homo 

sapiens, and the ancestral species we share 
exclusively with chimpanzees and bonobos. 
There must have been a ladder-like sequence 
of species connecting us with that common 
ancestor; but it is unclear whether our section 
of the ‘tree of life’ is restricted to this ancestor–
descendant sequence, or whether it includes 
other, now extinct, lineages.  Might there have 
been multiple lineages early in the history of 
our own genus, Homo? In this issue, Meave 
Leakey et al.1 (page 201) describe fossils recov-
ered from Koobi Fora in northern Kenya that 
provide compelling evidence for at least two 
Homo lineages as early as 2 million years ago.

For the first half of the last century,  
conventional wisdom was that the most  
primitive member of the genus Homo was 
Homo erectus, best known from fossils found 
at sites in China and southeast Asia. These crea-
tures had small heads with prominent brows, 
and what little is known of their limbs suggests 
that they stood upright and walked on two 
feet in much the same way as we do. Just over 
50 years ago, a series of discoveries at Olduvai 
Gorge in Tanzania2 prompted palaeontologist 
Louis Leakey and his colleagues3 to add an even 
more primitive species at the base of the genus 
Homo (Fig. 1), which they called Homo habilis 
to reflect the assumption that members of the 
species had fashioned the simple stone tools 
found in the same sediment layers at Olduvai. 

The brain of H. habilis was smaller than that 
of H. erectus, and the rest of its skeleton was 
more ape-like4. Researchers at Koobi Fora sub-
sequently found further evidence of H. habilis, 
but they also found other early Homo cranial 
fossils that did not so obviously resemble those 
from the Olduvai site5.

In the late 1970s, I was given the task of 
trying to make sense of the collection of 
early Homo fossils from Koobi Fora, which 
included braincases, faces, lower jaws and 
teeth. Although a strong case had been made 
that the variation among the H. habilis fossils 
from Olduvai could be subsumed within a 
single species6, the question remained: did the 
two forms of early Homo found at Koobi Fora 
come from males and females of a single spe-
cies, or did they represent two species? It was 
not easy to accommodate the variation among 

the Koobi Fora early Homo fossils within one 
species. There were two distinct facial mor-
phologies, and although the larger faces could 
have belonged to males, and the smaller ones 
to females, of the same species, the differences 
were unlike those we see between the males and 
females of modern humans and the living apes7. 
This discrepancy led researchers to recognize a 
second early Homo species, Homo rudolfensis8. 

However, the existence of a second early 
Homo species remained controversial, as there 
was no single H. rudolfensis fossil specimen 
that contained both the face and the lower jaw. 
It was also unfortunate that, although the type 
specimen (the specimen that is linked with that 
species name) of H. habilis (called OH 7) had a 
lower jaw that contained teeth, it lacked a face, 
whereas the type specimen of H. rudolfensis 
(KNM-ER 1470) had a face, but neither tooth 
crowns nor a lower jaw. I made the assump-
tion that the big-boned face of H. rudolfensis 

would be matched by a robust jaw and large 
chewing teeth, and  ascribed lower jaws with 
these attributes (such as KNM-ER 1802 from 
Koobi Fora) to H. rudolfensis8.

Leakey and colleagues’ three new speci-
mens1 test these taxonomic hypotheses. 
The fossils are a well-preserved face (KNM-
ER  62000), a well-preserved lower jaw 
(KNM-ER 60000) and a fragmentary lower 
jaw (KNM-ER 62003). None of the three 
specimens is as old as KNM-ER 1470, which 
is approximately 2 million years (Myr) old; 
the face and the fragmentary lower jaw are 
between 1.95 and 1.9 Myr old, and the better-
preserved lower jaw is younger still, at around 
1.83 Myr old. In a nutshell, the anatomy of the 
specimens supports the hypothesis of multiple 
early Homo species9, but refutes the hypoth-
esis that lower jaws like KNM-ER 1802 went 
with the type of face — KNM-ER 1470 — that 
belongs to H. rudolfensis.

The KNM-ER 62000 face, which belongs to 
a late-juvenile individual, is smaller than that 
of KNM-ER 1470, yet it has the same shape — 
in both, the cheek bones join the palate quite 
far forward. Unlike KNM-ER 1470, the KNM-
ER 62000 face does contain a few teeth, and the 
authors describe its chewing teeth as moder-
ately sized and mesiodistally long (referring 
to the size and shape of the tooth crowns). Its 
palate is distinctively short, and the first of the 
two premolar teeth is at the corner of the almost 
right angle that is formed between the flat ante-
rior tooth row and the straight, short, posterior 
tooth row (see Fig. 3a of the paper1). By con-
trast, in H. habilis the two tooth rows are more 
curved, and it is the canine that is at their more 
rounded intersection. The new lower jaws are 
a much better match to the distinctively shaped 
KNM-ER 1470 and KNM-ER 62000 palates 
than are mandibles such as KNM-ER 1802. 

So where do we go from here? More work 
needs to be done using the faces and lower 
jaws of modern humans and great apes to 
check how different the shapes of the palate 
and lower jaw can be among individuals in 
living species. We also need to find a way to 
formally estimate the likelihood that the OH 7 
lower jaw came from the same species as either 
KNM-ER 60000 or KNM-ER 1802. If the latter 
can be accommodated within H. habilis, then 
all well and good, but if not (which I think 
is more likely), then could KNM-ER 1802 
and its ilk8 represent a third species? Finally, 
some researchers have suggested9,10 that  
evidence from the face and jaws of H. habi-
lis and H. rudolfensis, plus what little fossil  
evidence we have of these species’ other body 
regions, stretches the definition of the genus 
Homo too far. Perhaps these two taxa belonged 
to a different lineage from that from which 
H. sapiens arose? My prediction is that by 2064,  
100 years after Leakey and colleagues’ descrip-
tion of H. habilis3, researchers will view our 
current hypotheses about this phase of human 
evolution as remarkably simplistic. ■
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PA L A E O A N T H R O P O L O G Y 

Facing up to complexity 
The anatomy of three new fossils, including a face, lends support to the 
hypothesis that there were at least two parallel lineages early in the evolutionary 
history of our own genus, Homo. See Letter p.201

Figure 1 | Branching to humans.  The genus 
Homo, to which modern humans (Homo sapiens) 
and several extinct species belong, most probably 
arose between 2 million and 3 million years ago, but 
fossil evidence before 2 million years ago (hatched 
lines) is frustratingly sparse. New fossil discoveries 
from Leakey and colleagues1 strengthen the case 
for recognizing at least two evolutionary lineages 
at the early stages of the genus, to which the species 
Homo habilis and Homo rudolfensis are assigned. 
However, whether either of these two lineages was 
ancestral to Homo erectus, let alone to modern 
humans, remains uncertain.
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50 Years Ago
The first practical research tool 
based on solid state lasers to be 
made available in the United 
Kingdom is announced by 
Kollsman Instrument, Ltd. The 
‘Pisto Laser’, so called because of 
its double pistol-grip triggering, 
was designed and developed by the 
Company’s associate in the United 
States of America, the Kollsman 
Instrument Corporation. It emits a 
beam of intense, coherent red light 
of wavelength 6929 Å., with a beam 
divergence of less than 0.3 degree …
The radiation output of the pulsed, 
ruby, laser beam is more than 109 
times the corresponding output of 
the Sun within the same frequency 
band … In communications 
research the ‘Pisto Laser’ can be 
used to study the characteristics 
of very narrow beam-width 
transmission of optical data; in 
medical research, high-intensity 
cauterization; in crystallography, 
crystal structures using non-linear 
light transmission; in photography, 
pictures of extreme clarity; and in 
biology, biological responses to 
high-intensity monochromatic 
stimulation.
From Nature 11 August 1962

100 Years Ago
A good deal has been recently heard 
about “holes in the air” in connection 
with sudden collapses of flying 
machines. Prof. W. J. Humphreys, 
of the Washington Weather Bureau, 
writing in The Popular Science 
Monthly for July, classifies the eight 
different types of atmospheric 
disturbance as follows:— A vertical 
group, including aërial fountains, 
aërial cataracts, aërial cascades, and 
aërial breakers, and a horizontal 
group, including wind layers, wind 
billows, and aërial torrents; in 
addition wind eddies fall under both 
groups. Holes in the sense of vacuous 
regions do not exist.
From Nature 8 August 1912
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O P T I C S

Gain and loss mixed  
in the same cauldron
The mathematical concept of parity–time symmetry, which was first introduced 
in field theories of quantum mechanics, has been demonstrated experimentally 
in a large-scale optical system. See Article p.167

L U C A  R A Z Z A R I  &  R O B E R T O  M O R A N D O T T I

The search for artificial structures exhib-
iting optical properties not found in 
nature is a major scientific endeavour. 

This effort has led, for example, to the devel-
opment of photonic crystals1 for controlling 
the propagation of electromagnetic waves  
by creating allowed and forbidden energy 
bands. It has also led to the design of meta
materials aimed at rendering objects invisible 
or at allowing super-resolution imaging2,3. Yet, 
irrespective of the specific system involved, 
most of these advances have so far been based 
on a judicious crafting of the spatial distri-
bution of the refractive index across passive 
optical components, which require no input 
power to function. Indeed, refractive-index 
engineering is considered today to be one 
of the cornerstones of modern photonics. 
On page 167 of this issue, Regensburger and 
co-workers4 herald the next frontier in this  
research field.

The authors’ proposal is based on the  
fact that the refractive index is, in the most  
general case, a complex quantity. Whereas 
the real part of the index is responsible for 
the bending and slowing down of light, the 
imaginary part can lead to either amplification  
(gain) or absorption (loss) of light within a 
material. By modulating both the real and  
the imaginary part of the index, the authors 
were able to produce the first example of a  
new class of optical structure. The structure 
displays the recently developed concept of 
parity–time (PT) symmetry — a property of 
physical systems that are invariant under time 
inversion and mirror reflection. Key to achiev-
ing this symmetry was the authors’ deliber-
ate use of both gain and loss. Interestingly,  

PT symmetry was originally introduced in 
field theories of quantum mechanics5.

Although the impact of PT symmetry in 
quantum mechanics is still open to debate, it 
has been recognized6 that this concept could 
flourish in the field of optics if gain, loss and 
refractive index are manipulated. For an 
extended optical system to be PT symmetric, 
the refractive-index profile needs to be sym-
metric in its real part and anti-symmetric in 
the imaginary one. So far, the implementa-
tion of such PT-symmetric devices has been  
hampered by technical difficulties, and 
has thus been limited to simplified proof- 
of-principle structures involving only two 
components7,8. Regensburger and colleagues’ 
work represents the first experimental  
demonstration of a large-scale PT-symmetric  
lattice, which introduces PT synthetic 
devices into the larger family of artificial  
optical systems.

To realize their artificial structure, and 

Figure 1 | A parity–time optical network.   
Regensburger et al.4 have designed an optical system 
that displays parity–time symmetry. The system  
is analogous to a spatially periodic network of  
channels that either amplify (red channels) or absorb 
(blue channels) light.
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to study the transport of light therein,  
Regensburger et al. used an elegant experimen-
tal arrangement that operates in the temporal 
domain. The authors injected a sequence of 
light pulses into two connected optical-fibre 
loops that were designed to exhibit PT sym-
metry: the required anti-symmetry of the 
imaginary part of the refractive-index profile 
was attained by alternating gain and loss in the 
two loops using optical amplifiers and ampli-
tude modulators; and the symmetry of the real 
component of the profile was introduced using 
phase modulators (devices that control where 
a light wave’s peaks and troughs lie). Figure 1 
shows a network that is a spatial equivalent of 
the authors’ structure; each node of this spatial 
network corresponds to a specific ‘time slot’ of 
the temporal lattice.

Using this set-up, Regensburger et al. have 
observed unusual optical behaviour such as 
unidirectional invisibility. They demonstrate 
that their system can become totally invisible 
when light traverses it from one side, whereas 
it can still be seen when it is illuminated from 
the other. What’s more, the authors suggest that 
the device could find interesting applications 
in laser science, in particular in the dynamical 
control of light power in laser cavities. Indeed, 
their set-up shares several similarities with a 
laser cavity known as an active mode-locking 
cavity, which produces a train of ultrashort 
optical pulses on the basis of active phase 
modulation and balance between gain and loss.

The demonstration of a large-scale PT-
symmetric optical network in the temporal 
domain is undoubtedly of great importance. 
Yet the realization of a spatial analogue, such 
as a waveguide array or crystal, remains a chal-
lenge. Transferring PT-related concepts to the 
spatial domain would allow the implementa-
tion of new optical devices that could in prin-
ciple be scaled down and arranged on a chip. In 
particular, we can envisage the use of PT sym-
metry in the next generation of metamaterials 
and plasmonic devices, which work by manipu-
lating surface plasmons — collective, wave-like 
motions of free electrons on a metal surface. PT 
symmetry can put to good use these systems’ 
light losses, which have always been considered 
problematic. Similarly, we can imagine devices 
that combine PT symmetry and nonlinear opti-
cal properties. Such composite systems could 
permit the exploration of unprecedented opti-
cal functions, further improving our ability to 
artificially manipulate light. ■
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AT M O S P H E R I C  C H E M I S T R Y

The X factor
Measurements in a forest reveal a previously unknown atmospheric oxidant that 
acts as a source of sulphuric acid — one of the main precursors for the formation 
and growth of aerosol particles and clouds. See Letter p. 193

D W A Y N E  H E A R D

Background signals are a nuisance for 
atmospheric scientists doing fieldwork, 
because they limit the sensitivity and 

precision of the instruments used to measure 
atmospheric composition. But it pays to inspect 
background signals carefully, particularly if the 
molecule under study is the hydroxyl radical 
(OH·, referred to here as OH for simplicity), 
the most important oxidant in the atmosphere. 
Just such an inspection led Mauldin et al.1 to 
discover a previously unknown atmospheric 
oxidant, as they report on page 193 of this issue. 
Their findings should help to refine models of 
atmospheric oxidation processes.

The story begins in a Finnish forest (Fig. 1), 
where the authors were indeed measuring OH. 
Their method involved adding sulphur dioxide 
(SO2) to airstream samples so that it reacts with 
OH to form sulphuric acid (H2SO4), which is 
then detected by a mass spectrometer. When 
they deliberately removed OH from their sam-
ples using a chemical scavenger, however, they 
noticed that the background signal was actu-
ally larger than the OH signal. In other words, 
something in the forest other than OH was 
converting sulphur dioxide into sulphuric acid 
in their analyses, and so must also have been 
doing so in the atmosphere above the forest.

The atmospheric concentration of the 
unknown oxidant — which Mauldin et al. 
dubbed ‘X’ — was found to exceed that of OH, 
most noticeably in the evenings and at night. 
The concentration of X showed no clear daily 
cycle, however, suggesting that it forms from 
the reaction of surface emissions, such as natu-
rally produced hydrocarbons, with ozone (O3).

To test this hypothesis, the authors per-
formed laboratory experiments in which they 
exposed sulphur dioxide to mixtures of ozone 
and various unsaturated hydrocarbons (alk-
enes). The reactions of alkenes with ozone 
are known to produce OH, but the levels of 
sulphuric acid observed in the experiments 
were well above those that would have been 
expected from the reaction of OH with sul-
phur dioxide alone. This was especially true 

when the authors reacted ozone with limonene 
and α-pinene, two alkenes emitted by trees2. 
To prove beyond reasonable doubt that plant 
emissions are linked to X, Mauldin et al. went 
back to the forest and placed cut tree branches 
close to the inlet of their oxidant-measuring 
instrument. Sure enough, they observed  
substantial levels of X.

The authors propose that X is probably a  
stabilized Criegee intermediate3; such mole-
cules are free radicals that form from the reac-
tion of ozone with alkenes, and are known to 
react with sulphur dioxide4. But the rates of 
the reactions of Criegee intermediates with 
sulphur dioxide were thought to be too slow 
to have any atmospheric relevance to the for-
mation of sulphuric acid5. So is the authors’ 
interpretation correct?

Support comes from a paper published  
earlier this year6, in which the simplest Criegee 
intermediate, CH2OO, was detected directly 
for the first time, and was shown to be much 
more reactive towards sulphur dioxide than 
previously thought. When Mauldin et al.1 
estimated the rate constants — measures 
of reaction rates — for reactions of sulphur  
dioxide with the Criegee intermediates gener-
ated from α-pinene and limonene, they found 
that these reactions, too, were faster than  
previously assumed.

In their field experiments, the authors were 
able to measure atmospheric concentrations 
of sulphuric acid at the same time as they 
detected OH. They therefore compared the 
concentration of atmospheric sulphuric acid in 
the Finnish forest with the concentration that 
would have been produced by the oxidation 
of sulphur dioxide by OH alone, which they 
calculated from the measured concentrations 
of atmospheric OH and sulphur dioxide. They 
observed a difference at all times of the day, 
with the difference scaling with the concentra-
tion of X, clearly connecting X to the formation 
of the acid.

By determining the rate constant for the 
reaction of X with sulphur dioxide in their 
laboratory experiments, Mauldin et al. cal-
culated the concentration of sulphuric acid in 
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S T R U C T U R A L  B I O L O G Y 

Dynamic binding
Nuclear magnetic resonance spectroscopy has been used to establish a vital role for 
protein motion in the formation of a protein–DNA complex. The finding potentially 
opens up fresh approaches for modifying protein function. See Letter p.236

A N D R E W  J .  B A L D W I N  &  L E W I S  E .  K A Y

The continuing development of the tools 
of structural biology and their increas-
ingly sophisticated application to stud-

ies of a wide range of biological molecules are 
some of the most noteworthy accomplish-
ments of biophysics. The structures obtained 
have been used to explain molecular func-
tion, to design and modify proteins so as to 
engineer new biological properties, and in the 
rational generation of pharmaceuticals. Yet 
despite the well-documented successes, there 
have also been many cases in which the beau-
tiful, high-resolution pictures produced leave 
many questions unanswered. Part of the reason 
is that the biological function of a molecule is 
driven by free energy changes that depend on 
contributions from both static (enthalpic) and 
dynamic (entropic) interactions1. Although 

static structures can provide atomic-resolution  
information about enthalpy, describing 
entropy at a similar level of detail has been far 
more difficult. 

On page 236 of this issue, Tzeng and  
Kalodimos2 quantify the role of dynamics in 
their study of the catabolite activator protein, 
CAP. They have used nuclear magnetic reso-
nance (NMR) spectroscopy to demonstrate 
that the binding activity of CAP can be regu-
lated by conformational entropy — the entropy 
component associated with the number of 
conformational states that the protein samples.

CAP acts as a transcriptional activator — it 
binds to DNA to increase gene transcription. It 
is also an allosteric protein: binding of a ligand 
molecule at one site can introduce changes 
in both the structure3,4 and the dynamics5 of  
distal sites. More specifically, binding of a small 
nucleotide molecule, cyclic AMP (cAMP), 

Figure 1 | Something in the air.  This tower at the SMEAR II field station, Finland, supports several 
instruments that are used to analyse the atmosphere above the forest canopy. Mauldin et al.1 have detected 
a new oxidant in the atmosphere above the station.

the atmosphere that was not derived from OH. 
When they added this value to the calculated 
concentration of acid that was derived from 
OH, they found that the total agreed well with 
the observed atmospheric concentration of the 
acid in the forest.

The technique7 used by Mauldin and  
colleagues to measure OH is known as chemi-
cal ionization mass spectroscopy (CIMS), and 
it has been  used in a range of environments. 
It is therefore surprising that the significance 
of background signals has not been recognized 
in previous studies. That said, the forested 
environment studied by the authors produces 
large quantities of alkene emissions, and so 
provides ideal conditions for the formation of 
X. Measurements of X are now needed in other  
environments, to determine its global impact on 
the production of atmospheric sulphuric acid.

Mauldin et al. propose that X converts sul-
phur dioxide to sulphur trioxide (SO3), which 
then reacts with water vapour to form sulph
uric acid (see Fig. 3 of the paper1). But sulphur 
trioxide might not be the only product of sul-
phur dioxide’s reaction with X, and the authors 
do not determine the — possibly multistep — 
reaction mechanism for this transformation. 
Indeed, X might not be a Criegee intermedi-
ate at all; perhaps a derivative of it, or another 
compound, reacts with sulphur dioxide8. 
Direct identification and field measurements 
of X are necessary to resolve this issue.

Furthermore, the authors evaluate only 
the role of X in oxidizing sulphur dioxide to 
sulphuric acid. Until the rate constants for 
reactions of X with a wide range of atmos-
pheric species have been determined, its over-
all importance for atmospheric chemistry 
relative to OH will remain unknown — even 
though its concentration in Mauldin and col-
leagues’ study exceeds that of OH. A more 
practical issue is that, if X’s contribution to the 

production of sulphuric acid is greater than 
that of OH, it will make the measurement of 
OH by CIMS more challenging, because of the 
need to subtract a background signal larger 
than the OH signal.

The atmospheric oxidation of sulphur diox-
ide is closely associated with the rate of aerosol-
particle formation and growth, and with the 
production of cloud condensation nuclei9 —  

microscopic particles around which cloud 
droplets coalesce. In calculations predicting 
regional and global temperature rises caused 
by human activities, the largest uncertain-
ties are associated with aerosols and clouds10. 
Until now, OH has been assumed to be the only 
oxidizer that converts sulphur dioxide to sul-
phuric acid. Mauldin and colleagues’ findings 
will therefore help to reduce the uncertainties 
in climate predictions that aim to take into 
account future changes in man-made sulphur 
dioxide emissions and in natural hydrocarbon 
emissions from plants. ■
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to the cAMP-binding domain of CAP leads  
to substantial structural rearrangements in 
distal DNA-binding domains, priming the 
protein for DNA binding (Fig. 1a). Tzeng and 
Kalodimos studied CAP in the unbound and 
DNA-bound states.

The authors exploited CAP’s allostery by 
engineering mutations in the protein at sites 
remote from the DNA-binding interface, but 
which nevertheless modulate DNA binding. 
By using NMR to study the derived mutants, 
as well as different nucleotide-bound forms of 
the protein, the authors established that the 
protein interconverts between inactive states 
that cannot bind DNA and active states that 
can, and that, for the mutants examined, the 
relative populations of these states can be very 
different.

In the simplest of binding models for CAP, 
the affinity of the protein for its target DNA is 
directly proportional to the fraction of mol-
ecules in the active conformation, as has been 
seen previously in different contexts for other 
systems6–9. But Tzeng and Kalodimos observed 
little such correlation. Indeed, the affinities of 
some of the CAP mutants for DNA are 50-fold 
greater, and others are 25-fold lower, than 
would have been predicted on the basis of the 
numbers of molecules populating the active 
state. This clearly indicates that static struc-
tures alone cannot explain CAP’s behaviour.

The authors therefore went on to measure 
the enthalpic and entropic contributions to the 
CAP mutants’ DNA-binding affinities using a 
calorimetric technique. Although the resulting 

data are informative, they are not at atomic  
resolution and they lump together contri-
butions from a variety of terms. Of these  
contributions, one of the most useful to evalu-
ate is conformational entropy, which counts 
the number of states adopted by bonds in 
CAP’s ‘backbone’ and amino-acid side chains.

To gain more insight into the conforma-
tional entropy of the CAP mutants, Tzeng and 
Kalodimos carried out NMR experiments to 
quantify the amplitudes of motion of methyl 
groups in side chains, at the picosecond-to-
nanosecond timescale (one picosecond is 
10–12 seconds). They found that, on DNA 
binding, some of the mutants undergo very 
large net changes in conformational entropy 
that significantly increase the strength of asso-
ciation (Fig. 1b). In other cases, they observed 
that enthalpy changes drive binding, and that 
entropy changes oppose it.

Notably, the authors obtained an atomic-
level description of how the picosecond–
nanosecond dynamics of CAP respond to 
formation of the CAP–DNA complex from 
which the conformational entropy change for 
CAP–DNA binding was established. The pat-
tern that emerges is not simple. For example, 
large changes in amplitudes of motion might 
have been expected only at regions close to the 
binding interface, but such changes extend 
much farther away, involving methyl groups 
more than 50 ångströms from the interface. 
Remarkably, the authors found a strong linear 
correlation between NMR-derived measures 
of conformational entropy change and the total 

change in entropy measured by calorimetry.  
Such a correlation has previously been 
observed10 in the binding of the calmodulin 
protein to its target peptides.

Tzeng and Kalodimos’s findings show that, 
although entropy changes are crucial for CAP’s 
function, there are other ways of modulating 
the strength of DNA binding to the protein. 
Even though the correlation between the frac-
tional population of CAP molecules in the 
active conformation and DNA-binding affin-
ity is poor, increasing the population that is 
in the active state still remains one avenue for 
increasing affinity. The authors’ NMR experi-
ments revealed that, of the nine CAP mutants 
that occupy predominantly inactive structures, 
two interchange with active conformations on 
the millisecond timescale; approximately 2% of 
the molecules are in the active conformation 
for one of these mutants, and 7% for the other. 
Unlike the other seven variants, for which 
active populations could not be detected, these 
two mutants bound DNA.

Most interestingly, Tzeng and Kalodimos’s 
work suggests an approach for manipulating 
protein function through allostery. For exam-
ple, one could imagine targeting a drug to a 
site in an enzyme that is far removed from the 
active site, in order to modify the enzyme’s 
function. By combining allosteric drugs of 
this sort with more traditional pharmaceuti-
cals that bind to active sites, it may be possible 
to moderate the drug resistance that so often 
plagues conventional therapies. Understand-
ing the fundamental roles of dynamics in 
protein function will also facilitate new ways 
of exploiting proteins and of modifying their 
activities. Tzeng and Kalodimos’s work takes 
an important step in this direction. ■
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Figure 1 | Conformational entropy can modulate protein–DNA binding.  a, When cAMP molecules 
bind to the inactive state of the dimeric catabolite activator protein (CAP) at specific sites in the cAMP-
binding domains (CBDs), DNA-binding domains (DBDs) in the protein alter their orientation. This 
activates CAP so that it can bind with high affinity to DNA. b, Tzeng and Kalodimos2 studied DNA 
binding to several engineered mutants of CAP, and found that conformational entropy can drive binding. 
In the CBD variant shown (purple), the equilibrium between inactive and active conformations is highly 
skewed towards the inactive conformation. Neglecting other factors, a higher affinity for DNA binding 
is realized if the dynamics of the CAP–DNA complex are increased (that is, if the complex has a large 
conformational entropy) relative to a complex that shows little change in motion upon binding.

1 6 6  |  N A T U R E  |  V O L  4 8 8  |  9  A U G U S T  2 0 1 2

NEWS & VIEWSRESEARCH

© 2012 Macmillan Publishers Limited. All rights reserved



ARTICLE
doi:10.1038/nature11298

Parity–time synthetic photonic lattices
Alois Regensburger1,2, Christoph Bersch1,2, Mohammad-Ali Miri3, Georgy Onishchukov2, Demetrios N. Christodoulides3

& Ulf Peschel1

The development of new artificial structures and materials is today one of the major research challenges in optics. In most
studies so far, the design of such structures has been based on the judicious manipulation of their refractive index
properties. Recently, the prospect of simultaneously using gain and loss was suggested as a new way of achieving optical
behaviour that is at present unattainable with standard arrangements. What facilitated these quests is the recently
developed notion of ‘parity–time symmetry’ in optical systems, which allows a controlled interplay between gain and
loss. Here we report the experimental observation of light transport in large-scale temporal lattices that are parity–time
symmetric. In addition, we demonstrate that periodic structures respecting this symmetry can act as unidirectional
invisible media when operated near their exceptional points. Our experimental results represent a step in the
application of concepts from parity–time symmetry to a new generation of multifunctional optical devices and networks.

In designing an optical system, nature demands that only a few basic
‘ingredients’ be used: refractive index, gain and loss. There is no doubt
as to how useful index contrast is in controlling optical dynamics.
Shaping the refractive index profile has led to unprecedented
advancements in optics ranging from the design and fabrication of
photonic crystals1 and photonic crystal fibres2 to the exploration of
nanoplasmonics3–6 and negative-index metamaterials7. Loss is abund-
ant in physical systems, but is typically considered a problem. Gain,
however, as afforded by lasers, is valuable in optoelectronics because it
provides a means to induce lasing or to overcome losses4–6. The ques-
tion naturally arises as to whether new artificial optical structures and
materials can be synthesized by mixing together these three ingredi-
ents in roughly comparable proportions, and, if so, how this can be
done without running into uncontrollably growing or decaying
optical modes. The answer may come from some recent abstract
developments in quantum field theories.

In 1998, it was shown that a wide class of non-Hermitian
Hamiltonians can actually possess entirely real spectra as long as they
respect parity–time symmetry8. This is clearly counterintuitive given
the fact that this symmetry is commonly associated with purely
Hermitian systems. In quantum mechanics, the action of the parity
operator P̂ is defined by the relations x̂?{x̂ and p̂?{p̂, and that of
the T̂ operator leads to p̂?{p̂, i?{i and x̂?x̂, where x̂ and p̂
represent the position and momentum operators, respectively. In
general, a Hamiltonian Ĥ~p̂2=2zV(x̂) associated with a complex
potential V(x̂) is parity–time symmetric provided that it commutes
with the parity–time operator. In this case, ĤP̂T̂~P̂T̂Ĥ and, thus, Ĥ
and P̂T̂ may share a common set of eigenfunctions8–14.

Given that the evolution of the system is described by a Schrödinger
evolution equation of the form iY t~ĤY , where Y t denotes the
partial derivative of Y with respect to time, it can be shown9 that a
necessary (but not sufficient) condition for this to occur is that the
complex potential involved in such a Hamiltonian satisfies
V(x) 5 V*(2x). This implies that the real part of the potential must
be an even function of position and that the imaginary part must be
odd. In such pseudo-Hermitian configurations, the eigenfunctions
are no longer orthogonal and, hence, the vector space of eigenmodes
is skewed8,10. Even more intriguing is the possibility of a sharp, sym-
metry-breaking transition once a non-hermiticity parameter exceeds

a certain critical value, the ‘parity–time threshold’. In such a regime,
the Hamiltonian and the parity–time operator no longer have the
same set of eigenfunctions (even though they commute) and as a
result the eigenvalues of the system cease to be all real. In addition,
this broken parity–time symmetry phase is associated with the
appearance of exceptional points8–11, where the eigenvalue branches
merge and parity–time symmetry breaks down.

Although the ramifications of these developments are still a matter
of debate within the framework of theoretical physics, it has recently
been recognized that optics can provide a productive test bed where
the notions of parity–time symmetry can be experimentally explored,
and ultimately used15–17. Given that such photonic systems are entirely
classical, they can be fully realized without introducing any conflict
with the hermiticity of quantum mechanics. In optics, a complex
potential can be readily built by judiciously incorporating, in a
balanced way, regions having optical gain and loss15. What allows this
duality between quantum mechanics and optics is the isomorphic
nature of the wave equations involved (Supplementary Methods, sec-
tion 1.9). In this case, the complex refractive index plays the part of a
potential and ‘parity–time symmetry’, hereafter PT symmetry in the
context of optics, therefore demands15–17 that n(x) 5 n*(2x).
However, so far, the realization of structures that simultaneously
exhibit a symmetric refractive index distribution and an antisym-
metric gain/loss profile has been hampered by technical difficulties.
As a result, PT symmetry has been observed only in elemental two-
component systems18–21. It will be important to devise new, versatile
platforms where such phenomena can be explored. If successful, a
new generation of optical devices, materials and networks may result,
including, for example, unidirectional on-chip devices22 as well as PT-
symmetric, high-power laser systems and laser oscillators23–31. Finally,
ideas from PT symmetry may provide a viable route to overcoming
losses that have so far hindered progress in other areas of applied
physics such as plasmonics and metamaterials5–7.

In this Article, we report the experimental demonstration of tem-
porally resolved optical beam dynamics in large-scale, PT-symmetric
lattices. The unusual band structure associated with such extended
systems is probed along with power unfolding and secondary emis-
sions resulting from the skewed character of the Floquet–Bloch
modes. In addition, we observe the unidirectional invisibility of a

1Institute of Optics, Information and Photonics, University of Erlangen-Nürnberg, Staudtstraße 7/B2, 91058 Erlangen, Germany. 2Max Planck Institute for the Science of Light, Günther-Scharowsky-Straße
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PT-symmetric temporal grating when operating close to the system’s
exceptional points. Such structures have no effect on transmitted
light, and their reflectivity greatly varies with the direction of pro-
pagation. The underlying flexibility of the arrangements proposed can
be used to implement a diverse family of ‘PT synthetic’ structures and
networks with altogether new properties and functionalities.

In our experiments, large-scale, PT-symmetric optical networks are
realized in the temporal domain. This is accomplished by shaping the
evolution of a sequence of pulses in two appropriately designed fibre
loops connected by a 50/50 coupler (Fig. 1a and Supplementary
Methods, section 1). A length differential DL between the two path-
ways leads to discretized arrival times for the optical pulses and to a
transverse coupling between neighbouring time slots. The induced
transverse pulse transport32,33 can be directly observed by monitoring

the output of tap nodes. A pulse traversing the short loop will be
advanced, whereas pulses propagating along the long loop will be
temporally delayed. The resulting pulse trains emerging from the
short and long loops eventually interfere at the coupler in a manner
depending on the phases acquired along their respective pathways
(Fig. 1b and Supplementary Methods).

In this system, PT symmetry is imposed by temporally alternating
gain and loss in the two loops by means of optical amplifiers in
conjunction with amplitude modulators. In addition, the even, real
part of the optical PT potential (Re{n(x)}) can be discretely introduced
using phase modulation. The PT nature of this configuration becomes
apparent by considering the fully equivalent spatial waveguide net-
work shown in Fig. 1c, where the time slots associated with the set-up
described here are mapped on discrete transverse sites n. A pulse delay
or advancement in the temporal domain corresponds to a transition
towards the left or the right in the spatial network of Fig. 1c. The light
evolution in these spatiotemporal lattices is described by the following
recursion equations33:

umz1
n ~

G+1=2ffiffiffi
2
p (um

nz1zivm
nz1)

vmz1
n ~

G+1=2ffiffiffi
2
p (ium

n{1zvm
n{1)eiQ(n)

ð1Þ

In the temporal domain, um
n and vm

n denote the amplitudes of a
sequence of pulses occupying time slots n within the short and long
loop, respectively, after the mth round trip. The phase function Q(n)
provides the symmetric, real part of the PT potential, by imposing a
phase 6Q0 on the pulses, and the antisymmetric, imaginary compon-
ent of the effective potential is induced by a gain/loss factor G. In
equation (1), the exponent of G switches from 21/2 to 11/2 between
alternate loops in every step m; that is, the loops are repeatedly
switched between gain and loss in equal amounts.

Our experimental set-up (Fig. 1a), as well as its equivalent optical
network (Fig. 1c), are periodic in both m and n, thus leading to a band
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Figure 1 | PT-symmetric fibre networks. a, Two coupled fibre loops
periodically switching between gain and loss as used in the experiment
(Supplementary Fig. 1). Pulses are delayed or advanced as a result of a length
difference DL between the loops. PM, phase modulator. b, Pulse evolution in
the networks. Passages through short and long loops are indicated.
c, Equivalent PT-symmetric lattice network. Gain (red) and loss (blue)
channels are positioned antisymmetrically and are periodically coupled.
Moreover, the real part of the potential is evenly imposed by phase shifts 6Q0.
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with an entirely real (blue) band structure and no band gaps. The evolution of a
pulse injected into the long loop is similar33 to a quantum walk32. Measured
pulse intensities at position n and step (loop round trip) m are indicated in the
logarithmic colour scale: red, high intensity (1); dark blue, low intensity
(1022.05). b, Same as a, but with net gain/loss (G 5 1.4). Parts of the band
structure become imaginary (red), leading to an exponential energy growth.

Black points in the figures denote exceptional points. c, Same as b, but with a
phase potential (2Q0 5 0.39p) partly stabilizing the system, leading to a linear
growth in energy. d, A further increase of the real-valued potential
(2Q0 5 0.41p) opens a band gap, making the band structure again entirely real.
Power unfolding is observed in this case; that is, the optical energy is no longer
conserved but oscillates about a mean value because the eigenmodes are not
orthogonal. For data in both loops, colour scales and a comparison with
simulations, see Supplementary Figs 4 and 5.
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structure as shown in Fig. 2 (see Supplementary Fig. 6 for details). In
fact, all the unusual dynamics in these PT synthetic networks can be
traced back to their peculiar band features. As Fig. 2 indicates, the
bands can show new characteristics including the formation of excep-
tional points and the possibility of band-merging effects15,17—both a
direct outcome of a spontaneously broken PT symmetry. In the pass-
ive case, when the imaginary part of the potential is absent33, two
bands form without a gap (Fig. 2a), and the system hence has no
PT threshold. Therefore, even a small amount of gain/loss G abruptly
forces the bands to merge at the exceptional points, where a transition
to imaginary eigenvalues occurs (Fig. 2b). To establish a finite thresh-
old, a symmetric phase potential Q(n) has to be introduced into the
time lattice. The presence of such a potential forces the bands apart,
thus creating a band gap. In this arrangement, the spectrum is again
entirely real, in spite of the fact that the system is not Hermitian
(Fig. 2d).

In the experiment, we probe the entire band structure of this lattice
by simultaneously exciting all bands with a single pulse. Although
power is conserved in the passive time lattice (Fig. 2a), exponential
growth occurs (Fig. 2b) above the point at which PT symmetry is
broken, where the spectrum ceases to be real. However, if the system
is operated at threshold, with only exceptional points present (Fig. 2b,
c, black points), the power increases linearly in time as clearly shown
in Fig. 2c, in agreement with previous theoretical predictions34–36.
Even below the symmetry-breaking point, power oscillations are
observed (Fig. 2d). The question is why this occurs, given that the
bands are entirely real. The answer has to do with the very fact that the
network’s Floquet–Bloch modes are no longer orthogonal and, con-
sequently, power ‘hidden’ in the system can reappear during evolu-
tion15,35. As a result, the total power in the system undergoes
oscillations because of mode interference effects.

The versatility of the time-multiplexed lattice described here allows
us to explore further the onset of PT symmetry breaking by perform-
ing a parameter scan throughout the accessible range of the phase
potential Q0 and gain/loss coefficient G (Fig. 3a). As Fig. 3a shows, if
the phase modulation is strong enough we observe a harmonic co-
existence between gain and loss (blue region) that can be suddenly
broken by small parameter variations (as in the red area), resulting in
an exponential energy rise as shown in Fig. 3b. However, in the exact

PT phase the power oscillates during evolution (Fig. 3c). As both gain/
loss G and the phase potential Q(n) can be dynamically changed dur-
ing the course of light propagation, it is possible to implement abrupt
and gradual transitions from PT-symmetric to passive regimes in our
temporal photonic lattice. Moreover, the sharp transitions between
these phases can provide a precise mechanism for dynamic power
control in laser cavities. Given the conceptual similarity of our set-
up (Fig. 1a) to figure-eight fibre lasers, it might be possible to apply
our modulation schemes (Supplementary Fig. 3) to achieve enhanced
pulse control. For example, for the phase in which PT symmetry is
broken, pulse trains with a fixed phase relation and a spacing defined
by the path difference and not the total length of the loops could be
produced.
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intensity (1021.8). c, A broad initial pulse excitation with a narrow frequency
spectrum close to the exceptional point speeds up the energy transport into the
superluminal regime. The field distribution after m 5 800 steps is shown for the
passive case (G 5 1) and the PT case (G 5 1.045). Here n is the maximum
possible speed of excitation spreading in the passive case (one step per round
trip m). a.u., arbitrary units.
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Pronounced outbursts of radiation are also observed when a broad
input is subjected to a weak phase gradient in a PT-symmetric
network above the symmetry-breaking point. As the beam dynam-
ically changes its tilt, it performs Bloch oscillations37–39 and sweeps the
whole band structure (Fig. 4a, b). In this case, every time the field
experiences imaginary eigenvalues, a secondary beam is emitted and
the total power is amplified (Fig. 4b). Finally, the merging of the two
bands at the exceptional points has even more intriguing con-
sequences. Numerical simulations show that as the slope of the bands
tends to infinity, the associated group velocity of a narrow-bandwidth
wave packet increases and can even exceed the speed of light in the
fibre40 (without violating causality41,42), as indicated in Fig. 4c. This
anomalous speed of the peak intensity is made possible by a gain-
assisted growth of the distribution’s leading tail. We note that all these
features are a direct outcome of pseudo-hermiticity and have no
analogue whatsoever in passive configurations.

Finally, we performed scattering experiments on a periodic, PT-
symmetric temporal structure—a configuration analogous to a spatial
grating (Fig. 5). As recently predicted43,44, such structures have sur-
prising behaviour such as unidirectional invisibility and unconven-
tional reflection characteristics. More specifically, light propagating in
such a system can experience reduced or enhanced reflections (with a
coefficient that can even exceed one) depending on the direction of
propagation. This is because left–right symmetry is broken in this PT
network and propagation is no longer invariant when gain and loss
are exchanged in time. Even more remarkable is what happens at the
PT threshold: light waves entering the structure from one side do not
experience any reflection and can fully traverse the grating with com-
plete transmission. Given that this occurs without acquiring any
phase imprint from the system, the periodic structure is essentially
invisible44. However, if light is incident from the opposite side, the
coefficient of reflection exceeds one. In our set-up, we created a tem-
poral Bragg scatterer by imposing a periodic phase modulation Q(n)
only within a finite time window. Optical pulses travelling outside this
window do not experience this periodic potential. In the absence of
any gain or loss, the resulting passive configuration acts on incoming
light as a reflector, very much like a spatial Bragg stack (Fig. 5a). Gain
and loss was subsequently added to the phase modulation in a PT-
symmetric fashion. Figure 5 shows experimental results confirming
these predictions. Both suppression of reflection and full transmission
exactly at the symmetry-breaking point are clearly observed, suggest-
ing invisibility of the scatterers.

Our results demonstrate that scalable PT synthetic discrete systems
can be realized using building blocks that respect this reflection sym-
metry. The modular approach presented here can be easily extended to
on-chip configurations45, thus paving the way for the realization of PT
synthetic devices and effective media with new and unexpected optical
properties. Finally, similar concepts can be effectively used in other
areas such as plasmonics and metamaterials, where a harmonic
coexistence of gain and loss is ultimately required. These and
related issues are now accessible experimentally using the platform
described here.

METHODS SUMMARY
Operation of the time-multiplexed fibre network in its passive version is
described in ref. 33 and its supplementary information. To introduce gain and
loss into the network, an acousto-optic modulator (AOM) was inserted into each
loop. Both AOMs were operated in the zeroth order to implement a variable
attenuation from 0 to 6 dB without imposing a frequency shift on the signal.
The switching time of the AOMs was fast enough to change the attenuation
between subsequent round trips (or between subsequent positions n in the case
of PT scattering). The net gain of both loops provided by semiconductor optical
amplifiers was varied so that the optical energy remained constant when the
AOM losses were set to 3 dB. This allows the effective gain/loss to be modulated
by up to 63 dB (that is, G 5 2) in each loop.

The phase modulation for the potential was provided by an electro-optic phase
modulator in the long loop. The imposed phase function used was

Q(n)~
{Q0 for mod (nz3; 4)~0 or 1

zQ0 for mod (nz3; 4)~2 or 3

�

To observe PT Bloch oscillations, the phase factor eiQ(n) in equation (1) was
replaced by a linearly increasing phase gradient eiam.

Only every second position n can be accessed by the optical pulses in our loop
network. Therefore, the amplitudes in between are set to zero. The colour scales
in Figs 2, 4 and 5 are logarithmic and are shown in Supplementary Figures 4, 5, 8
and 9. Further details concerning the experimental procedures followed can be
found in Supplementary Methods.
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oscillations in temperature tuned waveguide arrays. Phys. Rev. Lett. 83,
4752–4755 (1999).

39. Morandotti, R., Peschel, U., Aitchison, J., Eisenberg,H.&Silberberg, Y. Experimental
observation of linear and nonlinear optical Bloch oscillations. Phys. Rev. Lett. 83,
4756–4759 (1999).

40. Szameit, A., Rechtsman, M. C., Bahat-Treidel, O. & Segev, M. PT-symmetry in
honeycomb photonic lattices. Phys. Rev. A 84, 021806 (2011).

41. Chiao, R. Superluminal (but causal) propagation of wave-packets in transparent
media with inverted atomic populations. Phys. Rev. A 48, R34–R37 (1993).

42. Wang, L. J., Kuzmich, A. & Dogariu, A. Gain-assisted superluminal light
propagation. Nature 406, 277–279 (2000).

43. Kulishov, M., Laniel, J. M., Bélanger, N., Azaña, J. & Plant, D. V. Nonreciprocal
waveguide Bragg gratings. Opt. Express 13, 3068–3078 (2005).

44. Lin, Z. et al. Unidirectional invisibility induced by PT-symmetric periodic
structures. Phys. Rev. Lett. 106, 213901 (2011).

45. Sansoni, L. et al. Two-particle bosonic-fermionic quantum walk via integrated
photonics. Phys. Rev. Lett. 108, 010502 (2012).

Supplementary Information is linked to the online version of the paper at
www.nature.com/nature.

Acknowledgements We acknowledge financial support from DFG Forschergruppe
760, the Cluster of Excellence Engineering of Advanced Materials, SAOT and the
German-Israeli Foundation. This work was also supported by NSF grant
ECCS-1128520 and by AFOSR grant FA95501210148. Moreover, we thank J. Näger
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Deconstruction of a neural circuit
for hunger
Deniz Atasoy1, J. Nicholas Betley1, Helen H. Su1 & Scott M. Sternson1

Hunger is a complex behavioural state that elicits intense food seeking and consumption. These behaviours are rapidly
recapitulated by activation of starvation-sensitive AGRP neurons, which present an entry point for reverse-engineering
neural circuits for hunger. Here we mapped synaptic interactions of AGRP neurons with multiple cell populations in mice
and probed the contribution of these distinct circuits to feeding behaviour using optogenetic and pharmacogenetic
techniques. An inhibitory circuit with paraventricular hypothalamus (PVH) neurons substantially accounted for acute
AGRP neuron-evoked eating, whereas two other prominent circuits were insufficient. Within the PVH, we found that
AGRP neurons target and inhibit oxytocin neurons, a small population that is selectively lost in Prader–Willi syndrome, a
condition involving insatiable hunger. By developing strategies for evaluating molecularly defined circuits, we show that
AGRP neuron suppression of oxytocin neurons is critical for evoked feeding. These experiments reveal a new neural
circuit that regulates hunger state and pathways associated with overeating disorders.

Hunger involves interoceptive sensory neurons that monitor metabolic
signals and consequently regulate food seeking and consumption
behaviours. To isolate discrete neural circuit pathways controlling
feeding behaviour, we have focused on neurons in the hypothalamic
arcuate nucleus (ARC) that express the gene agouti related protein
(Agrp). These are sensory neurons that are activated by circulating
signals of energy deficit, such as ghrelin1–3. Elevated AGRP neuron
electrical activity rapidly evokes voracious eating, even in well-fed
mice4,5. Conversely, ablation of AGRP neurons results in aphagia6,
and suppressing their electrical activity lowers food intake5.
Therefore, these molecularly defined neurons that sense energetic need
provide an entry point to neural circuits that mediate the ‘wisdom of
the body’7 and are sufficient to orchestrate complex counter-regulatory
behavioural responses.

AGRP axon projections reveal an anatomical map8 of brain regions
that are potential downstream neuronal mediators of feeding behaviour
(Supplementary Fig. 1). To establish pathways through which intero-
ceptive sensory neurons acutely orchestrate feeding, we activated AGRP
neurons while perturbing their output at downstream circuit nodes. We
focused on three brain areas that receive AGRP neuron axonal inputs
and also have an established regulatory role in feeding behaviour:
pro-opiomelanocortin (Pomc)-expressing neurons in the ARC4,9,10,
parabrachial nucleus (PBN) neurons in the hindbrain11,12, and para-
ventricular hypothalamus (PVH) neurons13–15 (Supplementary Fig. 1).
It is unclear which of these pathways mediate the marked short-term
(,1 h) feeding behaviours evoked by AGRP neuron activation.

We used optogenetic and pharmacogenetic tools to examine these
complex, molecularly defined feeding circuits in genetically modified
mice. Our approach (Supplementary Fig. 2) involves first determining
connectivity and synaptic properties between molecularly defined
neurons. We then investigated functional consequences of mapped
synaptic connections by perturbing electrical activity in pre- and post-
synaptic cell types both independently and in concert while monitor-
ing the behavioural response. This is an experimental approach
derived from the logic of epistasis analysis16, used to order mutations
into functional pathways or to establish the functional significance of
protein interaction networks17. Here, we have extended this approach

to neuronal activity perturbations in order to establish the functional
significance of molecularly defined neural circuits in behaving mice.
Our results constrain existing circuit models and also reveal new
circuit connections that are directly involved in mediating acute
AGRP neuron-evoked feeding behaviour.

Intra-ARC connectivity and function
We first considered the interaction of AGRP neurons in a local circuit
with intermingled POMC neurons (Fig. 1a), a population that suppresses
food intake4,9. In light of functional opposition between these neurons,
their interaction has been implicated as a critical control point for
feeding behaviour18,19.

Channelrhodopsin-assisted circuit mapping20 was used to precisely
test the functional connectivity matrix of four possible direct synaptic
interactions between these two populations (Supplementary Fig. 3a).
ARCAGRPRARCPOMC connections were probed in Agrp-Cre;Pomc-
TopazFP bi-transgenic mice in which AGRP neurons were rendered
photo-excitable with channelrhodopsin-2 (ref. 21) fused to tdTomato
(ChR2:tdTomato), using a Cre recombinase (Cre)-dependent recom-
binant adeno-associated virus (rAAV)22 (Fig. 1a, b). In brain slices,
synaptic currents were recorded from POMC neurons while photo-
stimulating AGRP neurons and their axons, which evoked reliable
monosynaptic responses in all POMC neurons tested (n 5 19)
(Fig. 1b, c and Supplementary Fig. 4a–e). ARCAGRPRARCPOMC synapses
showed paired-pulse depression, indicating high release probability
(Supplementary Fig. 4f, g). Selective activation of ARCAGRPRARCPOMC

synaptic connections strongly inhibited POMC neuron activity (Fig. 1d).
This circuit connection was blocked by picrotoxin (PTX) (Fig. 1b), a
GABAA (gamma-aminobutyric acid) receptor antagonist, showing
that synaptic transmission and POMC neuron suppression required
GABA and further indicating that other neuromodulatory substances
released under these conditions are not sufficient to silence POMC
neurons (Supplementary Fig. 3c). In contrast, no synaptic responses
were observed for ARCAGRPRARCAGRP, ARCPOMCRARCAGRP, or
ARCPOMCRARCPOMC (but see ref. 23) connections tested with other
transgenic mouse line combinations (Fig. 1c, Supplementary Fig. 3 and
Methods). Axon-attached electrophysiological recordings confirmed
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that connection probability differences were not a consequence of
axonal photo-excitability discrepancies (Supplementary Fig. 5). Thus,
comprehensive dissection of connectivity in this molecularly defined
circuit reveals striking synaptic specificity.

To test acute behavioural consequences of the
ARCAGRPRARCPOMC inhibitory connection, we first investigated
the sufficiency of POMC neuron inhibition to influence feeding.
Cre-dependent rAAV22 was used to target the pharmacogenetic
activity silencer hM4D24 to POMC neurons in Pomc-Cre mice
(POMC-hM4D mice; Fig. 1e). An hM4D agonist, clozapine-N-oxide
(CNO, 10 mM), suppressed POMC neuron activity (Fig. 1f). However,
intraperitoneal administration of CNO (5 mg kg21) to POMC-hM4D
mice did not significantly alter food intake over 1 h (Fig. 1g and
Supplementary Fig. 6a, b). Chronic POMC neuron suppression
(24 h) did increase food intake, and this was dependent on efficient,
bilateral transduction of POMC neurons (Supplementary Fig. 6c–e).
Thus, POMC neuron suppression does not acutely activate feeding
behaviour but does influence long-term food intake.

We also tested the possibility that POMC neuron inhibition might
be required for AGRP-neuron-evoked eating. A traditional approach,

such as targeted injection of a GABAA receptor antagonist while
stimulating AGRP neurons, is not cell-type-specific and would release
from inhibition all neurons at the injection site (Supplementary Fig. 2c).
To overcome this lack of specificity, we developed a cell-type-specific
occlusion test to evaluate the behavioural necessity of inhibitory con-
nections between molecularly defined neuron populations by simulta-
neously co-activating AGRP and POMC neurons to surmount
ARCAGRPRARCPOMC inhibition (Fig. 1h and Supplementary Fig. 2c).

AGRP and POMC neurons in Agrp-Cre;Pomc-Cre bi-transgenic
mice were co-transduced with ChR2:tdtomato. We first determined
that ARCAGRPRARCPOMC inhibitory input could be overcome by
ChR2-mediated excitation in POMC neurons (Supplementary Fig. 7).
In behavioural experiments, co-activation of AGRP and POMC
neurons showed robust AGRP neuron-evoked feeding and rapid
latency to eat, even with high ChR2 transduction efficiency in POMC
neurons (Fig. 1i, j and Supplementary Fig. 7g, h). Therefore, suppres-
sion of POMC neuron activity by AGRP neurons is not required for
acute feeding.

Long-range AGRP neural circuit function
We next considered long-range synaptic targets of AGRP neurons8.
We focused on projections to the PVH in the hypothalamus and to the
PBN in the hindbrain because PVH lesions lead to hyperphagia and
obesity13, whereas pharmacological inhibition in the PBN promotes
feeding25 and rescues aphagia induced by AGRP neuron ablation11.
However, the relative role for these two projections in AGRP-neuron-
evoked feeding behaviour is uncertain. To directly examine these
circuits, we used rapid cell-type-specific activation of AGRP axons
in the PVH and the PBN.

ChR2-expressing AGRP axons were stimulated with light pulses
from an optical fibre placed above either the PVH or the PBN
(Fig. 2a). Photoactivation of ARCAGRPRPVH axons elicited food
intake with similar magnitude as stimulating AGRP-expressing somata
in the ARC (Fig. 2b). Conversely, ARCAGRPRPBN axon activation did
not significantly increase feeding (Fig. 2c, d). Moreover, for mice in
which optical fibres were placed above both the PVH and the PBN,
robust feeding was only evoked with illumination of the PVH, and
there was no significant correlation (r 5 0.17, P 5 0.68) for food intake
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optical fibre implanted over the PBN (the bilaterally transduced mice used in
b). Paired t-test. Values are means 6 s.e.m.
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during photostimulation of these two brain areas (Supplementary
Fig. 8a). We also observed that the proportion of AGRP-containing
axons co-expressing ChR2:tdtomato diverged between the PBN and
the PVH, with several rAAV-transduced mice showing ChR2-
penetrance biased to the PVH (Supplementary Fig. 8b and see
Methods). The dissociation of ChR2-penetrance in AGRP axons
between these two brain regions was also apparent from linear regression
analysis (r 5 0.83, P 5 0.006; y-intercept . 0, P 5 0.01, Supplemen-
tary Fig. 8b), indicating that not all PVH-projecting AGRP neurons
also project to the PBN. Moreover, ARCAGRPRPVH activation evoked
feeding in mice with modest ChR2-penetrance to AGRP axons,
whereas ARCAGRPRPBN-evoked feeding was not clearly evident even
with high ChR2-penetrance (Supplementary Fig. 8c). Therefore,
activation of axons in and around the PVH is substantially more effec-
tive than those in the PBN for acute, AGRP-neuron-mediated induc-
tion of feeding behaviour. In light of these findings, we investigated
ARCAGRPRPVH circuit properties and their relationship to food seek-
ing and consumption behaviour.

ARCAGRPRPVH synapse properties
Feeding evoked by activation of AGRP axons in the PVH does not
conclusively demonstrate that the PVH is the downstream target. This
behavioural effect may also involve activation of AGRP neuron
axons-of-passage and antidromic action potentials that could activate
AGRP neuron projections to other brain regions. To address this, we
investigated AGRP neural circuit connections in the PVH.

We first determined whether AGRP axons in the PVH made
synapses that could influence PVH neuronal function. Immuno-
histochemical analysis revealed AGRP-containing synaptic release
sites in the PVH (Supplementary Fig. 9a). Functional synaptic
connectivity was measured with channelrhodopsin-assisted circuit
mapping20 in the PVH. Photostimulation of AGRP axons evoked
synaptic currents in PVH neurons (29/61 cells, 48%). These responses
were blocked by PTX (9/9 cells), indicating that they were mediated by
GABA (Fig. 3a).

GABA-releasing synapses can have specializations that are
essential to their circuit function26,27. Optogenetic methods were
used to characterize ARCAGRPRPVH synaptic connections. The
most prominent synaptic characteristic was a barrage of delayed
asynchronous inhibitory postsynaptic currents (IPSCs) that continued
for up to 1 s following AGRP axon stimulation by a single 1 ms light
pulse (Fig. 3b). This property was also observed in other AGRP neuron
projection targets (Fig. 1b and Supplementary Fig. 10). These experi-
ments were performed with glutamate receptor antagonists to minimise
possible network interactions, and multiple lines of evidence demon-
strate that asynchronous release is not a result of photostimulation
artefacts (Supplementary Fig. 9). Moreover, axon-attached recordings
show that each photostimulus elicits only one axonal action potential
(Supplementary Fig. 5).

Asynchronous release increased during repetitive stimulation of
ARCAGRPRPVH projections and synapses quickly developed a slow
(DC) component27 that did not return to baseline between the optical
stimuli (Fig. 3c, d). Moreover, GABA continued to be released follow-
ing the stimulus train, and the final IPSC decayed nearly 30-fold more
slowly than the underlying ARCAGRPRPVH quantal IPSCs (Fig. 3e
and Methods), which corresponded to a large increase in charge trans-
fer to the postsynaptic neuron after the evoked synchronous IPSC of
the last photostimulus (Fig. 3f). Both aspects of asynchronous release
were significantly reduced with the membrane-permeable calcium
buffer, ethylene glycol-bis(b-aminoethyl)-N,N,N9,N9-tetraacetoxymethyl
ester (EGTA-AM, 100mM), indicating that accumulation of free calcium
in the synaptic terminal contributes to this property (Fig. 3e, f).

Prolonged asynchronous GABA release at ARCAGRPRPVH
synapses reduced both spontaneous (Fig. 3g) and evoked (Supplemen-
tary Fig. 11) PVH excitability for hundreds of milliseconds follow-
ing IPSCs, a timescale often associated with neuromodulation, but

mediated here solely by action at ionotropic GABA receptors
(Fig. 3g and Supplementary Fig. 11d). This property confers strong
inhibition to these synapses, which can influence postsynaptic activity
for hundreds of times longer than each AGRP neuron action potential.

Sufficiency and necessity of ARCAGRPRPVH
Multiple observations suggest that AGRP neurons increase feeding, in
part, by inhibiting neurons in the PVH: ARCAGRPRPVH synaptic
connections are specialized to strongly inhibit postsynaptic targets
(Fig. 3), this projection is associated with AGRP neuron-evoked
eating (Fig. 2), and we have found that food deprivation increases
inhibitory synaptic drive onto PVH neurons (Supplementary Fig. 12).
Also, GABAA receptor agonist injections around the ventral thalamus
and medial hypothalamus lead to eating28. Therefore, we investigated
the causal relationship between feeding behaviour and selective PVH
neuron inhibition.

The gene Sim1 is expressed with regional selectivity in nearly all
PVH neurons29. We used Sim1-Cre transgenic mice to target the
neuronal silencer, hM4D, to neurons in the PVH (SIM1-hM4D mice,
Fig. 4a). CNO significantly suppressed SIM1 neuron electrical activity
(Supplementary Fig. 13a, b). In SIM1-hM4D mice, CNO increased
food intake (Fig. 4b, c and Supplementary Fig. 13c), similar to AGRP
neuron photostimulation4 and in marked contrast to POMC neuron
silencing (Fig. 1g).

Because hM4D acts through a Gi-coupled signalling pathway, the
effect on feeding might not be a direct result of neuronal inhibition.
Therefore, we used an alternative pharmacologically selective neuronal
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silencer system which can effectively mimic prolonged ionotropic
GABA receptor activation by directly increasing chloride conduc-
tance30. Silencing SIM1 neurons with PSAML141F–GlyR chimaeric
ion channels and a cognate selective ligand (PSEM308) also rapidly
evoked feeding (Supplementary Fig. 13d, e). Both of these experiments
are consistent with acute PVH inhibition as an important contributor
to AGRP neuron-evoked feeding behaviour.

Deprivation-induced hunger and AGRP neuron activation are
both associated with an increased willingness to work for food5,31.
To explore whether AGRP neural circuits could be used to identify
new motivationally-sensitive brain regions, we compared the motiva-
tional shift induced by AGRP neuron activation, SIM1 neuron
silencing and food deprivation in an instrumental lever press task.
We used progressive ratio (PR) food pellet reinforcement, where the
highest reinforcement schedule attained is termed the break point, a
measure of motivation31. Well-fed AGRP-ChR2 and SIM1-hM4D
mice both increased break point during either AGRP neuron activa-
tion or SIM1 neuron silencing (Fig. 4d), but not in control mice
(Supplementary Fig. 13f). Together, these results show that both food
seeking and food consumption responses to AGRP neuron activation
are replicated by suppressing the electrical activity of SIM1 neurons.
Moreover, circuit mapping approaches allowed us to identify the
PVH, which has not been previously implicated in instrumental res-
ponses for reinforcement, as a motivationally important brain region.

We also tested the necessity of this circuit connection for elevated
food intake using co-activation of SIM1 neurons to selectively overcome
ARCAGRPRPVH inhibition (Fig. 4e). In PVH-containing brain slices
from Agrp-Cre;Sim1-Cre bi-transgenic mice where both neuron popu-
lations were virally transduced to express ChR2, we determined that
co-stimulation of SIM1 neurons along with AGRP axons overcame the
inhibitory response from ARCAGRPRPVH projections (Supplemen-
tary Fig. 13h). In vivo, co-stimulation of ARCAGRPRPVH projections
and SIM1 neurons completely suppressed AGRP neuron-evoked
eating (Fig. 4f). Post hoc analysis showed that AGRP neurons were
still activated under these conditions (Fos1/ChR21: 77 6 2%, n 5 3).
Thus, PVH inhibition is both necessary and sufficient for acute feeding
evoked by ARCAGRPRPVH axon projections.

ARCAGRPRPVHOXT connectivity and function
The PVH is a heterogeneous brain structure with different cell
types32,33. Within the PVH, oxytocin (OXT) neuron loss-of-function
is implicated in Prader–Willi syndrome34 and also as a consequence of
SIM1 mutations29,35,36, both of which are associated with overeating
and obesity in people. To refine ARCAGRPRPVH connectivity, we
investigated OXT neurons as potential postsynaptic targets of this
inhibitory projection.

Functional circuit mapping experiments showed that OXT
neurons, a small subpopulation of PVH neurons33 identified in Agrp-
Cre;Oxytocin-Gfp bi-transgenic mice, showed substantially higher
connection probability with AGRP neurons (12/17 cells, 71%) than
for neighbouring unlabelled neurons (6/18 cells, 33%; Supplemen-
tary Fig. 14a–c). Despite its prominence, this ARCAGRPRPVHOXT

connection has not been previously described, in part due to the
difficulty of conclusively demonstrating cell type-specific synaptic
connections without optogenetic electrophysiological methods. In
addition, the ARCAGRPRPVHOXT circuit was strongly inhibitory
(Supplementary Fig. 14d), therefore AGRP neurons may activate feed-
ing through inhibition of OXT neurons.

We tested the behavioural necessity of this circuit by occlusion of
synaptic inhibition at this molecularly defined circuit connection with
co-activation of OXT neurons and AGRP neuron projections. OXT
neurons were rendered photo-excitable by transduction with rAAV
expressing ChR2:tdTomato from an oxytocin promoter fragment37,38

(Supplementary Fig. 14e–h), and in vivo photostimulation increased
Fos expression selectively in OXT neurons (Supplementary Fig. 14i, j).
Photostimulation over the PVH containing both ChR2-expressing
OXT neurons and AGRP axons strongly suppressed evoked feeding
(Fig. 5a, b).

To confirm that suppression of feeding was dependent on
ARCAGRPRPVHOXT circuit connectivity and not an autonomous
OXT neuron pathway, we used a cell-type-specific circuit disconnec-
tion strategy. Because ARCAGRPRPVH projections are lateralised
(,3:1 ipsilateral:contralateral projection bias), we stimulated unilaterally
transduced OXT neurons either ipsilateral or contralateral to the
side of unilateral AGRP neuron transduction (Fig. 5c). Ipsilateral
OXT neuron stimulation significantly suppressed ARCAGRPRPVH
stimulation-induced feeding and contralateral OXT neuron stimulation
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did not (Fig. 5d, e and Supplementary Fig. 14k). Occlusion of the
ipsilateral ARCAGRPRPVHOXT circuit is probably an underestimate
because ARCAGRPRPVH projections are not strictly ipsilateral.
Notably, bilateral stimulation of OXT neurons alone in food-deprived
mice during re-feeding, which is mediated by multiple cell types and
circuits, did not significantly reduce consumption (Supplementary
Fig. 14l), thus the anorexigenic effect of OXT neuron activation is most
apparent during selective activation of AGRP axons in the PVH. All
together, these experiments identify the molecularly defined circuit
projection ARCAGRPRPVHOXT as a synaptic pathway for AGRP
neurons in the PVH and demonstrate an important role for this
connection in AGRP-neuron-evoked eating.

Pharmacological analysis of evoked feeding
A remaining question concerns the relative behavioural contribution
of GABA and neuropeptides released by AGRP neurons. We previ-
ously showed that the neuromodulator AGRP was not necessary for
acute feeding behaviour4, but a role for co-released NPY is possible
because this peptide potently activates feeding when injected to
the PVH39. Initial circuit characterization experiments using
Npy2/2 mice to address the necessity of NPY release showed marked
strengthening of GABA signalling in ARCAGRPRPVH circuitry (con-
nectivity rate, Agrp-Cre: 48%, Agrp-Cre;Npy2/2: 69%; paired-pulse
ratio, Agrp-Cre: 0.81 6 0.08, n 5 24; Agrp-Cre;Npy2/2: 0.46 6 0.09,
n 5 28; P 5 0.01, unpaired t-test), likely due to substantial develop-
mental compensation in these circuits. Therefore, to probe the con-
tribution of these transmitters to ARCAGRPRPVH neuron-evoked
food intake while minimizing compensatory effects, we pharmacolo-
gically blocked GABAA receptors and NPY1R in the PVH during
ARCAGRPRPVH axon activation. Blockade of either receptor
strongly inhibited evoked food intake during ARCAGRPRPVH
photostimulation (Fig. 6a, b), indicating that concerted signalling
through both receptor types was essential for the behavioural effects
of AGRP axon activation in the PVH.

Robust pharmacological suppression of feeding in the
ARCAGRPRPVH circuit allowed us to use pharmacology to examine
the overall necessity of this projection pathway in the context of
somatic AGRP neuron-evoked eating, which is expected to activate
all AGRP neuron circuit projections. For this, we activated AGRP
neurons, using the pharmacogenetic activator hM3D with its ligand
CNO5,24, and blocked either GABA or NPY signalling in the PVH
(Fig. 6c). GABAA or NPY1R antagonists in the PVH significantly
reduced food intake during AGRP neuron activation (Fig. 6d).
These results indicate that, even with brain-wide activation of
AGRP neural circuits, signalling in the PVH is critical and involves
both GABAA and NPY receptors. Strikingly, though, in these experi-
ments, and in contrast to ARCAGRPRPVH projection activation,
feeding remained significantly above baseline (Fig. 6d). Thus,
although our results show that AGRP neuron-evoked eating is
mediated, in part, by the PVH, there are additional behaviourally
important circuits awaiting further investigation.

Discussion
Hunger is mediated by neural circuits that integrate visceral signals of
energetic state and consequently regulate physiology and behaviour.
Applying optogenetic circuit mapping, we determined functional
connectivity from starvation-sensitive AGRP neurons to synaptic
targets with cell type-specific precision and then evaluated the func-
tional significance of these connections for feeding behaviour by
manipulating the circuit nodes independently or together in behaving
mice (Supplementary Fig. 15a). Based on these experiments and
the results of others, three distinct functions can be assigned to
anatomically separate projection fields of AGRP neurons (Sup-
plementary Fig. 15b). 1) We show directly that AGRP neurons
strongly inhibit POMC neurons, which do not acutely regulate feed-
ing behaviour. However, cell type-specific activation4 and silencing
experiments indicate that they likely regulate longer-term feeding
responses. 2) We find prolonged inhibition of PVH neurons by
synapses from AGRP axons. Suppression of PVH neurons is sufficient
for acute AGRP neuron-evoked eating, which also includes the
motivational consequences of AGRP neuron activation. In addition,
the ARCAGRPRPVH circuit projection is necessary for a significant
portion of AGRP neuron-evoked eating; however other brain regions
likely contribute. 3) Finally, AGRP neuron projections targeting the
parabrachial nucleus (PBN) in the hindbrain do not directly activate
feeding, but instead they restrain visceral malaise that results from
AGRP neuron ablation11. Future experiments could investigate the
possibility that this is due to separate AGRP neuron subpopulations in
the ARC with different axonal projection patterns. In any event,
multiple mechanisms involved in hunger are dissociated into distinct
behavioural modules by anatomically separate AGRP neuron axonal
projections.

These experiments also support an important link between
forebrain and hindbrain control of feeding behaviour. In the fore-
brain, we have identified OXT neurons as a key target of AGRP
neurons for controlling acute feeding behaviour. OXT potently
suppresses feeding when delivered to the brain but not the periphery40,
thus non-neuroendocrine OXT neurons, which project to the
hindbrain and spinal cord33,41, likely mediate these anorexigenic effects.
Oxytocin signalling enhances hindbrain responses to circulating
satiety signals42, and genetic disruption of synaptic release from OXT
neurons43 or ablation of OXT receptor-expressing hindbrain neurons
both lead to overeating44. Loss of OXT neurons is also associated with
both Prader–Willi syndrome and SIM1 mutations, each of which lead
to insatiable hunger in people, presumably due to a disrupted satiety
response29,34–36. These experiments define a circuit for voracious AGRP
neuron-evoked eating and link these neurons that regulate energy
homeostasis to hindbrain-projecting neurons involved with human
genetic conditions that lead to remarkably similar characteristics to
the evoked behaviour: profound hunger, motivation for food, and
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resultant obesity. This mechanistic relationship implies that AGRP
neuron activation may be a behavioural model that could be used to
explore therapeutic approaches to overeating observed in these condi-
tions. Further investigation into the ‘‘hunger modules’’ described here
using cell type-specific mapping and manipulation techniques will
permit elaboration of this circuit framework for feeding regulation
and provide insight into this behaviour under healthy conditions
and in association with overeating disorders.

METHODS SUMMARY
All experimental protocols were conducted according to US National Institutes of
Health guidelines for animal research and were approved by the Institutional
Animal Care and Use Committee at Janelia Farm Research Campus.
Optogenetic experiments. Light was delivered to the brain through an optical
fibre positioned ,0.8 mm from the targeted region. The light power exiting the
fibre (10–15 mW) was estimated to correspond to .2.0 mW mm22 at the ARC,
PVH or PBN. The photostimulation protocol was 10 ms pulses, 20 pulses for 1 s,
repeated every 4 s for 1 h.

Full Methods and any associated references are available in the online version of
the paper.
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METHODS
All experimental protocols were conducted according to US National Institutes of
Health guidelines for animal research and were approved by the Institutional
Animal Care and Use Committee at Janelia Farm Research Campus.
Mice. Animals were housed on a 12 h light (06:00)/dark (18:00) cycle with ad libitum
access to water and mouse chow (PicoLab Rodent Diet 20, 5053 tablet, TestDiet),
unless otherwise noted. Agrp-Cre45, Agrp-IRES-Cre19, Pomc-Cre46, Sim1-Cre14,
Oxytocin-Gfp47, Pomc-TopazFP48, NPY-SapphireFP48, Npy2/249 mice have been
described previously. In most cases, behavioural experiments were with male mice.
Females were used for some SIM1 neuron silencing experiments (6/19, Fig. 4). Most
experiments used Agrp-Cre45 mice, except experiments in Fig. 2b (subset), Figs 2c, d,
6 and Supplementary Fig. 8, which were performed with Agrp-IRES-Cre19 mice.
Viral vectors. rAAV2/1-CAG-FLEX-rev-ChR2:tdTomato was described previ-
ously22. The rAAV-CAG-FLEX-rev-hM4D:2a:GFP vector was prepared by
ligating hM4D and EGFP with an intervening DNA fragment for a 2a peptide
from Porcine teschovirus (GSGATNFSLLKQAGDVEENPGP), which was
inserted into the rAAV2-CAG-FLEX backbone in an inverted orientation.
rAAV2/1-hSyn-FLEX-rev-hM3D:mCherry was from the UNC viral core facility.
For rAAV2-Oxytocin-ChR2:tdTomato, we used a mouse oxytocin promoter frag-
ment (2600 to 21, forward: 59-CAAGGCCAGCCTGGTCTACACAGCAGG-39,
reverse: 59-GGCGATGGTGCTCAGTCTGAGATCCGC-39), followed by the
Promega chimaeric intron and ChR2:tdTomato, which were ligated into an
rAAV2 backbone. Viral vectors were produced by the University of
Pennsylvania Gene Therapy Program Vector Core or the Janelia Farm
Molecular Biology Core Facility.
Viral injections and fibre placement. Viral injections were performed as
described previously22 (P21–P25 for electrophysiological recordings, P40–P50
for behavioural experiments). ARC coordinates: bregma 21.2 mm, midline
10.2 mm; dorsal surface 25.85 mm and 25.75mm. PVH coordinates: bregma
20.7 mm; midline 60.3 mm; dorsal surface 24.5 mm and 24.3 mm. For beha-
vioural experiments that required photostimulation, a guide cannula was inserted
(ARC, 4.5 mm, 26GA; PVH, 3.5 mm, 26GA). For PVHOXT neuronal activation,
cannula placement was through a midline craniotomy. For PBN/PVH photo-
stimulation in the same mouse, adult male Agrp-IRES-Cre19 animals were
bilaterally transduced in the arcuate nucleus with rAAV2/1-CAG-FLEX-rev-
ChR2:tdTomato (600 nl). Ferrule-capped fibres (see below) were implanted over
the PVH (bregma: 20.7 mm, midline: 10.3 mm; dorsal surface: 24.0 mm) and
PBN (bregma: 25.8 mm, midline: 10.9 mm; dorsal surface: 22.75 mm).

Grip cement (DENTSPLY) was used to anchor the guide cannula or ferrule-
capped fibres to the skull. When needed, a dummy cannula (33GA, Plastics One)
was inserted to keep the fibre guide from getting clogged. Postoperative analgesia
was provided (ketoprofen, 5 mg kg21). After surgery, mice were allowed 14–
20 days for recovery and transgene expression.
Pharmacology. Antagonists: GABAA (picrotoxin, 50 mM, Sigma), GABAB

(saclofen, 50 mM, Tocris), ionotropic glutamate receptors (AP-5, 50 mM;
CNQX, 10 mM; Sigma), NPY1R (PD160170, 1mM, Tocris), NPY2R (BIEE
0246, 0.5 mM, Tocris), and NPY5R (CGP 71683, 10mM, Tocris), voltage-gated
sodium channels (tetrodotoxin, TTX, 1mM, Sigma). Saclofen was included to
prevent potential metabotropic GABAB receptor-mediated modulation of the
postsynaptic neuron. Agonist: CNO (10 mM, BioMol). Pharmacological agents
were bath-applied with gravity perfusion.
Electrophysiology and circuit mapping. Experimental techniques were similar
to those reported previously22. Detailed conditions for circuit mapping experi-
ments in brain slices are in Supplementary Table 1. Coronal brain slices were
prepared in chilled cutting solution containing (in mM): 234 sucrose, 28
NaHCO3, 7 dextrose, 2.5 KCl, 7 MgCl2, 0.5 CaCl2, 1 sodium ascorbate, 3 sodium
pyruvate and 1.25 NaH2PO4, aerated with 95% O2/5% CO2. Slices were trans-
ferred to artificial cerebrospinal fluid (aCSF) containing (in mM): 119 NaCl, 25
NaHCO3, 11 D-glucose, 2.5 KCl, 1.25 MgCl2, 2 CaCl2 and 1.25 NaH2PO4, aerated
with 95% O2/5% CO2. Slices were incubated at 34 uC (30 min) and then main-
tained and recorded from at room temperature (20–24 uC). The intracellular
solution for voltage clamp recordings contained (in mM): 125 CsCl, 5 NaCl,
10 HEPES, 0.6 EGTA, 4 Mg-ATP, 0.3 Na2GTP, 10 lidocaine N-ethyl bromide
(QX-314), pH 7.35 and 290 mOsm l21. The holding potential for voltage clamp
recordings was -60 mV unless otherwise indicated. The intracellular solution for
current clamp recordings contained (in mM): 125 potassium gluconate, 6.7 KCl,
10 HEPES, 1 EGTA, 4 Mg-ATP, 10 sodium phosphocreatine (pH 7.25;
290 mOsm l21), ECl 5 275 mV. In a subset of experiments potassium gluconate-
based internal solution was used for voltage clamp recordings. In most intracellular
recordings, internal solutions contained GDP-bS (0.5 mM, Sigma).

For brain slice photostimulation, a laser (473 nm) was used to deliver light
pulses ranging from 0.1 to 1 mW at the specimen. Laser power was monitored

with a photodiode for each light pulse. Light pulse duration (1 ms) was controlled
by a Pockels cell (ConOptics) and a mechanical shutter (Vincent Associates). A
focal spot was targeted onto the specimen with two scanning mirrors (Cambridge
Technology) through 43 or 633 objectives.

For electrical stimulation, a field electrode was placed within the ARC (for
measurements from ARC) or adjacent to the third ventricle to activate the
ascending fibre tract (for measurements from the PVH). Half-maximal stimulus
strength was used for asynchronous release or paired-pulse ratio measurements.

Loose-seal, cell-attached recordings (seal resistance, 20–70 MV, aCSF internal)
were made in voltage clamp with holding current maintained at zero. Most
neurons fired spontaneously. For measuring ARCAGRPRARCPOMC and
ARCAGRPRPVHOXT influence on spontaneous firing rate, the postsynaptic
neurons were recorded while ChR2-expressing axons were photostimulated in
the absence of any blockers (Supplementary Fig. 3c and Supplementary Fig. 14d)
or in the presence of NPY1R, NPY5R and GABAB receptor blockers (Fig. 1d and
Fig. 3g). hM4D-dependent neuronal silencing was tested in POMC and SIM1
neurons in the presence of glutamate and GABAA receptor blockers.

For axon-attached recordings, an aCSF-filled recording electrode (8–10 MV)
was used, and ionotropic glutamate and GABAA receptors were blocked. After a
subset of recordings, TTX (1mM) was used to confirm that signals were due to
action potentials. AGRP or POMC axons in the PVH were identified and targeted
by tdTomato fluorescence.

For asynchronous release measurements, CNQX, AP5 and saclofen were
present. Asynchronous release was also prominent in the absence of saclofen
(Fig. 1b and Fig. 3b). For analysis of asynchronous release, traces from 8–10 trials
were averaged. The DC component during photostimulation was calculated by
measuring the current amplitude 2 ms before each photostimulus and was
normalized to the peak amplitude of the first synchronous synaptic response
(Fig. 3d). Decay times for the delayed asynchronous component in the train
stimulus were calculated by a single exponential fit starting 100 ms following last
light pulse (Fig. 3e). Cumulative charge from delayed release was calculated as the
total area under the averaged traces 100 ms–3 s following last pulse (Fig. 3f). For
baseline charge transfer a 3 s pre-stimulus window was used.

Quantal amplitude measurements (Fig. 3e) were performed under the same
conditions as above except that, in the aCSF, 2 mM Ca21 was replaced by 2 mM
Sr21. Quantal events were chosen from a window immediately following
stimulation until the event frequency dropped to three times above the baseline
spontaneous event frequency.
In vivo photostimulation. Components for food consumption monitoring and
photostimulation were similar to those reported previously4. Light was delivered
to the brain through an optical fibre (200mm diameter core; BFH48-200-
Multimode, NA 0.48; Thorlabs), which was implanted through the fibre guide
the day before photostimulation. The fibre tip was positioned to a distance of
,0.8 mm from the targeted region. The relationship of light scattering and
absorption in the brain as a function of distance has been described previously50.
Using this relationship, the light power exiting the fibre tip (10–15 mW) was
estimated to correspond to .2.0 mW mm22 at the ARC or PVH. For optical
delivery of light pulses with millisecond precision to multiple mice, the output
from a diode laser (473 nm, Altechna) was split into eight beams using a com-
bination of 50/50 beam splitters and turning mirrors (Thorlabs). The main output
beam from the diode laser was controlled using an acousto-optic modulator
(AOM) (Quanta Tech, OPTO-ELECTRONIC) to generate light pulses that were
launched into separate fibre ports (PAF-X-5 or PAF-X-7, Thorlabs) and their
corresponding optical fibres. Using these components, eight mice could be
simultaneously photostimulated. For all in vivo photostimulation experiments
the same pulse protocol was used: 10 ms pulses, 20 pulses for 1 s, repeated every 4 s
for 1 h.

For ARCAGRPRPVHOXT photostimulation experiments in which ipsilateral
and contralateral sides were dissociated (Fig. 5), mice with missed injections,
bilateral injections (either in ARC or PVH) or low Fos expression in AGRP
neurons were excluded.

For bilateral OXT neuron photostimulation following food deprivation,
(Supplementary Fig. 14l) experiments were performed in mice bilaterally infected
with rAAV2/1-Oxytocin-ChR2:tdTomato that were food deprived for 24 h.
Before re-feeding (5 min), photostimulation was initiated through a cannula
placed over the PVH midline. Mice were allowed ad libitum access to food for
2 days after which OXT neurons were photostimulated again for 1 h. Immediately
following photostimulation, mice were perfused and their brains were fixed,
sectioned, and stained for Oxt- and Fos-immunoreactivity (Supplementary Fig. 14i).

For experiments in which ARCAGRPRPVH and ARCAGRPRPBN projection
stimulation were in the same animal, fibres were capped with 1.25 mm OD
zirconia ferrules (see http://syntheticneurobiology.org/protocols/protocoldetail/
35/9), implanted into the brain, and affixed to the skull of the animal with dental
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cement. For light delivery, the implanted ferrule-capped fibre was coupled to
another optical fibre with a matching 1.25 mm OD zirconium ferrule using a
zirconium sleeve.
Pharmacology of AGRP-neuron-evoked feeding. Surgeries and photostimula-
tion were similar to ARCAGRPRPVH stimulation experiments as described above
except that cannula placement over the PVH was 0.25 mm lateral to the midline
with other coordinates being the same. Prior to photostimulation (210 min),
vehicle (0.15 M saline, DMSO (10%), glacial acetic acid (2.5%)), NPY1R antagonist
(BIBO-3304, 3mg, Tocris), or GABAA receptor antagonist (bicuculline methiodide,
2.5 pmol, Sigma) were delivered on separate days through the same cannula that
was used for fibre implantation. Antagonist injections were on the second or
third day, counterbalanced between groups. Injections (50 nl) were through an
injection cannula (33 gauge) coupled to a Hamilton syringe that was driven by a
Narishige micromanipulator (,30 nl per minute). Animals were subsequently
photostimulated (1 h).

PVH pharmacology experiments with the hM3D neuronal activator were
performed as above, except that, instead of light delivery, mice were injected
with CNO (intraperitoneal, 0.3 mg kg21, also see below) immediately before
intracranial antagonist injection. Two animals had cannula blockage on the final
day of injection (condition: bicuculline methiodide followed by photostimula-
tion) and were eliminated from this analysis group.

In separate mice, the effective concentration of BIBO-3304 was determined by
the ability to block food intake evoked by NPY (70 pmol, Sigma) injection into
the PVH. Consistent with earlier reports51, NPY-dependent food intake was
suppressed. We further confirmed that this concentration does not induce a
nonspecific inhibition of overall feeding response, by delivering the same dose
into the PVH of 24 h food-deprived animals. Whereas 3 mg BIBO-3304 effectively
blocked NPY-induced food intake, it did not significantly decrease re-feeding
after deprivation, although there was a trend for reduced food intake
(Supplementary Fig. 16).
Neuron silencing. For hM4D-dependent silencing experiments, rAAV2/1-CAG-
FLEX-rev-hM4D:2a:GFP virus injections were made bilaterally. Mice with total
misses or unilateral injections were excluded from analysis after post hoc
examination of GFP expression. CNO (5 or 0.3 mg kg21) or saline was delivered
by intraperitoneal injection. Control saline injections contained an equivalent
amount of DMSO (0.6%). Consistent with a previous report5, we found that
CNO injection alone did not stimulate food intake in uninfected mice (data
not shown).

For PSAML141F–GlyR silencing experiments in SIM1 neurons, we bilaterally trans-
duced Sim1-Cre mice with rAAV-Synapsin-FLEX-rev-PSAML141FGlyR:IRES:EGFP
as described above for hM4D transduction of the PVH. A cognate ligand for this
chimaeric chloride channel, PSEM308 (5 mg kg21) was dissolved in saline and
administered intraperitoneally. Food intake was measured before (Pre) and after
PSEM308 administration (1 h each). PSEM308 (5 mg kg21) was also administered to
untransduced control mice.
Progressive ratio task. For the entire training protocol, all animals were main-
tained under ad libitum fed conditions, and were never pre-exposed to food
deprivation or neuronal manipulation before the days on which these were tested.
Agrp-Cre or Sim1-Cre mice were first acclimated to handling and were exposed to
the testing arena in three sessions, where they became familiar with the pellet
delivery system and food retrieval. To continue training, each animal had to
consume at least 5 pellets from the food hopper on the last session. Animals were
then trained to perform lever pressing for food pellets.

The response lever was placed adjacent to the food delivery cup. Animals were
allowed one hour in the arena to perform fixed ratio (FR)1, FR3, and FR5, each for
3 days. After five training sessions, animals that were not pressing a lever suffi-
ciently to earn at least three food pellets, were eliminated from further training
and testing. To test whether lever pressing was reinforcer-directed, a second
identical but inactive lever was placed in the arena on the opposite side of the
food delivery cup on the third FR3 session. In successive training and experi-
mental sessions, the inactive lever was rarely pressed as it never led to a food
reinforcer.

For AGRP neuron activation experiments, break point testing was performed
on a progressive ratio-2 schedule, such that each successive food reward increased
the lever-press schedule by two additional responses. Break point is defined here
as the lever-press schedule reached at the end of the one hour session52. The
following day, an optical fibre was inserted into the guide cannula. The animal
was allowed 1 h in its home cage to habituate after handling. After transfer to the
behavioural test cage, the progressive ratio schedule was repeated in the ad
libitum fed animal with photostimulation. The following day, food was removed
from the home cage (24 h) with water freely available, followed by a break point
test under food deprived conditions. After allowing at least 3 days for ad libitum
repletion, the break point was tested again.

Progressive ratio experiments for SIM1 neuron silencing were performed
similarly, except that each test session was extended to 2 h due temporal variability
for pharmacogenetic experiments following intraperitoneal injection. Due to the
increased session length, a PR3 schedule was used to prevent satiation. Mice
received saline injections in each test session except the day in which behavioural
effect of SIM1 neuron silencing was tested. On that day they received a single dose
of CNO (5 mg kg21, intraperitoneally) immediately before being placed in the test
cage. The experimenter was blind to the ChR2 or hM4D expression of the subjects,
which was revealed after post hoc histology.

Image analysis of PVH-selectivity for SIM1 neuron transduction with hM4D
was in Image-J. Confocal images across the rostro-caudal axis, included the PVH
as well as neighbouring structures (1.3 mm 3 1.3 mm), were subjected to the
automated thresholding function, and total thresholded surface area was measured.
Fluorescence within and outside of the PVH was calculated (n 5 6 mice). hM4D-
transduced SIM1 neurons were primarily located within the PVH (84 6 2% of total
fluorescence, n 5 6 mice), and there was a negative correlation between break point
and the small proportion of scattered hM4D-expressing neurons that extended
outside the PVH (r 5 20.7, Supplementary Fig. 13g).
Antibodies. Anti-AGRP (1:5,000, goat, Neuronomics), anti-AGRP (1:2,000, rat,
Neuronomics), anti-Fos (1:5,000, rabbit, Santa Cruz), anti-aMSH (1:500, sheep,
Millipore), anti-POMC (1:200, rabbit, Phoenix Pharmaceuticals), anti-oxytocin
(1:3,000, mouse, Abcam), anti-synapsin I (1:1,000, rabbit, Millipore), anti-
tdTomato (1:20,000, guinea pig, Covance), anti vGat (1:2,000, rabbit, SySy).
Fluorophore-conjugated secondary antibodies were from Invitrogen and
Jackson Immuno. Antibodies were diluted in phosphate buffered saline, 1%
BSA, 0.1% Triton X-100.
Immunohistochemistry and imaging. After mice were used for behavioural
experiments, they were transcardially perfused with 4% paraformaldehyde
0.1 M phosphate buffer fixative. Tissue was post-fixed in this solution for 4–5 h
and washed overnight in phosphate buffered saline (pH 7.4). Brain sections
(50mm) were processed for immunohistochemistry, mounted on glass slides
using VECTASHIELD mounting medium with 49,6-diamidino-2-phenylindole
(DAPI), and coverslipped for imaging.

Photostimulation experiments were confirmed by post hoc Fos quantification.
After experiments were complete, mice were photostimulated (1 h) in the absence
of food and immediately processed for perfusion, followed by sectioning as
described above. Transduction of AGRP, SIM1 or OXT neurons was evaluated
by the expression of ChR2-tdtomato. After anti-Fos immunohistochemistry,
nuclei were stained with DAPI, and confocal images (2 mm thickness, 5 images)
were collected using a 203 (0.8 N.A.) objective, and ChR2 neurons were counted
in a single section at the centre of the stack (stacks above and below were also
examined to minimise false-negative reporting of Fos expression). Only cells that
clearly had a nucleus demarcated by the presence of DAPI staining and
surrounded by membrane-localized ChR2-tdtomato fluorescence were included.
A subset of those neurons also had Fos-immunoreactivity overlapping with
DAPI, and these neurons were taken as Fos-positive ChR2 neurons. Large
DAPI-positive nuclei without any surrounding tdtomato fluorescence were con-
sidered ChR2-negative neurons. For each mouse, Fos-positive counts from three
sections were averaged across the rostral-caudal axis of the ARC or PVH.
Axonal ChR2-penetrance. To quantify axonal ChR2-penetrance for PVH/PBN
stimulation experiments, brain slices were immunostained for tdTomato to
enhance detection, and confocal images were collected. The percentage of
AGRP-containing varicosities transduced with ChR2:tdtomato in the PVH and
the PBN were calculated using automated varicosity-detection in Vaa3D53

(confirmed by manual inspection). At least 300 varicosities from three distinct
sections along the rostral-caudal axis of the PVH and the PBN were analysed from
each animal.
Statistics. Values are represented as means 6 s.e.m. P values for pair-wise com-
parisons were calculated by two-tailed Student’s t-test. P values for comparisons
across more than two groups were adjusted with the Holm–Sidak correction.
Linear regressions and tests involving one-way and two-way ANOVA with one
factor repetition were calculated with SigmaPlot (Systat). n.s. P . 0.05, *P , 0.05,
**P , 0.01, ***P , 0.001.
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Gut microbiota composition correlates
with diet and health in the elderly
Marcus J. Claesson1,2*, Ian B. Jeffery1,2*, Susana Conde3, Susan E. Power1, Eibhlı́s M. O’Connor1,2, Siobhán Cusack1,
Hugh M. B. Harris1, Mairead Coakley4, Bhuvaneswari Lakshminarayanan4, Orla O’Sullivan4, Gerald F. Fitzgerald1,2,
Jennifer Deane1, Michael O’Connor5,6, Norma Harnedy5,6, Kieran O’Connor6,7,8, Denis O’Mahony5,6,8, Douwe van Sinderen1,2,
Martina Wallace9, Lorraine Brennan9, Catherine Stanton2,4, Julian R. Marchesi10, Anthony P. Fitzgerald3,11, Fergus Shanahan2,12,
Colin Hill1,2, R. Paul Ross2,4 & Paul W. O’Toole1,2

Alterations in intestinal microbiota composition are associated with several chronic conditions, including obesity and
inflammatory diseases. The microbiota of older people displays greater inter-individual variation than that of younger
adults. Here we show that the faecal microbiota composition from 178 elderly subjects formed groups, correlating with
residence location in the community, day-hospital, rehabilitation or in long-term residential care. However, clustering
of subjects by diet separated them by the same residence location and microbiota groupings. The separation of microbiota
composition significantly correlated with measures of frailty, co-morbidity, nutritional status, markers of inflammation
and with metabolites in faecal water. The individual microbiota of people in long-stay care was significantly less diverse
than that of community dwellers. Loss of community-associated microbiota correlated with increased frailty.
Collectively, the data support a relationship between diet, microbiota and health status, and indicate a role for
diet-driven microbiota alterations in varying rates of health decline upon ageing.

The gut microbiota is required for development and for homeostasis in
adult life. Compositional changes have been linked with inflammatory
and metabolic disorders1, including inflammatory bowel disease2,3,
irritable bowel syndrome4,5 and obesity6 in adults. The composition
of the human intestinal microbiota is individual-specific at the level of
operational taxonomic units (OTUs) and stable over time in healthy
adults7. The composition of the intestinal microbiota in older people
(.65 years) is extremely variable between individuals8, and differs
from the core microbiota and diversity levels of younger adults8,9. A
feature of the ageing process is immunosenescence, evidenced by
persistent NF-kB-mediated inflammation and loss of naive CD41

T cells10. The microbiota is pivotal for homeostasis in the intestine11,
and chronic activation of the innate and adaptive immune system is
linked to immunosenescence12. Correlations have previously been
made between specific components of the microbiota and pro-
inflammatory cytokine levels, but these did not separate young adults
from older people9. Alterations in the microbiota composition have
also been associated with frailty13, albeit in a small cohort from a single
residence location.

Deterioration in dentition, salivary function, digestion and intestinal
transit time14 may affect the intestinal microbiota upon ageing. A
controllable environmental factor is diet, which has been shown to
influence microbiota composition in animal models, in small-scale
human studies15–20 and over the longer term21. However, links between
diet, microbiota composition and health in large human cohorts are
unclear. To test the hypothesis that variation in the intestinal micro-
biota of older subjects has an impact on immunosenescence and
frailty across the community, we determined the faecal microbiota
composition in 178 older people. We also collected dietary intake
information, and measured a range of physiological, psychological

and immunological parameters. Dietary groupings were associated
with separations in the microbiota and health data sets; the healthiest
people live in a community setting, eat differently and have a distinct
microbiota from those in long-term residential care. Measures of
increased inflammation and increased frailty support a diet–
microbiota link to these indicators of accelerated ageing, and suggest
how dietary adjustments could promote healthier ageing by modulat-
ing the gut microbiota.

Microbiota and residence location
We previously identified considerable inter-individual variability in
the faecal microbiota composition of 161 older people ($65 years),
including 43 receiving antibiotics8. To investigate links between diet,
environment, health and microbiota, we analysed 178 subjects, non-
antibiotic-treated, for whom we also had dietary information, and
stratified by community residence setting: (1) community-dwelling,
n 5 83; (2) attending an out-patient day hospital, n 5 20; (3) in short-
term (,6 weeks) rehabilitation hospital care, n 5 15; (4) in long-term
residential care (long-stay), n 5 60. The mean subject age was 78
( 6 8 s.d.) years, with a range of 64 to 102 years, and all were of
Caucasian (Irish) ethnicity. We included 13 young adults with a mean
age of 36 ( 6 6 s.d.) years. We generated 5.4 million sequence reads
from 16S rRNA gene V4 amplicons, with an average of 28,099
( 6 10,891 s.d.) reads per subject.

UniFrac b-diversity analysis indicates the extent of similarity
between microbial communities22. UniFrac PCoA (principal
co-ordinate) analysis of 47,563 OTUs (grouped at 97% sequence
identity) indicated a clear separation between community-dwelling
and long-stay subjects using both weighted and un-weighted analysis
(Fig. 1a, b). Microbiota from the 13 younger controls clustered with
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community-dwelling subjects. Eighteen other non-UniFracb-diversity
metrics supported microbiota separation by residence location
(Supplementary Fig. 1).

When we examined OTU abundance, we identified a cluster com-
prised of the majority of the long-stay subjects, separated from the
majority of the community-dwelling and young healthy subjects
(Fig. 1c). Family-level microbiota assignments showed that long-stay
microbiota had a higher proportion of phylum Bacteroidetes, compared
to a higher proportion of phylum Firmicutes and unclassified reads in
community-dwelling subjects (Fig. 1c). At genus level, Coprococcus and
Roseburia (of the Lachnospiraceae family) were more abundant in the
faecal microbiota of community-dwelling subjects (Supplementary
Table 1 shows complete list of genera differentially abundant by com-
munity location). Genera associated with long-stay subjects included

Parabacteroides, Eubacterium, Anaerotruncus, Lactonifactor and
Coprobacillus (Supplementary Table 2). The genera associated with
community belonged to fewer families, Lachnospiraceae were the most
dominant. Thus, the microbiota composition of an individual segre-
gated depending on where they lived within a single ethnogeographic
region, in a homogeneous cohort where confounding effects of climate,
culture, nationality and extreme environment were not a factor.

Concordance of diet and microbiota
Dietary data (for 168 of the 178 subjects, plus five percutaneous
endoscopic gastrostomy (PEG)-fed subjects) was collected through
a semiquantitative, 147-item, food frequency questionnaire (FFQ),
weighted by 10 consumption frequencies. The data were visualized
with correspondence analysis (CoA; Fig. 2a). The first CoA axis
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Figure 1 | Microbiota analysis separates elderly subjects based upon where
they live in the community. a, Unweighted and b, weighted UniFrac PCoA of
faecal microbiota from 191 subjects. Subject colour coding: green, community;
yellow, day hospital; orange, rehabilitation; red, long-stay; and purple, young
healthy control subjects. c, Hierarchical Ward-linkage clustering based on the
Spearman correlation coefficients of the proportion of OTUs, filtered for OTU
subject prevalence of at least 20%. Subjects colour coding as in a. Labelled

clusters in top of panel c (basis for the eight groups in Fig. 4) are highlighted by
black squares. OTUs are clustered by the vertical tree, colour-coded by family
assignments. Bacteroidetes phylum, blue gradient; Firmicutes, red;
Proteobacteria, green; and Actinobacteria, yellow. Only 774 OTUs confidently
classified to family level are visualized. The bottom panel shows relative
abundance of family-classified microbiota.
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Figure 2 | Dietary patterns in community location correlate with
separations based on microbiota composition. a, Food correspondence
analysis. Top panel, FFQ PCA; bottom panel, driving food types. b, Procrustes
analysis combining unweighted and weighted UniFrac PCoA of microbiota
(non-circle end of lines) with food type PCA (circle-end of lines). c, Four dietary
groups (DG1, DG2, DG3 and DG4) revealed through complete linkage
clustering using Euclidean distances applied to first eigenvector in

correspondence analysis. Colour codes in a, and horizontal clustering in b and
c, are community location, as per Fig. 1. Food labelling in lower panel in a, and
vertical clustering in c: green, fruit and vegetables; orange, grains such as
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most driving foods are labelled; for a complete list see Supplementary Table 2.
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described over 11% of the data set variance and most differences in
food consumption between community-dwelling and long-stay sub-
jects. The most discriminating food types were vegetables, fruit and
meat, whose consumption changed in a gradual manner along the
first eigenvector. Procrustes analysis of the FFQ and the microbiota
b-diversity was used to co-visualize the data (Fig. 2b). Separations
based on either diet or microbiota co-segregated along the first
axis of both data sets (unweighted and weighted UniFrac, Fig. 2b;
Monte-Carlo P value , 0.0001). Application of complete linkage
clustering and Euclidean distances to the first eigenvector (Fig. 2c)
revealed four dietary groups (DGs). DG1 (‘low fat/high fibre’) and
DG2 (‘moderate fat/high fibre’) included 98% of the community and
day hospital subjects, and DG3 (‘moderate fat/low fibre’) and DG4
(‘high fat/low fibre’) included 83% of the long-stay subjects. For a
complete description of dietary groups, see Supplementary Notes
and Supplementary Table 3.

The healthy food diversity index (HFD23) positively correlated with
three microbiota diversity indices (Supplementary Fig. 2a), and all
four indices showed significant differences between community and
long-stay subjects (Supplementary Fig. 2b), indicating that a healthy,
diverse diet promotes a more diverse gut microbiota. Analysing by
dietary groups rather than residence location confirmed that both
microbiota and diet were most diverse in DG1, and least diverse in
DG3 and DG4 (Supplementary Fig. 3). Procrustes analysis similarly
showed that the dietary groups were associated with separations in
microbiota composition (Supplementary Fig. 3). Furthermore, the
microbiota was associated with the duration in long-stay, with
residents of more than a year having a microbiota that was furthest
separated from community-dwelling subjects (Supplementary Fig. 4).
For the majority of these longer-term residents, the diet was different
from that in more recently admitted subjects (Supplementary Fig. 4).
Examination of duration of care (Supplementary Fig. 4c) showed that
diet changed more quickly than the microbiota did; both diet and
microbiota moved in the direction away from the community types.
After 1 month in long stay, all subjects had a long-stay diet, but it took
a year for the microbiota to be clearly the long-stay type. Collectively
the data indicate that the composition of the microbiota is determined
by the composition and diversity of the diet.

Community setting and faecal metabolome
Faecal metabolites correlate with microbiota composition and
inflammatory scores in Crohn’s disease24. We therefore performed
metabolomic analysis (NMR spectroscopy) of faecal water from 29

subjects, representative (by UniFrac) of three community settings.
(Day-hospital subjects grouped closely to community dwellers by
microbiota and dietary analysis, and were not included.) A represent-
ative NMR profile is presented in Supplementary Fig. 5. Initial PCA
(principal component analysis) analysis showed a trend for separation
according to community setting (data not shown). Pair-wise statistical
models were therefore constructed according to the cluster groups.
Valid and robust models were obtained for comparison of NMR
spectra from community and long-stay subjects, and community
and rehabilitation subjects (Fig. 3). The major metabolites separating
community from long-stay subjects were glucose, glycine and lipids
(higher levels in long-stay than community subjects), and glutarate and
butyrate (higher levels in community subjects). Co-inertia analysis of
the genus-level microbiota and metabolome data revealed a significant
relationship (P value , 0.01) between the two data sets (Supplemen-
tary Fig. 6 and Supplementary Notes). Notwithstanding three long-
stay subjects, a diagonal separated community from long-stay in both
microbiota and metabolome data sets. Other metabolites of interest
were acetate, propionate and valerate, which were more abundant in
community dwellers (Supplementary Fig. 6).

To investigate microbial short-chain fatty acid (SCFA) production
further, the frequency of microbial genes for SCFA production was
investigated by shotgun metagenomic sequencing. We sequenced
125.9 gigabases (Gb) of bacterial DNA from 27 of the 29 subjects,
and assembled contigs with a total length of 2.20 Gb, containing
2.51 million predicted genes (Supplementary Table 4). Consistent
with reduced microbiota diversity (Supplementary Fig. 3), there were
significantly fewer total genes predicted, and higher N50 values (N50
is the length of the smallest contig that contains the fewest (largest)
contigs whose combined length represents at least 50% of the assembly),
in the assembled metagenomic data of long-stay subjects compared to
rehabilitation or community subjects (Supplementary Fig. 7). The
metagenomes were then searched for key microbial genes in butyrate,
acetate and propionate production, revealing significantly higher gene
counts and coverage for butyrate- and acetate-producing enzymes
(BCoAt and ACS, respectively) in community and rehabilitation com-
pared to long-stay subjects (Supplementary Fig. 8 and Supplementary
Table 5). There was also significantly higher coverage of the propionate-
related genes (PCoAt) in community compared to long-stay subjects,
but the higher gene count was not significant (Supplementary Table 5).
These observations are consistent with the association of butyrate,
acetate and propionate and the direction of the main split between
long-stay and community subjects in the metabolome; candidate
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Figure 3 | PLS-DA plots of 1H NMR spectra of faecal water from
community, long-stay and rehabilitation subjects. a, Community subjects
(green) versus long-stay subjects (red); R2 5 0.517, Q2 5 0.409, two-
component model. b, Community subjects (green) versus rehabilitation
subjects (orange); R2 5 0.427, Q2 5 0.163, two-component model. The ellipses
represent the Hotellings T2 with 95% confidence. To confirm the validation of
the model, permutation tests (n 5 1,000) were performed. For model a, the 95%

confidence interval for the misclassification error rate (MER) was (0.43, 0.57).
Using the PLS-DA model on the data resulted in an MER of 0.2 which is outside
the 95% confidence interval obtained for random permutation tests, thus
validating the model. For model b, using permutation testing the 95%
confidence interval for the MER was (0.45, 0.55). Using the PLS-DA model on
the data resulted in an MER of 0.16 which is outside the 95% confidence interval
obtained for random permutation tests.
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genera associated include Ruminococcus and Butyricicoccus for
butyrate production (Supplementary Fig. 6), but require validation
in larger cohorts. Microbiota function deduced from the metagenome
thus corresponded to the measured metabolome for at least one key
metabolite that can affect health25.

Microbiota–health correlations
Markers of inflammation (serum TNF-a, IL-6 and IL-8 and
C-reactive protein (CRP)) had significantly higher levels in long-stay
and rehabilitation subjects than in community dwellers (Supplemen-
tary Fig. 9). Long-stay subjects also scored poorly for diverse health
parameters (Supplementary Tables 6 and 7), including the Charlson co-
morbidity index (CCI, a robust predictor of survival encompassing 19
medical conditions26), the geriatric depression test (GDT), the Barthel
index27, functional independence measure (FIM28), mini-mental state
exam (MMSE29) and mini nutritional assessment (MNA30).

Correlations between health parameters and microbiota composi-
tion were examined using quantile (median) regression tests, adjusted
for gender, age and community setting with an additive model (Sup-
plementary Methods). Median regression gives less weight to extreme
values than the linear regression based on ordinary least squares and
consequently, is less influenced by outliers. The model was adjusted for
medications that might influence the tested parameters (Supplemen-
tary Table 8). The effect of medication was generally small (Supplemen-
tary Table 8). Because ethnicity was exclusively Irish Caucasian it did
not require model adjustment. The microbiota composition did not
differ for males and females after adjusting for age and location.

Significant associations between several health/frailty measure-
ments and the major separations from microbiota UniFrac analysis
(Fig. 1) are shown in Table 1. For example, a positive change in

microbiota along the full range of the PC1 axis in the un-weighted
UniFrac PCoA for long-stay-only subjects was associated with
inflammation (CRP increase of 13.9 mg l21), and other inflammatory
markers significantly correlated with microbiota (IL-6 and IL-8,
whole cohort). As expected, there was minimal variability amongst
community-dwelling subjects, but within the long-stay subjects the
most significant associations were related to functional independence
(FIM), Barthel index and nutrition (MNA), followed by blood pres-
sure and calf circumference. The latter may be attributable to the
influence of diet and/or the microbiota on muscle mass, sarcopaenia31

and thereby on frailty. This was supported by investigation of linkage
between frailty and faecal metabolites (probabilistic principal compo-
nents and covariates analysis; PPCCA32). Thus, the FIM and Barthel
indices were significant covariates with the faecal water metabolome
(Supplementary Fig. 10) and levels of acetate, butyrate and propionate
increased with higher values of both indices (that is, less frail subjects).
Among community-dwelling subjects, there was also a strong asso-
ciation between microbial composition and nutrition (MNA) and a
weaker link with blood pressure, for which a relationship with the
microbiota has previously been established33. There was no correla-
tion between the Bacteroidetes:Firmicutes ratio and body mass index
(BMI), although there was a correlation with overall microbiota in
long-stay subjects. Measures for the geriatric depression test (GDT)
showed significant microbiota association with PCoA axis 2 (Table 1).
We detected no significant confounding of microbiota–health corre-
lations due to medications, antibiotic treatment (before the 1-month
exclusion window), and diet–health correlations separate from
dietary impact on microbiota (Supplementary Notes).

Taken together, the major trends in the microbiota that separated
healthy community subjects from less healthy long-stay subjects were

Table 1 | Regression tests of associations between clinical measurements and microbiota composition.
a Unweighted UniFrac PCoA for all four residence locations

Parameter PC1 PC2 PC3

RC range RC s.d. P RC range RC s.d. P RC range RC s.d. P

GDT –0.42 –0.11 0.6 –2.7 –0.54 0.037 0.18 0.04 0.84
Diastolic blood pressure 0.97 0.25 0.81 –10.1 –2.02 0.033 –14.2 –3.1 0.001
Weight –14.6 –3.8 0.033 –7.16 –1.43 0.27 –1.57 –7.2 0.18
CC –3.9 –1.01 0.022 –2.9 –0.58 0.19 –3.2 –0.7 0.047
IL-6 6.71 1.7 0.006 6.1 1.22 0.007 2.08 0.45 0.2
IL-8 4.23 1.1 0.43 13.6 2.7 0.03 4.06 0.89 0.47376716
TNF-a 1.1 0.28 0.31 0.62 0.13 0.72 3.9 0.9 0.0005

b Unweighted UniFrac PCoA for community-only subjects

Parameter PC1 PC2 PC3

RC range RC s.d. P RC range RC s.d. P RC range RC s.d. P

MNA –1.1 –0.26 0.29 1.9 0.5 0.006 0.7 0.14 0.59
Diastolic blood pressure –8.4 –1.98 0.08 14.3 3.4 0.035 –15.72 –3.26 0.13
GDT –0.13 –0.03 0.8 –1.5 –0.35 0.02 –0.8 –0.16 0.4

c Unweighted UniFrac PCoA for long-stay-only subjects

Parameter PC1 PC2 PC3

RC range RC s.d. P RC range RC s.d. P RC range RC s.d. P

Barthel –6 –1.5 0.004 –4.8 –1.3 0.036 –0.6 –0.15 0.71
FIM –30.8 –7.8 0.046 –33.3 –4.7 0.024 –2.42 –0.6 0.86
MMSE –12.15 –3.08 0.14 –18.4 –4.8 0.009 3.22 0.8 0.63
MNA –3.87 –0.98 0.23 –11.2 –3 0.004 –0.02 –0.005 0.99
BMI –1.2 –0.31 0.69 –5 –1.3 0.047 –0.24 –0.06 0.92
CC 0.2 0.05 0.93 –6.8 –1.77 0.0016 0.45 0.11 0.82
Diastolic blood pressure 19.3 4.9 0.015 –12.4 –3.24 0.034 –15.4 –3.81 0.007
Systolic blood pressure 36.5 9.3 0.007 –1.57 –0.41 0.83 –2.05 –0.51 0.87
Weight –3.2 –0.81 0.69 –12.7 –3.3 0.024 –2.48 –0.61 0.72
IL-8 –2.56 –0.65 0.78 22.31 5.84 0.006 1.14 0.28 0.93
CRP 13.9 3.53 0.02 –3.01 –0.8 0.27 –2.54 –0.63 0.61

Quantile (median) regression tests of associations between clinical measurements and microbiota composition as measured by unweighted UniFrac PCoA across all four residence locations (that is, all subjects
(a), community-only subjects (b) and long-stay-only subjects (c)). Column headings are: RC range, regression coefficients scaled to the full variation along each PCoA axis, thus indicating relative magnitude and
direction of the health association; RC s.d., regression coefficients scaled to one standard deviation; P, quantile regression P values generated by boot-strap analysis. Significant associations are in bold. An additive
model was used to adjust for the effects of age, sex, residence location, relevant medication and the two other principal coordinates. CC, calf circumference; IL, interleukin; MMSE, mini-mental state examination.
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associated with markers for increased frailty and poorer health,
having adjusted for gender, age and location. Because location largely
determines diet (Fig. 2), adjusting for location reduces the effect of
diet, and as there was also clear evidence for microbiota–health asso-
ciations within the long-stay setting, we infer that the causal relation-
ship is in a diet–microbiota–health direction.

Microbiota structure and healthy ageing
Gut microbiota can be assigned to one of three enterotypes34, driven by
Bacteroides, Prevotella and Ruminococcus species. A recent study
detected only the Bacteroides and Prevotella enterotypes, which were
associated with diets rich in protein and carbohydrate, respectively21.
Using those methods, we predicted an optimal number of two clusters
using five out of six methodologies, albeit with weaker support than
previous studies (Supplementary Fig. 11). In line with a previous
study21, the two clusters associated with Bacteroides and Prevotella,
but not with Ruminococcus. Although enterotype assignments from
the three approaches were very different (Supplementary Fig. 11),
community subjects were more frequently of the Prevotella enterotype.

To identify patterns in the microbiota, we established co-abundance
associations of genera (Supplementary Fig. 12a), and then clustered
correlated genera into six co-abundance groups (CAGs) (Supplemen-
tary Fig. 12b). These are not alternatives to enterotypes, which are
subject-driven and poorly supported in this elderly cohort, but they
describe the microbiota structures found across the subject groups in
statistically significant co-abundance groups (Supplementary Notes).
The dominant genera in these CAGs were Bacteroides, Prevotella,

Ruminococcus, Oscillibacter, Alistipes and the central Odoribacter
CAG. These CAG relationships are termed Wiggum plots, in which
genus abundance can be represented as discs proportional to abund-
ance (Supplementary Fig. 12), to normalized over-abundance (Fig. 4),
or to differential over-abundance (Supplementary Fig. 13). In the
Wiggum plot corresponding to the whole cohort (Supplementary
Fig. 12), the path away from the Ruminococcus CAG towards
the Oscillibacter CAG shows a reduced number of genera that make
butyrate, and an increased number able to metabolize fermentation
products.

To simplify the microbiota data for health correlation, we used the
eight subject divisions identified by OTU clustering (Fig. 1c). These
eight divisions were superimposed on a UniFrac PCoA analysis of the
data in Fig. 1a, defining 8 subject groups (Fig. 4, Groups 1A through
4B). These are separation points within a microbiota composition
spectrum that represent groups of individuals who have significantly
different microbiota as defined by the permutation multivariate ana-
lysis of variance (MANOVA) test on unweighted UniFrac data. We
then constructed individual Wiggum plots for the microbiota in these
8 groups (Fig. 4). The transition from healthy community-dwelling
subjects, to frail long-term care residents, is accompanied by distinctive
CAG dominance, most significantly in abundances of Prevotella and
Ruminococcus CAGs (community associated CAGs) and Alistipes and
Oscillibacter CAGs (long-stay-associated CAGs).

Our analysis of Fig. 4 suggested two paths from community-
associated health to long-stay-associated frailty (plot 1A–4A, and
1B–4B), which were examined with reference to health correlations
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Figure 4 | Transition in microbiota composition across residence location is
mirrored by changes in health indices. The PCoA plots show 8 groups of
subjects defined by unweighted UniFrac microbiota analysis of community
subjects (left), the whole cohort (centre), and long-stay subjects (right). The
main circle shows the Wiggum plots corresponding to the 8 groups from
whole-cohort analysis, in which disc sizes indicate genus over-abundance

relative to background. The pie charts show residence location proportions
(colour coded as in Fig. 1c) and number of subjects per subject group. Curved
arrows indicate transition from health (green) to frailty (red). FIM, functional
independence measure; MNA, mini nutritional assessment; GDT, geriatric
depression test; CC, calf circumference; CRP, C-reactive protein; IL,
interleukin; BP, blood pressure; MMSE, mini-mental state examination.
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in Table 1, plus separate PCoAs for the community-only, and long-
stay-only subjects. The community and whole-cohort analyses iden-
tified an association of depression with axis 2—subjects in the lower
path had higher GDT scores. IL-6 and IL-8 levels were higher in
the upper path by whole-cohort analysis (Fig. 4 and Supplementary
Fig. 14), whereas CRP levels were higher in the lower path in long-
stay-only analysis. Furthermore, subjects in the lower path had higher
systolic and diastolic blood pressure, except in the community-only
analysis. This apparent inconsistency is explained by a highly signifi-
cant change in diastolic blood pressure along the primary PCoA axis in
the long-stay subjects, emphasizing the value of a stratified cohort. The
subjects in the upper path were older but had higher Barthel and FIM
scores than subjects of a similar age in the lower path (Supplementary
Fig. 14), consistent with healthier ageing. Movement along PCoA axis 1
of the whole cohort (that is, from community to long-stay, left to right,
Fig. 4) is associated with a reduction in abundance of Ruminococcus
and Prevotella, and increased abundance of the Oscillibacter CAG,
accompanied by calf circumference decrease and weight decrease
(Table 1), and increase in IL-6 levels. Moving along axis 1 of the long-
stay PCA (that is, between the two right-ward arms), there is a reduction
in the Oscillibacter CAG, increase in abundance of the Bacteroides CAG,
reduced FIM and Barthel indices, and increased levels of CRP (Fig. 4).
Consideration of the microbiota–health correlations in the long-stay
cohort (Fig. 4), upwards along axis 2, highlights the association with
increased frailty, reduced muscle mass, and poorer mental activity mov-
ing away from community-type microbiota.

Health–microbiota associations were statistically significant, even
when regression models were adjusted for location. Although other
factors undoubtedly contribute to health decline, and are difficult to
completely adjust for in retrospective studies, the most plausible
interpretation of our data is that diet shapes the microbiota, which
then affects health in older people. Diet-determined differences in
microbiota composition may have subtle impacts in young adults in
developed countries. These would be difficult to correlate with health
parameters, but become far more evident in the elderly who are
immunophysiologically compromised. This is supported by the
stronger microbiota–health associations evident in the long-stay
cohort, and there is now a reasonable case for microbiota-related
acceleration of ageing-related health deterioration. An ageing
population is now a general feature of western countries35,36 and an
emerging phenomenon even among developing countries. The
association of the intestinal microbiota of older people with
inflammation12 and the clear association between diet and microbiota
outlined in this and previous studies20,21,37,38 argue in favour of an
approach of modulating the microbiota with dietary interventions
designed to promote healthier ageing. Dietary supplements with
defined food ingredients that promote particular components of the
microbiota may prove useful for maintaining health in older people.
On a community basis, microbiota profiling, potentially coupled with
metabolomics, offers the potential for biomarker-based identification
of individuals at risk for, or undergoing, less-healthy ageing.

METHODS SUMMARY
Amplicons of the 16S rRNA gene V4 region were sequenced on a 454
Genome Sequencer FLX Titanium platform. Sequencing reads were
quality filtered, OTU clustered, ChimeraSlayer filtered and further
analysed using the QIIME pipeline39 and RDP-classifier40. Statistical
analysis was performed using Stata and R software packages. Nuclear
magnetic resonance (NMR) spectroscopy was performed on a
600 MHz Varian NMR Spectrometer as previously described41.

Habitual dietary intake was assessed using a validated, semiquan-
titative, FFQ, administered by personnel who received standardized
training in dietary assessment. FFQ coding, data cleaning and data
checks were conducted by a single, trained individual to ensure con-
sistency of data.

Full Methods and any associated references are available in the online version of
the paper.
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METHODS
Subject recruitment and sample collection. This study was approved by the
Cork Clinical Research Ethics Committee. Subjects older than 64 years were
recruited and clinically investigated in two local hospitals, which serve a popu-
lation base of ,481,000 in the Cork city and county region. They were defined as
(1) community-dwelling (community); (2) attending an out-patient day hospital
(out-patient); (3) in short-term rehabilitation hospital care (rehabilitation; under
6 weeks stay) or (4) in long-term institutionalized care (long stay; more than
6 weeks). The mean age of the subjects was 78 (6 8) years, with a range of 64
to 102 years. The subjects were all of Irish ethnicity. None of the faecal samples
from elderly subjects from our previous study8 were analysed in the current
analysis, because we did not have food frequency data for all that cohort.
Exclusion criteria were a history of alcohol abuse, participation in an investiga-
tional drug evaluation or antibiotic treatment within the previous 30 days, or
advanced organic disease. Informed consent was obtained from all subjects or,
in cases of cognitive impairment, by next-of-kin in accordance with the local
research ethics committee guidelines. Data collected included anthropometric
measurements, clinical history and status and medication history. Antibiotic
use before the one-month exclusion period was also recorded for each subject.
Thirteen younger adult subjects of age ranging 28–46 years, which had not been
treated with antibiotics within 30 days, were also recruited by informed consent.
Clinical and nutritional data collection. Habitual dietary intake was assessed
using a validated, semiquantitative, food frequency questionnaire (FFQ) based upon
the SLAN study42. Food properties were determined using the UK Food Standards
Agency Nutrient databank43. The mini nutritional assessment (MNA) was used as a
screening and assessment tool to identify subjects at risk of malnutrition.

Non-fasted blood samples were collected and analysed at Cork University
Hospital clinical laboratories. Cytokines were measured using validated, commercial
multi-spot microplates (Meso Scale Diagnostics). Anthropometric measures
included height, weight, calf and mid-arm circumference. Charlson comorbidity
index, mini mental state exam, geriatric depression test, Barthel score and functional
independence measures were carried out on all participants. For long-term care, day-
hospital and rehabilitation subjects, a research nurse reviewed the medical records
for information on disease and current medication usage.
Molecular methods and bioinformatics. DNA was extracted from faecal samples,
and the V4 region of the 16S rRNA gene was amplified, sequenced and analysed, as
described previously44. Briefly, V4 amplicons were sequenced on a 454 Genome
Sequencer FLX Titanium platform (Roche Diagnostics and Beckman Coulter
Genomics). Raw sequencing reads were quality trimmed using the QIIME pipe-
line39 according to the following criteria: (1) exact matches to primer sequences and
barcode tags, (2) no ambiguous bases (Ns); (3) read-lengths not shorter than
150 base pairs (bp) or longer than 350 bp; (4) the average quality score in a sliding
window of 50 bp not to fall below 25. For large-scale assignments into the new
Bergey’s bacterial taxonomy45 we used the RDP-classifier version 2.2 with 50% as
confidence value threshold. This was based on what was found suitable for V4
amplicons from the human gut environment44. RDP classifications were imported
into a MySQL database for efficient storage and advanced querying.

The amplicon reads were clustered into OTUs at 97% identity level, and filtered for
chimaeric sequences using ChimeraSlayer (http://microbiomeutil.sourceforge.
net/#A_CS). Representative sequences (the most abundant) for each OTU were
aligned using PyNAST46 before tree building using FastTree47. These phylogenies
were combined with absence/presence or abundance information for each OTU to
calculate unweighted or weighted UniFrac distances, respectively48. Principal co-
ordinate analysis and Procrustes superimposition were then performed from the
UniFrac distances and Food Frequency data. The amplicon sequences were deposited
in MG-RAST under the Project ID 154.

Metagenomes were sequenced from libraries with 91 bp paired-end Illumina
reads and 350 bp insert size and assembled using MetaVelvet49. Samples EM039
and EM173 were sequenced from libraries of 101 bp paired-end Illumina reads
with a 500 bp insert size, and subsequently assembled using MIRA50 in hybrid
with 551,726 and 665,164 454 Titanium reads, respectively. Protein sequences
from enzymes were screened against the assembled metagenomes using
TBLASTN with an amino acid identity cut-off of 30% and an alignment length
cut-off of 200 bp. We screened the metagenome data for enzymes associated with
production of butyrate (butyryl-CoA transferase/acetyl-CoA hydrolase), acetate
(acetate-formyltetrahydrofolate synthetase/formate-tetrahydrofolate ligase),
and propionate (propionyl-CoA:succinate-CoA transferase/propionate CoA-
transferase). Genes were predicted using MetaGene51.
NMR analysis of the faecal water metabolome. Faecal water samples were pre-
pared by the addition of 60ml D2O and 10ml tri-methylsilyl-2,2,3,3-tetradeuterio-
propionate to 540ml faecal water. Spectra of samples were acquired by using a
Carr–Purcell–Meiboom–Gill (CPMG) pulse sequence with 32k data points and
256 scans. Spectra were referenced to TSP at 0.0 p.p.m., phase and baseline

corrected with a line broadening of 0.3 Hz using the processor on Chenomx
NMR suite 7 (Chenomx). The spectra were integrated at full resolution for data
analysis (PCA, PLS-DA, CIA) with the water region (4–6 p.p.m.) excluded and the
data was normalized to the sum of the spectral integral. For PPCCA data analysis,
the spectra were integrated into spectral regions (0.01 p.p.m.). Two-dimensional
1H–1H correlation spectroscopy (COSY) and total correlation spectroscopy
(TOCSY) were acquired on a 600 MHz NMR spectrometer. TOCSY spectra were
acquired with a spin lock of 65 ms. All two-dimensional data were recorded with
standard Varian pulse sequences collecting 1,024 3 128 data points with a sweep
width of 9.6 kHz and 32 scans per increment.
Statistical methods and metabolome data analysis. Statistical analysis was
carried out using R (version 2.13.2) or Stata (version 11) software packages.
Kruskal–Wallis and Mann–Whitney tests were used to find significant differences
in microbial taxa, clinical and biochemical measures, alpha diversity, and Healthy
Food Diversity (HFD). Data were visualized by boxplots. Unless stated otherwise,
box plots represented the median and interquartile ranges, with the error bars
showing the last datum within 1.5 of the interquartile range of the upper and lower
quartiles. We used least square linear regression for comparing alpha diversity and
HFD. Median regression52 was used to compare clinical measures and microbiota,
while adjusting for age, gender, medications, and when appropriate residence
location. For median regression, the median was modelled as a linear function
of independent variables. Model parameters are estimated such that they mini-
mised the sum of the absolute differences between observed and predicted values. P
values were generated using the wild bootstrap method53 to estimate variance.

A linear quantile (median) regression for two variables—a response variable (y)
and a predictor variable (x)—is the following: median (y) 5 b0 1 b1x where b0 is the
intercept (value when y 5 0) and b1 is the slope (change in median of y for a unit
change in x). Together, these parameters describe the association between y and x,
where x is a predictor of y. In the case of multiple predictor variables, each one is added
to the regression equation and so the equation becomes median (y) 5 b0 1 b1x1 1

b2x2 and now the slope b1 is interpreted as the median change in x1 after adjusting for
x2. This can be likened to a laboratory experiment where the specific effect of one
variable on another is isolated by holding all other relevant variables constant.

Following statistical analysis of the taxonomic classifications, we estimated
FDR values using the Benjamini–Hochberg method54 to control for multiple
testing. The exception to this were analyses at the genus level where we estimated
the proportion of true null hypotheses with the Q-value function unless the
estimated p0 was less than or equal to zero55.

Statistical analysis of the NMR data was performed using diverse software
packages: PCA and PLS-DA analysis was performed in SIMCA-P1

(Umetrics); permutation testing was performed in R and PPCCA was performed
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Quantum teleportation and entanglement
distribution over 100-kilometre free-space channels
Juan Yin1*, Ji-Gang Ren1*, He Lu1*, Yuan Cao1, Hai-Lin Yong1, Yu-Ping Wu1, Chang Liu1, Sheng-Kai Liao1, Fei Zhou1, Yan Jiang1,
Xin-Dong Cai1, Ping Xu1, Ge-Sheng Pan1, Jian-Jun Jia2, Yong-Mei Huang3, Hao Yin1, Jian-Yu Wang2, Yu-Ao Chen1,
Cheng-Zhi Peng1 & Jian-Wei Pan1

Transferring an unknown quantum state over arbitrary distances is
essential for large-scale quantum communication and distributed
quantum networks. It can be achieved with the help of long-distance
quantum teleportation1,2 and entanglement distribution. The latter
is also important for fundamental tests of the laws of quantum
mechanics3,4. Although quantum teleportation5,6 and entanglement
distribution7–9 over moderate distances have been realized using
optical fibre links, the huge photon loss and decoherence in fibres
necessitate the use of quantum repeaters10 for larger distances.
However, the practical realization of quantum repeaters remains
experimentally challenging11. Free-space channels, first used for
quantum key distribution12,13, offer a more promising approach
because photon loss and decoherence are almost negligible in the
atmosphere. Furthermore, by using satellites, ultra-long-distance
quantum communication and tests of quantum foundations could
be achieved on a global scale. Previous experiments have achieved
free-space distribution of entangled photon pairs over distances of
600 metres (ref. 14) and 13 kilometres (ref. 15), and transfer of
triggered single photons over a 144-kilometre one-link free-space
channel16. Most recently, following a modified scheme17, free-space
quantum teleportation over 16 kilometres was demonstrated18 with a
single pair of entangled photons. Here we report quantum teleporta-
tion of independent qubits over a 97-kilometre one-link free-space
channel with multi-photon entanglement. An average fidelity of
80.4 6 0.9 per cent is achieved for six distinct states. Furthermore,
we demonstrate entanglement distribution over a two-link channel,
in which the entangled photons are separated by 101.8 kilometres.
Violation of the Clauser–Horne–Shimony–Holt inequality4 is
observed without the locality loophole. Besides being of fundamental
interest, our results represent an important step towards a global
quantum network. Moreover, the high-frequency and high-accuracy
acquiring, pointing and tracking technique developed in our experi-
ment can be directly used for future satellite-based quantum com-
munication and large-scale tests of quantum foundations.

Following the original quantum teleportation scheme1,2, Alice and
Bob share an entangled photon pair distributed by Charlie. An
unknown state can be teleported from Alice to Bob by performing a
joint Bell-state measurement on the two photons with Alice (see
Supplementary Fig. 1a for details). Experimentally, we start with an
ultra-bright entangled photon source19 based on type-II spontaneous
parametric down-conversion20. On Charlie’s side (located at Gangcha
next to Qinghai Lake; latitude 37u 169 42.410 N, longitude
99u 529 59.880 E; altitude 3,262 m; Fig. 1a), an entangled photon pair
2 and 3 in state jW1 æ23 5 (jHHæ23 1 jVVæ23)/!2 is created by Charlie
and then distributed to Alice and Bob, where H (V) represents the
horizontal (vertical) polarization of the photonic state (see Fig. 1b and
Methods). An average twofold coincidence rate of 4.4 3 105 s21 for the
entangled photon source was observed.

To prepare the unknown state to be teleported, Alice uses an ultra-
violet laser to pump a collinear b-barium borate (BBO) crystal, which
emits photon pairs in jHVæ14 along the pumping direction (see Fig. 1c).
After filtering out the pumping laser, a polarized beam splitter (PBS)
splits the photon pair. A twofold coincidence rate of 6.5 3 105 s21 was
observed. A half-wave plate (HWP) and a quarter-wave plate (QWP)
are applied to photon 1 to prepare the initial state jxæ1 5 ajHæ 1 bjVæ,
when triggered by photon 4. Alice then performs a joint Bell-state
measurement on photons 1 and 2 by interfering them on a PBS and
performing polarization analysis on the two outputs. The subsequent
coincidence measurements can identify the jW6æ Bell states in our
experiment. In the joint Bell-state measurement, the observed visibility
of interference on the PBS was 0.6. Finally, we observed a fourfold
coincidence of 2 3 103 s21 locally. Such a brightness supports success-
ful quantum teleportation over a high channel loss, which can be
greater than 50 dB (see Supplementary Fig. 1b and c).

Charlie sends photon 3 (by means of a compact transmitting
system) through a 97-km free-space channel to Bob (Fig. 1b). A
127-mm f/7.5 (that is, aperture 127 mm, focal length 952.5 mm)
extra-low dispersion apochromatic refractor telescope is used as an
optical transmitting antenna. For near-diffraction-limited far-field
divergence angles, we have designed our systems to reduce chromatic
and spherical aberrations substantially. The divergence angle of our
compact quantum transmitter is about 20mrad.

As shown in Fig. 1d, on the other side of Qinghai Lake (Guanjing;
36u 329 43.310 N, 100u 289 9.810 E; altitude 3,682 m), Bob receives
photon 3 in a 400-mm-diameter off-axis reflecting telescope. An
integrated measurement system, consisting of an HWP, a QWP and
a PBS, is assembled at the telescope’s exit for state analysis. Passing
through two band-pass filters (full-width at half-maximum bandwidth
DFWHM 5 80 nm) and one narrow-band interference filter
(DFWHM 5 10 nm) used to reduce background noise (IF, shown in
Fig. 1d), the photons are coupled in multi-mode fibres and then
detected by the single-photon counting modules (SPCMs) with
ultra-low dark counts (,20 s21). The noise that we observed, includ-
ing the dark counts and ambient counts, was in total about 160 s21 to
300 s21, depending on the position of the Moon. On average, we
obtained about 200 s21.

In addition, we assembled an acquiring, pointing and tracking
(APT) system to account for effects due to ground settlement, mech-
anical deformation, atmospheric turbulence and so on. As shown in
Fig. 1b, when the optical link is established for the first time, Charlie
acquires the signal by global positioning system coordinates and a light
guide. At the same time, he switches on the beacon laser (532 nm)
pointing to the receiver, Bob. Bob then achieves acquisition and fires
another beacon laser (671 nm) pointing back to Charlie.

The tracking system is composed of cascaded closed-loop control
systems (the blue and green arrows in Fig. 1b and d). On Charlie’s side,
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the beacon laser from the receiver, Bob, is detected by a wide-angle
camera. Using a feedback loop, coarse alignment of the entire optical
system is achieved by a platform rotatable in both azimuth and eleva-
tion (blue arrows in Fig. 1b). Similarly, the fine tracking indicated by
the green arrows is achieved by a fast steering mirror (FSM) driven by
piezo ceramics with the feedback from the four-quadrant detector
(QD). Furthermore, the fine tracking system shares the same optical
path as the quantum channel and is later separated by a dichroic
mirror (DM). A high tracking accuracy can be obtained. The closed-
loop bandwidth of the fine tracking is more than 150 Hz (see
Supplementary Figs 2 and 3 for a detailed description for the APT
system), which is sufficient to overcome most of the atmospheric
turbulence21. Finally, with this system design the tracking accuracy is
better than 3.5mrad over the 97-km free-space link.

There is also coarse and fine tracking on Bob’s side, by means of
closed-loop control of the telescope’s own motor and FSM (Fig. 1d).
Because the main purpose of the tracking at the receiver is to reduce the
low-frequency shaking due to ground settlement and passing vehicles,
the tracking bandwidth is about 10 Hz. The APT system is designed for
tracking an arbitrarily moving object, and can be directly used for a
satellite-based quantum communication experiment. In experiments
between fixed locations, the first two steps, acquiring and pointing, do
not need to be done every day.

After debugging the entire system, the channel loss of the 97-km
horizontal atmospheric transmission at near ground level was
measured to be between 35 and 53 dB, of which 8 dB was due to the
imperfect optics and finite collection efficiency, and 8–12 dB was due

to atmospheric loss. The geometric attenuation caused by the beam
spreading wider than the aperture of the receiver telescope was
between 19 and 33 dB, corresponding to a far-field spot size of between
3.5 and 17.9 m, depending on weather conditions. With a tracking
accuracy of 3.5mrad (a pointing error of 0.34 m at the receiver), we
had stable count rates for single photons. The average channel attenu-
ation was about 44 dB, and the time synchronization accuracy was
better than 1 ns (see Supplementary Fig. 5 for details). Finally, we
obtained 1,171 coincidences during an effective time of 14,400 s. Six
distinct polarization states, namely, jHæ, jVæ, j6æ 5 (jHæ 6 jVæ)/!2,
jRæ 5 (jHæ 1 ijVæ)/!2 and jLæ 5 (jHæ 2 ijVæ)/!2 were teleported. The
experimental fidelities for the six teleported states range from 76% to
89%, all well beyond the classical limit22 of 2/3, with an overall average
fidelity of 80% (Table 1).

In the present teleportation experiment, Alice and Charlie are close
to each other. A more common situation would be that Alice is also far
away from Charlie. In this case, distribution of entanglement between
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Figure 1 | Bird’s-eye view and schematic diagram for free-space quantum
teleportation. a, Satellite image of experiment site. b, Entanglement generation
and distribution on Charlie’s side. Using a pulsed 788-nm laser, an entangled
photon pair (2 and 3) is created by Charlie (see Methods). Photon 2 is sent to
Alice for a Bell-state measurement (BSM), and photon 3 is guided to a refractor
telescope and sent to Bob. Coaxial with the telescope, there is a green laser
(532 nm, 200 mW, 1.5 mrad) for system tracking and a pulsed infrared laser
(1,064 nm, 10 kHz, 50 mW, 200mrad) for synchronization (Supplementary
Information). Lasers are shown as black boxes labelled with emission
wavelength. x and y denote the azimuth and elevation axis of the rotatable
platform for the transmitting telescope. c, Initial state preparation and BSM on

Alice’s side. Under a trigger of photon 4, photon 1 is prepared in the initial state
| xæ. A coincidence between detectors T1 and T2 (R2) or R1 and R2 (T2)
indicates the incident state of | W1æ ( | W2æ). d, Receiving system and
polarization analysis on Bob’s side. The high-power beacon laser (671 nm, 2 W,
200mrad) is used for system tracking. The DM is used to separate the signal
photon (788 nm) from the tracking light (532 nm) and the synchronization
light (1,064 nm), which are then detected by corresponding detectors. The blue
and green arrows on both sides indicate the coarse and fine tracking systems,
respectively. Key at top right defines symbols used for the set-up. Image in a was
obtained by the Chinese environmental satellites, and is used with permission.

Table 1 | Fidelity of quantum teleportation over 97 km
State Fidelity

H 0.814 6 0.031
V 0.886 6 0.024
1 0.773 6 0.031
2 0.781 6 0.031
R 0.808 6 0.026
L 0.760 6 0.027

The data were accumulated for 14,400s. Errors shown are statistical errors, 61 s.d.
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Alice and Bob is a prerequisite for quantum teleportation. A feasible
solution is to distribute the entanglement by Charlie via a two-link
channel. To demonstrate the two-link entanglement distribution, we
move the entanglement source close to the middle of the free-space
channel, an island in the middle of Qinghai Lake (Haixin,
36u 519 38.750 N, 100u 89 15.220 E, Fig. 2a). In order to show a two-link
entanglement distribution between two sites, which cannot see each
other directly, Bob moves his receiving platform to a different position,
provided by a local Tibetan family (Gonghe; 36u 329 20.660 N,
100u 339 45.380 E), that is next to Guanjing (Fig. 2a). Charlie first
prepares the entangled photon pairs in the state jW1æ, which are then
sent to Alice and Bob via two telescopes each mounted on a two-
dimensional rotatable platform (Fig. 2b–d). The distances between
Charlie and the two receivers are 51.2 km (Alice) and 52.2 km (Bob),
and the distance between Alice and Bob is 101.8 km.

Whereas the same APT system as in the teleportation experiment is
used between Bob and Charlie, the APT system used between Alice
and Charlie is slightly modified (see Supplementary Fig. 4 for details).
Entangled photons are then collected by telescopes on both sides.
In contrast to the 400-mm off-axis reflecting telescope used on Bob’s
side, Alice uses a 600-mm Cassegrain telescope to collect the photons.
To confirm the successful entanglement distribution between the
two receivers, we measure the S parameter in the Clauser–
Horne–Shimony–Holt (CHSH)-type Bell’s inequality17 defined as
S 5 jE(QA,QB) 2 E(QA,Q9B) 2 E(Q9A,QB) 2 E(Q9A,Q9B)j, where E(QA,QB)

is the correlation function, and QA and Q9A (QB and Q9B) the measure-
ment settings of the photon in Alice’s (Bob’s) site. The settings are
randomly selected among (0, p/8), (0, 3p/8), (p/4, p/8) and (p/4,
3p/8) by two fast electro-optical modulators (EOMs) and their logical
circuits controlled by two quantum random number generators (not
shown). The optical axes of the EOMs are set at 22.5u such that the
EOMs act as 22.5u HWPs when half-wave voltages are applied and act
as absent wave plates when zero-wave voltages are imposed. Quantum
random number generators are used to produce the random digital
series between zero-wave and half-wave voltages. Together with the
HWP (0u at Alice’s side and 11.25u at Bob’s side) and the quantum
random number generator, the EOM randomly switches between the
two desired measurement bases: 0 and p/4 for Alice and p/8 and 3p/8
for Bob.

Finally, we obtained 208 coincidences during an effective time of
32,000 s. By comparison with the counts of our entanglement source,
we found that the channel attenuation varied from 66 dB to 85 dB with
an average value of 79.5 dB. For 20-cm-aperture satellite optics at an
orbit height of 600 km and 1-m-aperture receiving optics, the total
loss for a two-downlink channel between a satellite and two ground
stations is typically about 75 dB. The measured correlation functions
(shown in Fig 3) resulted in S 5 2.51 6 0.21, which violates Bell’s
inequality by 2.4 standard deviations. This shows the feasibility of
quantum teleportation with the modified scheme17. Multi-photon,
multi-link quantum teleportation, however, remains experimentally
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Figure 2 | Illustration of the experimental set-up for entanglement
distribution. a, Satellite image of experiment site. CMOS, complementary
metal–oxide–semiconductor camera. b, Alice collects the photon sent by
Charlie using a 600-mm Cassegrain telescope. c, At the receiver, Bob, the
photon beams are collected by a 400-mm off-axis reflecting telescope. d, An
entangled photon pair ( | W1æ) is created by Charlie at the centre island of

Qinghai Lake (Haixin) and then distributed to Alice and Bob. After receiving
the photons, Alice and Bob guide the photons to the detection module by an
optical system to measure the S parameter in the CHSH-type Bell’s inequality.
Image in a was obtained by the Chinese environmental satellites, and is used
with permission.
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challenging. The main difficulty is the spatial mode mismatching at the
Bell-state measurement caused by atmospheric turbulence, which
requires increasing the tracking bandwidth to more than one kilohertz:
this requires the use of new technologies—such as an adaptive optics
system, and photon collection with single-mode fibres.

In addition, our experiment closed the locality loophole. The
entangled photon pairs were distributed along two opposite directions
to Alice and Bob: these parties are separated by 101.8 km, a distance
that takes 340ms for light to travel, and the path difference of the two
links is 1 km, which results in a 3-ms delay between the two measure-
ment events. Thus, the two measurement events on Alice’s and Bob’s
sites are space-like separated. Furthermore, the two receivers used fast
EOMs to switch between the two possible polarization bases. The two
EOMs were controlled by two independent quantum random number
generators, each of which generates a random number every 20ms (less
than 340ms). Thus the measurement-setting choices are also space-like
separated. Hence, the locality loophole is closed.

In this work, we experimentally realized free-space quantum
teleportation for independent qubits over a 35–53-dB-loss one-link
channel. In comparison with previous multi-photon experiments8,9,
we have enhanced the transmission distance by two orders of mag-
nitude to 97 km. Furthermore, we demonstrated the distribution of
entangled photon pairs over a two-link free-space channel to two
receivers separated by more than 100 km. In contrast to previous
long-distance free-space experiments with entangled photon pairs
using only one-link channels15,23, our two-link experiment requires
tracking and synchronization between three different locations. Our
two-link experiment—most comparable with satellite-to-ground
quantum entanglement distribution—has achieved a distance between
two receivers that is an order of magnitude larger than in previous
experiments. Our results show that even with a high-loss ground-to-
satellite uplink channel, or satellite-to-ground two-downlink channel,
quantum teleportation and entanglement distribution can be realized.
Furthermore, our APT system can be used to track an arbitrarily
moving object with high frequency and high accuracy, which is essen-
tial for future satellite-based ultra-long-distance quantum commun-
ication. We believe our experiment will help fundamental tests of the
laws of quantum mechanics on a global scale to be achieved.

METHODS SUMMARY
Entangled photon source. As shown in Fig. 1b, a femtosecond ultraviolet laser
(394 nm, 1.3 W) is created by frequency doubling a pulsed laser (central wavelength
of 788 nm with a pulse duration of 130 fs, a repetition rate of 76 MHz and an average
power of about 3 W) with a LiB3O5 (LBO) crystal. After optimizing the beam profile
with two cylindrical lenses (CL), the ultraviolet laser then pumps a type-IIb-barium
(BBO) crystal, creating a pair of polarization entangled photons in the state

jYæ 5 (jHoVeæ 1 jVeHoæ)/!2 with temporal and polarization information both
entangled19, where ordinary (o) ray and extraordinary (e) ray indicate the polariza-
tions with respect to the pump. With an interferometric Bell-state synthesizer19,24,
we disentangle the temporal from the polarization information by guiding photons
of different bandwidths through separate paths, resulting in the desired entangled
state jW1æ23 5 (jHHæ23 1 jVVæ23)/!2. With a 3-nm filter in the e-ray path of photon
2 and an 8-nm filter in the o-ray path of photon 3, we observed an average twofold
coincidence rate of 4.4 3 105 s21 with a visibility of about 91% in the jHæ/jVæ basis
and 90% in the j1æ/j2æ basis. The generation rate of the entangled photons was
about 0.1 pairs per pulse, and the overall detection efficiency was 23.6% locally.
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A III–V nanowire channel on silicon for
high-performance vertical transistors
Katsuhiro Tomioka1,2, Masatoshi Yoshimura1 & Takashi Fukui1

Silicon transistors are expected to have new gate architectures,
channel materials and switching mechanisms in ten years’ time1–4.
The trend in transistor scaling has already led to a change in gate
structure from two dimensions to three, used in fin field-effect
transistors, to avoid problems inherent in miniaturization such as
high off-state leakage current and the short-channel effect. At pre-
sent, planar and fin architectures using III–V materials, specifically
InGaAs, are being explored as alternative fast channels on silicon5–9

because of their high electron mobility and high-quality interface
with gate dielectrics10. The idea of surrounding-gate transistors11, in
which the gate is wrapped around a nanowire channel to provide the
best possible electrostatic gate control, using InGaAs channels on
silicon, however, has been less well investigated12,13 because of
difficulties in integrating free-standing InGaAs nanostructures on
silicon. Here we report the position-controlled growth of vertical
InGaAs nanowires on silicon without any buffering technique and
demonstrate surrounding-gate transistors using InGaAs nanowires
and InGaAs/InP/InAlAs/InGaAs core–multishell nanowires as
channels. Surrounding-gate transistors using core–multishell
nanowire channels with a six-sided, high-electron-mobility tran-
sistor structure greatly enhance the on-state current and trans-
conductance while keeping good gate controllability. These devices
provide a route to making vertically oriented transistors for the next
generation of field-effect transistors and may be useful as building
blocks for wireless networks on silicon platforms.

InxGa12xAs has attracted attention as an alternative fast channel on
silicon for future n-type field-effect transistors (FETs) because of its
higher electron mobility compared with that of bulk silicon and its
small electron effective mass13–16. The Schottky barrier height at the
insulator–InxGa12xAs interface can be adjusted by changing the In
content10. Using In0.7Ga0.3As fin FETs on Si, it has recently been shown
that device performance can be improved by exploiting the three-
dimensional architecture and III–V materials8,9. As yet, however, there
has been less investigation of vertical nanoscale transistors, such as
surrounding-gate transistors (SGTs) or gate-all-around FETs using the
In0.7Ga0.3As channel on Si (ref. 13). This is because new epitaxial
techniques for integrating one-dimensional InGaAs nanostructures
on Si substrates must be developed to deal with crystallographic defects
(threading dislocations, mis-fit dislocations, antiphase defects and so
on) that form as a result of mismatched lattice constants, thermal
expansion coefficients and polarities. Several methods using buffering
techniques8,17 have been investigated, but none of them can completely
avoid the formation of defects.

Recent progress in selective-area metal–organic vapour phase epi-
taxy has allowed position-controlled integration of vertical III–V
nanowires on Si substrates, regardless of mismatches in terms of the
lattice constant, thermal expansion coefficient and polarity18,19. We
further developed this bottom-up technique for aligning vertical
In0.7Ga0.3As nanowires on Si. The important step in aligning vertical
In0.7Ga0.3As nanowires on Si(111) is that of forming a (111)B polar
surface on a non-polar Si(111) surface by changing from complex Si

surface reconstructions to the 1 3 1 structure18. This can be done by
annealing the Si(111) substrate at 900 uC in H2 and then treating it in
an AsH3 atmosphere at 670 uC. During this treatment, the outermost
Si atoms are replaced by As atoms in the AsH3 atmosphere18. Flow-
rate modulation epitaxy in which group-III and group-V gas source
materials are alternately supplied is used to terminate the remaining
dangling bonds on Si(111) with group-III atoms (Supplementary Fig. 1).
The Si(111) surface terminated with these atoms is isostructural with the
(111)B polar surface.

Figure 1a shows typical InGaAs nanowires on Si(111) grown by
selective-area metal–organic vapour phase epitaxy (Supplementary
Fig. 2). Vertically aligned InGaAs nanowires with {1�10} side walls
and (111)B top surfaces were grown on the Si(111) substrate. The
electron transport channel is in the [111] direction in the {1�10} planes.
The transmission electron microscopy image in Fig. 1b reveals that the
{1�10} side walls had atomically flat surfaces and the crystal structure
was that of zincblende with rotational twins. The average diameter of
the InGaAs nanowires was 90 nm, and the average height was 760 nm.
The energy-dispersive X-ray spectroscopy (EDX) line-scan profile in
Fig. 1c indicated that the In content of the InGaAs nanowire was
70 6 2%. The In content remained constant from the bottom to the
top of the nanowire. Monosilane (SiH4) gas was used for n-type
doping. The carrier concentration (n) for the n-InGaAs nanowire, as
evaluated from both a four-terminal current–voltage measurement20

and the EDX analysis, was approximately 1 3 1018 cm23. Figure 1d, e
shows the interface of an InGaAs nanowire epitaxially grown on the
Si substrate. The heterointerface (Fig. 1d) was apparently free of
threading dislocations and antiphase defects, but had periodical
misfit dislocations (Fig. 1f). The average period of the misfit disloca-
tion was 38 6 3 Å. These dislocation networks were formed only at the
heterointerface (within three monolayers; see Supplementary Fig. 3).

To characterize the transistor performance of the InGaAs
nanowires on Si, we made vertical SGTs (Fig. 2a). We used a structure
of stacked Si-doped (n 5 1 3 1018 cm23) and undoped (n 5 5 3 1016

cm23) InGaAs nanowires with diameters of 60 nm. The heights of
the undoped and Si-doped nanowires were 180 nm and 1.2mm,
respectively. The fabrication processes included deposition of a
low-k polymer (benzocyclobutene), and slight etch back using
reactive-ion etching (Supplementary Fig. 4). We used Hf0.8Al0.2O as
gate oxide. The gate length (LG) was 200 nm, and the gate–drain
distance (LG–D) was 50 nm. Fabricated devices include ten nanowires
connected with each other in parallel to a contact pad. The device
performance was evaluated at room temperature in the dark.

Figure 2b depicts the capacitance/gate voltage (C–VG) curves of a
single InGaAs nanowire SGT (the nanowire diameter was 90 nm) with
an effective oxide thickness (EOT) of 2.75 nm. In this measurement,
the drain metal was grounded to avoid the parasitic capacitance of the
benzocyclobutene and SiO2 layers on the Si, and the device comprises
250 nanowires in parallel. The capacitance shown in Fig. 2b is that for a
single wire (the measured capacitance was divided by the number of
nanowires). We note that in the accumulation region of the C–VG
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curves in Fig. 2b, the frequency dispersion between 10 kHz and 1 MHz
was less than 4%, and that in this frequency range the flat-band voltage
was no longer shifted. The C–VG curves had no noticeable hysteresis,
as revealed by bidirectional sweeps of VG, and the gate leakage current
obtained for various EOTs was small: 1023–1025 A cm22 (Supplemen-
tary Fig. 5). These data indicate that the Hf0.8Al0.2O–In0.7Ga0.3As
interface was of good quality, with few interface states.

Figure 2c, d show the transfer and output characteristics of the
InGaAs nanowire SGT on Si. The drain currents are those for a single
wire (calculated as for Fig. 2b) and are normalized by the outer
perimeter of the gate, that is, channel width. The switching properties
showed an n-type enhancement mode with a threshold voltage (VT) of
0.18 V. The source–drain current (ID) was modulated by VG with a
minimum subthreshold slope (SS 5 dVG/d[log(ID)]) of 85 mV per

decade. The InGaAs nanowire SGT had an on/off current ratio
(ION/IOFF) of 106 and a peak transconductance (Gm) of 280mSmm21

at a drain–source voltage of VDS 5 1.00 V. The drain-induced barrier
lowering (DIBL) was estimated to be 48 mV V21. After analysing
InGaAs nanowires SGTs with various EOTs (Supplementary Fig. 6),
we found that SS and the DIBL were independent of the EOT and
averaged 82 mV dec21 and 45 mV V21, respectively. These switching
characteristics are much better than those of SGTs using InAs
nanowire channels on Si (refs 21–24); however, this simple, InGaAs
nanowire-based SGT requires further improvements to satisfy the
technological demands of next-generation metal–oxide–semiconductor
FETs2. In particular, the channel mobility must be enhanced by decreas-
ing the number of surface states.

We therefore designed and fabricated an improved structure, that is,
In0.7Ga0.3As/InP/In0.5Al0.5As/d-doped In0.5Al0.5As/In0.5Al0.5As/In0.7Ga0.3As
modulation-doped core–multishell (MD-CMS) nanowires (Fig. 3a).
The advantage of selective-area growth is the ability to form a CMS
structure that allows surface passivation19. In addition, modulation-
doped layers such as those on high-electron-mobility transistors25 can
be packed into the CMS layers. The InGaAs outer-shell layer is a cap
designed to maintain good interface quality with the Hf0.8Al0.2O layer,
and confines carriers when VG , VT. The InAlAs/d-doped layer/
InAlAs structure forms the modulation-doped layers. The ID and VT

depends on the confined carriers and the region to which they are
confined. The InP layer is a barrier that allows the position of the
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Figure 1 | Selective-area growth of InGaAs nanowires on Si(111). a, Typical
scanning electron microscope (SEM) image showing selective-area growth of
InGaAs nanowires on Si: vertically aligned nanowires were grown on a Si(111)
substrate. The surface between the nanowires is covered with an SiO2 film. The
nanowires are 90 nm in diameter and 760 nm in height. They are surrounded by
six-sided {1�10} planes and a (111)B top surface. The electron transport is along
the [111] direction. b, High-resolution transmission electron microscope
(TEM) image of an InGaAs nanowire. The electron beam is incident in the
[�110] directions. The crystal structure is that of zincblende with rotational
twins. c, Atomic content profiles for Si (red), Ga (blue), As (green) and In
(yellow) evaluated along the wire by EDX line-scan profiling. The inset is a
high-angle, annular dark-field scanning TEM (HAADF-STEM) image of an
InGaAs nanowire with a diameter of 130 nm and a height of 1.4mm. The In and
Ga contents of the InGaAs nanowire were approximately 70 6 2% and
30 6 2%, respectively. d, High-resolution TEM image of near the
heterointerface (dashed line) between the InGaAs nanowire and Si. e, Fast
Fourier transformation image of d, showing diffraction spots of Si and InGaAs.
The overlap indicates that the InGaAs nanowire is epitaxially grown on Si.
f, Strain mapping (exx) estimated from a filtered version of d.
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Figure 2 | Vertical InGaAs nanowire channel SGT on Si. a, Structure of an
SGT with ten nanowires (NWs) connected in parallel with the drain metal.
Each nanowire comprises Si-doped InGaAs (n 5 1 3 1018 cm23) stacked on
undoped InGaAs (n 5 5 3 1016 cm23) and has a diameter of 60 nm. The
heights of the undoped and Si-doped InGaAs nanowires are 180 nm and
1.2mm, respectively. Each nanowire is wrapped with 14-nm-thick Hf0.8Al0.2O
gate oxide and tungsten (W) gate metal. The drain and source metals are
respectively Ni/Ge/Au/Ni/Au and Ti/Au. The gate length and gate–drain
distance are 200 nm and 50 nm, respectively. b, Capacitance/gate voltage curves
of the SGT (nanowire diameter, 90 nm). The sample has 250 nanowires aligned
in parallel. The capacitance indicated is that for a single wire. Inset is a
representative SEM image showing the SGT structure. In this measurement, the
drain metal is grounded to avoid the parasitic capacitance of the SGT and
benzocyclobutene (BCB). c, Transfer characteristics of an SGT with InGaAs
nanowires (nanowire diameter, 60 nm). The drain current indicated is that for
one wire and is normalized by the outer perimeter of the gate (180 nm). The SS
and DIBL are 85 mV per decade and 48 mV V21, respectively. d, Output
characteristics of an SGT with InGaAs nanowire channels. The gate voltage
(bias) is changed from 20.4 to 1.0 V in steps of 0.1 V. The threshold voltage is
estimated to be 0.18 V using linear extrapolation of the output characteristics.
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confined carriers to be controlled by varying VG. These confined elec-
trons do not contribute to the drain current because this layer is sepa-
rated from the drain metal. However, electrons penetrate the InP
barrier layer and are confined in the core InGaAs nanowire when
VG . VT. The band diagram of the MD-CMS nanowire when
VG 5 0.5 V (Fig. 3b, calculated using the one-dimensional Poisson–
Schrödinger equation26) suggests that the carriers are confined in the
nanowire for, in that case, VG 5 0.50 V. The MD-CMS nanowire SGT
is thus normally off. Figure 3c is a representative SEM image of the
vertical MD-CMS nanowires on Si. The HAADF-STEM image and
EDX elemental mappings in Figs 3d–j show that the CMS layers

formed around the InGaAs nanowire core. The thicknesses of the
InP, InAlAs, d-doped, InAlAs and InGaAs capping layers were
respectively about 2.6, 5.5, 5.5, 5.5 and 5.0 nm (Supplementary Fig. 7).
The dark regions at the corners of the outer MD-CMS layer (Fig. 3d)
indicate that Al-rich InAlAs formed through segregation of Al. The
Al-rich parts separate the tubular modulation-doped channels into six-
sided transistor layers. Accordingly, the six-sided transistor layers
could be integrated onto a single tiny nanowire.

Figure 4a, b shows the device performance of the SGTs using MD-
CMS nanowire channels on Si. The diameter of the InGaAs nanowire
cores was 90 nm. The drain currents shown are those for a single wire
(measured current divided by the number of nanowires and normalized
by gate outer perimeter). The SGT showed an n-type enhancement
mode with a threshold voltage of 0.38 V. The C–VG characteristic
(Fig. 4c) shows a positive shift of the flat-band voltage and a reduction
in capacitance due to the gate dielectric/CMS layers, relative to that of
the InGaAs nanowire SGT. The ION/IOFF ratio was approximately 108.
The IOFF was ,10 pAmm21, which was much lower than that of
a conventional Si metal–oxide–semiconductor FET1. The SS and
DIBL were 75 mV per decade and 35 mV V21, respectively. The
CMS nanowire SGTs achieved both a steep SS and a very low DIBL,
indicating suppression of the short-channel effect owing to the
multigate architecture1. The drain current reached 0.45 mAmm21 at
VG 2 VT 5 0.50 V, and Gm was 1.42 mSmm21 at VDS 5 0.50 V. The
very large increase in ID and Gm together with the steep SS indicates
that the CMS multilayers acted as a modulation-doped, high-electron-
mobility structure while maintaining good controllability of the
surrounding-gate structure. These results are superior to those from
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Figure 3 | Formation and characterization of InGaAs/InP/InAlAs/InGaAs
CMS nanowires on Si. a, Illustration of designed and fabricated structure. The
InGaAs nanowire core is wrapped with InP/InAlAs/d-doped InAlAs/InAlAs/
InGaAs multilayers. b, Band diagram of the MD-CMS nanowire at VG 5 0.50 V
simulated using the one-dimensional Poisson–Schrödinger equation,
suggesting confinement of carrier wavefunction (blue curve) in the InGaAs
nanowire. The red dashed line denotes the Fermi level. The conduction band is
denoted EC. Without a gate bias, the carrier wavefunction is confined in the
outer InGaAs shell layer. c, Typical SEM image showing vertical MD-CMS
nanowires on Si. The average diameter and height of these nanowires are
180 nm and 1.2mm, respectively. The CMS layers are grown on the side walls of
the core InGaAs nanowires. d, HAADF-STEM image showing a representative
cross-section of a CMS nanowire with a total diameter of 180 nm. e–j, EDX
elemental mapping images: mixing of Ga, Al and P (e); Ga (f); Al (g); In (h); As
(i); and P (j). The Al mapping (g) shows segregation of the Al at the corner of
the CMS nanowire.
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Figure 4 | Performance of an SGT using InGaAs/InP/InAlAs/InGaAs CMS
nanowire channels on Si. a, Transfer characteristics of an SGT with LG 5 200
nm and LG–D 5 50 nm. SS is 75 mV per decade and DIBL is 35 mV V21. The
dashed line indicates the physical limit of SS (60 mV per decade at room
temperature). b, Output characteristics of an InGaAs CMS nanowire SGT.
c, Capacitance/gate voltage curve of a InGaAs nanowire (pink circles) and a
InGaAs CMS nanowire (blue circles). The capacitances shown are the
measured values divided by the number of nanowires (250 for InGaAs
nanowires and 512 for InGaAs CMS nanowires). The frequency in this
measurement is 1 MHz. d, Transconductance of SGTs using InGaAs nanowires
(black), InGaAs/InAlAs core–shell nanowires (green), MD-CMS nanowires
with LG–D 5 1mm (pink; ref. 13) and MD-CMS nanowires (blue).
VDS 5 0.50 V.
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devices made from similar materials and with similar dimensions12,13.
Figure 4d shows Gm curves for the SGTs using InGaAs nanowires,
InGaAs/InAlAs core–shell nanowires and MD-CMS nanowires. The
MD-CMS nanowire channel results in a pronounced increase in Gm.
The field effect mobility tentatively estimated from Gm (Supplemen-
tary Fig. 8) is much higher than the typical electron mobility of a Si
metal–oxide–semiconductor FET27. Consequently, the SGT devices
reported here could have the performance necessary for use in future
Si transistor technology28.

METHODS SUMMARY
The InGaAs nanowires and InGaAs/InP/InAlAs/InGaAs CMS nanowires were
grown by using selective-area metal–organic vapour phase epitaxy. High-resolution
TEM (H-9000UHR with acceleration voltage of 300 kV; Hitachi) was used to
evaluate the crystal structure and to estimate the strain29. HAADF-STEM
(JEM2100F with an acceleration voltage of 200 kV) and EDX (JEOL JED-2300T)
were used to analyse the elemental mapping of the CMS nanowires. The SGTs were
fabricated with a reactive-ion etching procedure. The current–voltage curves were
measured with an Agilent 4192A impedance analyser. The transistor performance
was evaluated with an Agilent 4156C parameter analyser. All current measurements
were performed at room temperature (300 K) in the dark. For display, the measured
capacitances were divided by the number of nanowires and the measured currents
were divided by the number of nanowires and normalized by the gate outer
perimeter.

Full Methods and any associated references are available in the online version of
the paper.
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METHODS
Selective-area metal–organic vapour phase epitaxy. After the Si(111) substrate
was degreased with organic solvents, a 20-nm-thick SiO2 film was formed by
thermal oxidation. Circular openings arranged in a triangular lattice with a pitch
of 3mm were then formed on the SiO2 films by using electron-beam lithography
and wet chemical etching. The opening diameter, d0, was 90 nm. The nanowires
were grown using metal–organic vapour phase epitaxy.
Growth of InGaAs nanowires. The InGaAs nanowires were grown in a
horizontal, low-pressure (0.1-atm) system. Trimethylgallium (TMGa),
trimethylindium (TMIn) and arsine (AsH3) gas were used as material sources
and monosilane (SiH4) was used as the n-type dopant. After thermal cleaning at
900 uC in H2, AsH3 treatment at 670 uC and flow-rate modulation epitaxy were
carried out, in which the material source (TMGa 1 TMIn) and AsH3 were
supplied alternately with intervals of H2. The TMGa 1 TMIn, AsH3 and H2 supply
durations were respectively 1, 1 and 2 s. After that, InGaAs nanowires were grown
for 20 min at 670 uC. The partial pressures of the TMGa, TMIn, AsH3 and SiH4

were respectively 5.7 3 1027, 9.7 3 1027, 2.5 3 1024 and 2.5 3 1027 atm.
Formation of InGaAs/InP/InAlAs/InGaAs CMS nanowires. After the growth
of the InGaAs nanowires, InP/InAlAs/d-doped InAlAs/InAlAs/InGaAs layers
were grown at 580 uC. Trimethylaluminium (TMAl) and tert-butylphosphine
(TBP) were used as the Al and P sources. The growth times for the InP, InAlAs,
d-doped InAlAs, InAlAs and InGaAs layer were respectively 10, 40, 40, 40 and
30 s. The partial pressures of the TMIn and TBP for the InP layer were respectively
4.4 3 1026 and 1.6 3 1024 atm. The partial pressures of the TMAl, TMIn, AsH3

and SiH4 for the InAlAs layer were respectively 5.3 3 1027, 4.9 3 1027,
2.5 3 1024, 2.5 3 1024 and 1.2 3 1027 atm.
Strain mapping. Strain mapping estimated from the displacement of bright spots
in the TEM image is shown in Fig. 1f. The strains, exx and eyy (Supplementary Fig. 3),
were calculated from the displacement of bright spots in Fig. 1d by using a peak-pair

algorithm29, and the displacements of the bright spots are defined by
uxx 5Dx 2 aSi(x) for the in-plane Æ2�1�1æ direction and by uyy 5Dy 2 aSi(y) for the
vertical Æ111æ direction. HereDx andDy are the displacements of the bright spots in
each direction, and aSi(x) and aSi(y) are the lattice constants in the in-plane and
vertical directions of the Si(111) substrate, estimated from the TEM image. The
strains exx and eyy are also given by exx 5 Lu=Lx and eyy 5 Lu=Ly, where
u 5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2

xxzu2
yy

q
. We note that, because the displacement of the atoms is calculated

on the basis of the position of the atoms in crystalline Si, InGaAs is mapped into a
layer with a strain of 18.1% by definition. The error in the strain calculation is
approximately 60.5%.
Fabrication of SGTs. After the InGaAs nanowire growth, the nanowires were
treated with an alkaline solution to etch away native oxides. The nanowires were
then covered with Hf0.8Al0.4Ox (eHfAlO 5 20.4) film using atomic layer depos-
ition. This oxide was used as the gate oxide, and it ranged in thickness from
10 nm (EOT 5 1.86 nm) to 20 nm (EOT 5 3.72 nm). Next the gate metal, tung-
sten (W), was deposited by radio-frequency sputtering (Supplementary Fig. 4b).
After the W was lithography patterned for nanowire-grown masks
(50 3 50 mm2), the nanowires were spin-coated with benzocyclobutene (BCB)
(Supplementary Fig. 4c) and etched back by reactive-ion etching (RIE) with
CF4/O2 to etch the BCB, W and Hf0.8Al0.2O gate oxide simultaneously
(Supplementary Fig. 4d). After the RIE process, the nanowires were spin-coated
with BCB, and etched back again by RIE (Supplementary Fig. 4e) to isolate the
gate and drain metals. A Ni/Ge/Au/Ni/Au multilayer was evaporated onto a
lithographically defined region to serve as the drain contact. A Ti/Au multilayer
was deposited onto the Si substrate to serve as the source contact Supplementary
Fig. 4f). The device had ten nanowires, which were connected in parallel to a
single drain contact pad. The gate length was 200 nm. Finally, the nanowire
SGT was annealed at 420 uC in N2 to obtain ohmic contacts at the source and
drain regions.
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A new atmospherically relevant oxidant of
sulphur dioxide
R. L. Mauldin III1,2,3, T. Berndt4, M. Sipilä1,4,5, P. Paasonen1, T. Petäjä1, S. Kim2, T. Kurtén1,6, F. Stratmann4, V.-M. Kerminen1

& M. Kulmala1

Atmospheric oxidation is a key phenomenon that connects atmo-
spheric chemistry with globally challenging environmental issues,
such as climate change1, stratospheric ozone loss2, acidification
of soils and water3, and health effects of air quality4. Ozone,
the hydroxyl radical and the nitrate radical are generally
considered to be the dominant oxidants that initiate the removal
of trace gases, including pollutants, from the atmosphere. Here we
present atmospheric observations from a boreal forest region in
Finland, supported by laboratory experiments and theoretical con-
siderations, that allow us to identify another compound, probably
a stabilized Criegee intermediate (a carbonyl oxide with two free-
radical sites) or its derivative, which has a significant capacity to
oxidize sulphur dioxide and potentially other trace gases. This
compound probably enhances the reactivity of the atmosphere,
particularly with regard to the production of sulphuric acid, and
consequently atmospheric aerosol formation. Our findings suggest
that this new atmospherically relevant oxidation route is import-
ant relative to oxidation by the hydroxyl radical, at least at
moderate concentrations of that radical. We also find that the
oxidation chemistry of this compound seems to be tightly linked
to the presence of alkenes of biogenic origin.

Oxidation of trace gases drives atmospheric chemistry and influences
thereby both air quality and climate, and their interaction with each
other and the biosphere1,5–7. The main gas-phase oxidants under
consideration (so far) are the OH radical (OH., referred to here as
OH for simplicity), O3, the nitrate radical (NO3

., referred to here as
NO3 for simplicity) and Cl atoms, of which OH is important only
during the daytime and NO3 during night time. Recently, an increas-
ing number of investigations have focused on atmospheric reactivity,
more specifically the missing reactivity8,9 and sources5,10 of OH and its
temporal variability11, as well as missing HONO sources7. Sulphuric
acid (H2SO4) is a key compound, connecting atmospheric oxidation
chemistry with the formation and growth of new aerosol particles12.
Until now, the general consensus has been that the rate at which
sulphur dioxide (SO2) is converted to gaseous H2SO4 is determined
by the OH concentration. Here we show that there is another import-
ant source of gaseous H2SO4 that is not directly related to OH.

Our investigation into this uncharted oxidation chemistry is based
on simultaneous observations of OH and H2SO4 using chemical
ionization mass spectrometry13 (CIMS; see Supplementary Informa-
tion). When measuring OH concentrations using this technique, OH
is first converted to isotopically labelled H2SO4 by the addition of
34SO2 to the ambient sample flow; the resulting H2

34SO4 is then
measured using CIMS. There are, however, other processes which
can oxidize SO2 to H2SO4. To determine which fraction of the
measured H2

34SO4 originates from the reaction of atmospheric OH
with 34SO2, the measurement is repeated with the addition of an OH
scavenger (propane) to the sample flow to suppress H2

34SO4 forma-
tion via OH. This procedure results in a ‘background’ H2

34SO4

concentration (produced from X 1 SO2), termed [X] here, which is
subtracted from the total H2

34SO4 concentration to obtain the ambient
OH concentration. We hypothesize that [X] represents a yet un-
explored oxidant X (or sum of several such oxidants) which, similarly
to OH, is capable of converting SO2 to gaseous sulphuric acid in the
atmosphere.

We started our investigation using field observations performed at
the SMEAR II station in the Finnish boreal forest region (Supplemen-
tary Information). Figure 1a and b shows the concentration time series
of [OH], [X] and [H2SO4] measured over one week during the summer
of 2010. The OH concentration shows a typical diurnal cycle14, with
maximum concentrations around noon and much lower ones during
the night. The value of [X] does not show a clear diurnal cycle, but it
typically exceeds [OH]. During several evenings and nights, we
identify instances when [OH] is close to 105 molecules cm–3, [X] simul-
taneously exceeds 106 molecules cm–3, and [H2SO4] is remarkably high,
up to about 106 molecules cm–3. This observation indicates the presence
of a non-OH source for H2SO4 production, and further suggests that
there might be a connection between this source and the oxidant X. We
calculated the H2SO4 concentration resulting from the reaction of SO2

with OH (green line in Fig. 1b). The difference between the H2SO4

concentration measured by the CIMS and that due to the reaction of
SO2 with OH is our best estimate of the H2SO4 concentration resulting
from the non-OH source, [H2SO4]non-OH. Figure 1c shows that the
value of [H2SO4]non-OH increases with increasing [X], reaching values
as high as (2–3) 3 106 molecules cm–3 during our measurements.
Sulphuric acid originating from this non-OH source may contribute
up to 50% of the total H2SO4 budget (Fig. 1b and Supplementary
Information), demonstrating the important role of this H2SO4 forma-
tion route.

The dominance of [X] over [OH] particularly during evenings and
nights suggests that the compound X might be related to surface emis-
sions and subsequent ozone chemistry taking place in the boundary
layer. In order to investigate this chemistry, we carried out laboratory
experiments using two systems with different flow characteristics
(Supplementary Information). In these experiments, SO2 was exposed
to mixtures of ozone and various alkenes, and the resulting H2SO4

concentration was measured with CIMS and modelled using a scheme
based on known OH chemistry (Supplementary Information).
Because alkene–ozone reactions are known to produce OH, the experi-
ments were conducted both with and without an OH-scavenger (H2 or
CO). Figure 2a shows the measured and modelled H2SO4 concentra-
tion as a function of the amount of monoterpene (limonene and
a-pinene) reacted with ozone. As in the field study, we observed
H2SO4 that cannot be explained by the reaction of SO2 with OH alone.
In these experiments, the production of H2SO4 from this non-OH
source appeared to be more efficient for monoterpenes than for other
alkenes (for example, MCH, 1-methyl-cyclohexene; see Supplemen-
tary Information). The role of the new H2SO4 production chemistry
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Figure 1 | Data from a boreal forest site, obtained during summer 2010.
a, Time series of [OH] (blue line) and of [X] (red line); b, time series of the H2SO4

concentration measured by CIMS (blue line), and of the H2SO4 concentration
attributable to the reaction of OH with SO2, [H2SO4]OH (green line); data were
obtained from 27 July to 3 August 2010 at Hyytiälä, Finland. The value of
[H2SO4]OH is determined on the basis of the measured SO2 and OH
concentrations and the calculated condensation sink for gaseous H2SO4, ref. 30.
c, Estimated concentration of H2SO4 attributable to the non-OH source as a
function of [X]. Red lines are median values; boxes depict 25th and 75th
percentiles; black bars enclose all data excluding outliers. We now consider
uncertainties in a and b. The vertical bars in the upper left corners of a and
b illustrate the uncertainty range (6 a factor of 2) in the measured values of
[H2SO4] and [OH], as well as in measured [X] under the assumption that X is
fully converted to [H2

34SO4]. These are absolute uncertainties, based on the stated
uncertainties of the values used in the calculation (such as CIMS calibration lamp
intensity, water photolysis reaction rate coefficient and OH losses). The statistical
uncertainties are less important in comparison with these uncertainties. The
shaded green area in b depicts the range of additional uncertainty in calculated
[H2SO4]OH obtained by taking into account the uncertainties in the measured
values of the SO2 concentration (60.05 p.p.b.) and condensation sink. The upper
limit of each error estimate was calculated by assuming that the SO2

concentration was 0.05 p.p.b. larger than the measured value and that the
condensation sink was at its minimum value at the measured relative humidity.
The minimum value of the condensation sink, CS, was obtained by assuming that
there were no super-micrometre particles and that the hygroscopicity of the sub-
micrometre particles was at its minimum. Consequently, the lower limit of each
error estimate was calculated by assuming that the SO2 concentration was
0.05 p.p.b. lower than the measured value, and that the condensation sink was at
its maximum value at the measured relative humidity. The maximum value of CS
was obtained by assuming that the super-micrometre particles contributed 5% to
total CS, and that the hygroscopicity of the sub-micrometre particles was at its
maximum (see Supplementary Information and references therein).
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Figure 2 | Plots showing that alkenes emitted by vegetation are possibly the
source of oxidant X. Measured H2SO4 concentrations as a function of reacted
terpene concentration (a-pinene or limonene) in the presence and absence of
an OH scavenger (H2) as a result of IfT-LFT laboratory experiments. Data were
obtained using constant O3 and SO2 concentrations (O3, 24.7 p.p.b.v.; SO2,
14.6 p.p.b.v.), and [H2] was 2.4 3 1017 molecules cm–3. Modelling results
(including only H2SO4 formation via OH 1 SO2) are shown for runs in the
absence of the OH scavenger; compare the reaction scheme shown in
Supplementary Information. The results from limonene when compared with
those from a-pinene clearly show that the former is more efficient at producing
the additional H2SO4. Error bars are 635% and indicate the uncertainty in
H2SO4 measurements; they represent an absolute uncertainty resulting from a
propagation of uncertainties in the CIMS calibration lamp intensity, water
photolysis reaction rate coefficient and OH losses (see details in Supplementary
information). b, Pine and spruce are potentially major species emitting
precursors of X. Here data series show the measured concentration of all
oxidants (OH and X) capable of oxidizing SO2 in absence of an OH scavenger,
the measured concentration of X in the presence of an OH scavenger, as well as
the difference between the two, which corresponds to the concentration of OH.
Data were obtained in Hyytiälä, a boreal forest site in late summer (5 September
2011). Zero air measurements indicate the level of instrumental background.
Measurements were performed by placing the branches from different tree
varieties in the direct vicinity of the instrument’s inlet, one species at the time.
VOCs emitted by the branches react with ambient O3, subsequently producing
OH and sCI. As [OH] is calculated from the difference of measured [OH]1[X]
and [X], [OH] cannot be accurately determined during high [X] (pine and
spruce). Both spruce and pine yielded enormous increases in signal, while birch
had no observable effect (see Supplementary Information for a complete
figure). Cutting of branches results in enlarged emissions of monoterpenes
from trees with large storage pools, such as spruce (Picea abies) and pine (Pinus
sylvestris)15.
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becomes dominant at high monoterpene concentrations, as shown by
the convergence of the data series taken in the absence and in the
presence of the OH scavenger.

Monoterpenes, including limonene and a-pinene used in our
experiments, are emitted effectively by trees, and these compounds
are abundantly present at our field measurement site during the
summertime15,16. To confirm vegetation as a source of the alkenes
responsible for X formation in the boreal forest environment, we per-
formed an additional experiment where branches of different trees
were cut and placed in the immediate vicinity of the CIMS inlet
(Fig. 2b, see also Supplementary Information). The production of
OH from ozonolysis of branch emissions during this experiment
was minor in comparison to production of X. This experiment
indisputably substantiates our conclusion, demonstrating the role of
trees in producing compound X and, consequently, affecting gaseous
sulphuric acid production.

The field and laboratory measurements presented above give strong
evidence of the existence of a previously unknown oxidant X, but do
not reveal its identity. Experiments17,18 and quantum chemical calcula-
tions19,20 have demonstrated that the reactions of SO2 with the most
common non-OH oxidants (O3 and NO3) and with peroxy radicals
(HO2, H3COO and larger analogues) are extremely slow. Stabilized
Criegee intermediates (sCIs), formed in the ozonolysis of all alkenes,
are known to oxidize SO2 (ref. 21) but the rate constant of the
SO2 1 sCI reaction has been assumed to be fairly low, of the order
of 10215 cm3 s–1 (ref. 22). However, recent theoretical quantum mech-
anical studies20,23, as well as laboratory experiments24, have found the
SO2 1 sCI reaction to be significantly faster than previously thought.
Another property that influences the oxidation capacity of sCIs is their
lifetime against unimolecular decomposition reactions. The sCIs
formed in ozonolysis of larger alkenes, such as monoterpenes, may
have longer lifetimes than those formed from lower-molecular-weight
alkenes. We note here that besides sCIs, other ozonolysis intermediates
might also be responsible for the observed additional oxidation of SO2

(refs 25, 26). Figure 3 summarizes schematically this new mechanism
of atmospheric oxidation chemistry.

We finalize our analysis by investigating whether the proposed
chemistry is consistent with field observations. For this purpose, we
estimated the reaction rate between sCI and SO2 from the laboratory
measurement data presented in Fig. 2a (see Supplementary Informa-
tion for theoretical considerations and assumptions made in deriving
the reaction rate). The resulting rate coefficient was about 6 3 10213

cm3 s21 for a-pinene 1 sCI and about 8 3 10213 cm3 s–1 for limonene
1 sCI. In Fig. 4a and b we have calculated the H2SO4 concentration
originating from the two SO2 oxidation pathways, OH and non-OH,
during the field measurement period reported in Fig. 1. The com-
parison of the calculated values of [H2SO4] with the measured ones
shows that in addition to explaining the large missing H2SO4 source

O3 + alkene
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intermediate
(CI)

OH
Fast (~50%)

sCI

Stabilization
(~50%)

+SO2

Products

OH
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+ other
compounds
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Figure 3 | Proposed mechanism for the formation of oxidant X. Of the
Criegee intermediates (CI) formed during ozonolysis, ,50% decompose to
produce OH on a subsecond timescale while the other 50% are stabilized,
producing stabilized Criegee radicals, sCI. These sCI can then decompose over
a much longer lifetime, t. Our observations suggest that sCI, or non-OH
derivatives of sCI, can also oxidize at least SO2 (red arrows), thus altering the
known view of oxidation chemistry in the atmosphere. Typical OH chemistry is
depicted in blue.
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Figure 4 | H2SO4 produced from X 1 SO2 can explain the difference
between the Hyytiälä 2010 H2SO4 measurements and calculated values
using only OH 1 SO2. a, Calculated sulphuric acid concentration as a function
of the measured concentration. Blue circles represent the concentration
calculated for SO2 oxidation solely via OH, whereas the red circles correspond
to the concentration calculated for SO2 oxidation by both OH and X. The
reaction rate coefficient for OH oxidation was taken from literature30 and that
for X oxidation determined from the laboratory experiments (Fig. 2) described
in the text and Supplementary Information. The error in [H2SO4]OH is
estimated as described for the shaded green area shown in Fig. 1, and for clarity
is plotted for a few data points only. This error cannot explain the observed
systematic difference between [H2SO4]OH and [H2SO4]meas (the average ratio
between these quantities being 0.41). The error in [H2SO4]non-OH cannot be
accurately quantified and therefore no error estimate for the red data points has
been given. The errors resulting from uncertainties in measured OH or H2SO4

concentrations do not affect the position of blue or red points with respect to
the one-to-one line. Correlation coefficients (log-log scale) for the two data
series are R2 5 0.81 and R2 5 0.85 for OH only and OH with X, respectively.
b, The same time series as presented in Fig. 1a, now showing, in addition to
[H2SO4] measured (black line) and calculated from OH reaction (blue area),
the concentration calculated from the X reaction as in a (red area). Between 30
July and 2 August, the SO2 concentration was mostly below the detection limit
during which time the calculated concentration is not depicted. The error bars,
not shown for clarity, are essentially the same as in Fig. 1a.

LETTER RESEARCH

9 A U G U S T 2 0 1 2 | V O L 4 8 8 | N A T U R E | 1 9 5

Macmillan Publishers Limited. All rights reserved©2012



during some evenings and nights, addition of the new SO2 oxidant
significantly improves the overall agreement between measured and
calculated H2SO4 concentrations.

The chemistry investigated here is tightly connected with the pres-
ence of biogenic volatile organic compounds (BVOCs), and thereby
with forest emissions. Covering vast areas of the Earth’s surface, forests
play an important role in global cycles of carbon, water and energy6.
BVOCs emitted by forests dominate the global secondary organic
aerosol loading27, and contribute significantly to the global budget of
cloud condensation nuclei 28. Our findings add to the already substantial
significance of forests in the Earth system by introducing a previously
unknown oxidant, probably an sCI, capable of oxidizing at least SO2

and possibly also other atmospheric trace gases relevant to atmospheric
chemistry. Because gaseous sulphuric acid is formed in this process, the
new chemistry is likely to affect the formation of new atmospheric
particles, the production of secondary cloud condensation nuclei and
ultimately climate. Our findings demonstrate a new connection
between anthropogenic activities (SO2 emissions), natural ecosystems
(BVOC emissions and secondary organic aerosol formation) and
climate (from cloud properties to radiative forcing). This connection
is likely to change in the future as a result of changing SO2 and BVOC
emissions due to air quality regulations and warming climate29. More
detailed experimental and theoretical investigations are clearly needed
to find out the importance of the new oxidant in atmospheric chemistry
and climate at present and under future conditions.

METHODS SUMMARY
The results of the laboratory experiments described here were obtained from two
different experimental systems. Both systems used the flow tube (that is, continu-
ous flow) technique, where gases are added to a continuous stream and allowed to
react for a known period of time. Sulphuric acid was then measured at the exit of
the flow tube using nitrate-ion-based chemical ionization mass spectrometry
(CIMS). One experimental apparatus (referred to as IfT-LFT) was located at the
Leibniz-Institute for Tropospheric Research in Leipzig, Germany, and the other at
the National Center for Atmospheric Research (NCAR) in Boulder, Colorado. The
two systems differ from each other in their geometries, residence times and the
method by which the reagent gases are introduced. The CIMS instrument was also
used in the field measurements performed at the SMEAR II station located in a
Finnish boreal forest for the detection of H2SO4, OH and X. A more detailed
description of the methods is given in Supplementary Information.

Full Methods and any associated references are available in the online version of
the paper.
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METHODS
CIMS measurements. Measurements of OH and H2SO4 were performed using
the Chemical Ionization Mass Spectrometer (CIMS) technique. The technique has
been described elsewhere13,31,32 therefore only details relevant to the present work
will be discussed here. Briefly, sample air is drawn through the 1.9 cm stainless steel
inlet, and a small amount (,1014 molecules cm23) of isotopically labelled 34SO2 is
added through a pair of 0.011 cm i.d. transversely opposed injectors located near
the front opening. The OH is then converted into H2

34SO4 via the following
reaction sequence:

OH 1 34SO2 1 M R H34SO3 1 M (1)

H34SO3 1 O2 R 34SO3 1 HO2 (2)

34SO3 1 2H2O 1 M R H2
34SO4 1 H2O 1 M (3)

Isotopically labelled SO2 is used to discriminate between H2SO4 derived from
OH and ambient H2SO4. To prevent cycling of HO2 and RO2 back into OH,
propane is added on a continuous basis through a second pair of injectors located
,5 cm downstream of the first pair, after the ambient OH initially present has
been converted into H2SO4. Propane is added through these injectors at sufficient
concentrations to remove more than 99% of the OH which has been cycled back
from HO2 or RO2 via reactions with NO or O3. To account for other unknown
processes which can convert SO2 into H2SO4 an ‘OH background’ is performed, in
which propane is added along with the 34SO2 through the front injectors at a
concentration sufficient to remove .98% of the OH present. These OH
background values are used in this work to describe the measurement of X.
More details concerning the injectors and the sampling port chemistry are
described elsewhere31. Once formed, the H2

34SO4 is measured in the same manner
as H2SO4 via chemical ionization.
IfT-LFT. Experiments were carried out in the atmospheric pressure flow-tube IfT-
LFT (i.d. 8 cm; length 505 cm) at 293 6 0.5 K (ref. 33). The flow tube consists of a
first section (56 cm) that includes the inlet system for gas input (air premixed with
SO2 from a calibration gas mixture (1 p.p.m.v. or 10 p.p.m.v. SO2 in N2 (Messer)),
O3 from an ozone generator outside the flow tube (UVP OG-2), the OH scavenger
H2 and the olefin premixed from a metering device). At the end of the tube, all
sampling outlets are attached. O3 and SO2 concentrations were measured by
means of gas monitors (Thermo Environmental Instruments: 49C and 43C) or
by long-path ultraviolet absorption spectroscopy (Perkin-Elmer: Lambda 800)
using a gas cell with a White-mirror optics adjusted at a path-length of 512 cm.
The organics were followed by proton transfer reaction-mass spectrometry (PTR-
MS) or by on-line gas chromatography-flame ionization detection (GC-FID)
connected via a cryo-enrichment device. Sulphuric acid in the IfT-LFT was mea-
sured with a chemical ionization mass spectrometer, CIMS, in the same way as
described for the NCAR experiments. The flow was set at 15 l min21 (STP) result-
ing in a residence time of about 95 s.

H2 (99.999%, Messer) was directly added to the carrier gas flow. As the carrier
gas we used high-purity synthetic air (99.9999999%, Linde and further purification
with GateKeeper CE-500KF-O-4R, Aeronex). All gas flows were set by means of
calibrated gas flow controllers (MKS 1259/1179) and the pressure in the tube was
measured using a capacitive manometer (Baratron).
NCAR. The reaction system consists of a glass flow tube with a movable stainless
steel injector. A stream of hydrocarbon-free air (also called ‘zero air’ below)

containing SO2 and the alkene being studied is added to the glass flow tube.
Ozone is produced inside the stainless steel injector by passing a flow of O2 over
a mercury Pen-Ray lamp located inside the injector. The ozone is then introduced
into the main flow at the end of the injector. The gases then can react as the flow
proceeds towards the exit of the tube, where the flow is sampled. The reaction time
can be varied by either adjusting the amount of the main flow, or by changing the
position of the end of the injector.

The flow tube consists of a 71-cm-long Pyrex tube connected to a 20.3-cm-long
Pyrex Y. Both pieces have 3.38 cm i.d. and are connected via no. 40 O-ring joints
sealed with a silicone O-ring. The Pyrex Y allows access of the movable injector
into the flow tube as well as providing a means to introduce the main flow. The
injector consisted of a thin walled 100-cm-long, 1.27-cm-i.d. stainless steel tube
with one end sealed and 24 0.2-mm holes drilled radially 0.5 cm from the sealed
end. Inside the injector is a mercury Pen-Ray lamp. Ozone was produced by
passing a flow of O2 over the lamp. The lamp was situated such that the end of
the lamp is ,5 cm from the sealed end to prevent radiation from the lamp photo-
lysing the main flow. The injector was inserted into the main glass flow tube by
means of a no. 40 O-ring joint reduced to a 1.9-cm o.d. tube, and sealed via a
Swagelok fitting modified to use silicone O-rings.

The zero air used in this system was produced by filtering ambient air via a zero
air generator (Adco). The UHP (ultra-high purity) oxygen was provided by
General Air and had a stated purity of 99.9999%. The SO2 used was a 0.5% mixture
of SO2 in UHP N2 and was provided by Scott Speciality Gases. Alkene mixtures
were made ‘in house’ at NCAR, and their concentrations determined via gas
chromatography. All flows into the flow tube were controlled by means of mass
flow controllers (MKS).

The flow was sampled at the exit of the flow tube by a CIMS13,14 (Chemical
Ionization Mass Spectrometer) measuring H2SO4, a PTR-MS measuring various
hydrocarbon products, and an O3 analyser (2B Technologies).
Field measurements. Field measurements were conducted at the SMEAR II field
station in Finnish boreal forest34. The station (61u 519 N, 24u 179 E) is situated in
southern Finland about 60 km northeast of the city of Tampere. The nearest village
with some industrial activity is approximately 10 km away, and the nearest build-
ings are by a small lake 500 m away from the measurement station. The station is
surrounded by a coniferous Scots pine dominated forest. Other major species
include spruce and birch. All field measurements discussed in this Letter were
done in a container located in a small open area surrounded by the forest. The
SMEAR II station is equipped with extensive meteorological and gas and aerosol
instrumentation.

The calculated concentration of sulphuric acid resulting from the reaction of
SO2 with either OH or X was obtained by assuming a steady state between the
sulphuric acid production and its loss by condensation onto pre-existing aerosol
particles. Detailed descriptions of calculations are given in Supplementary
Information

31. Tanner, D. J., Jefferson, A. & Eisele, F. L. Selected ion chemical ionization mass
spectrometric measurement of OH. J. Geophys. Res. 102, 6415–6425 (1997).
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Water balance of global aquifers revealed by
groundwater footprint
Tom Gleeson1, Yoshihide Wada2, Marc F. P. Bierkens2,3 & Ludovicus P. H. van Beek2

Groundwater is a life-sustaining resource that supplies water to
billions of people, plays a central part in irrigated agriculture
and influences the health of many ecosystems1,2. Most assessments
of global water resources have focused on surface water3–6, but
unsustainable depletion of groundwater has recently been
documented on both regional7,8 and global scales9–11. It remains
unclear how the rate of global groundwater depletion compares to
the rate of natural renewal and the supply needed to support
ecosystems. Here we define the groundwater footprint (the area
required to sustain groundwater use and groundwater-dependent
ecosystem services) and show that humans are overexploiting
groundwater in many large aquifers that are critical to agriculture,
especially in Asia and North America. We estimate that the size of
the global groundwater footprint is currently about 3.5 times the
actual area of aquifers and that about 1.7 billion people live in areas
where groundwater resources and/or groundwater-dependent
ecosystems are under threat. That said, 80 per cent of aquifers have
a groundwater footprint that is less than their area, meaning that
the net global value is driven by a few heavily overexploited
aquifers. The groundwater footprint is the first tool suitable for
consistently evaluating the use, renewal and ecosystem require-
ments of groundwater at an aquifer scale. It can be combined
with the water footprint and virtual water calculations12–14, and
be used to assess the potential for increasing agricultural yields
with renewable groundwaterref15. The method could be modified
to evaluate other resources with renewal rates that are slow and
spatially heterogeneous, such as fisheries, forestry or soil.

The ecological footprint and the water footprint are powerful,
popular and complementary tools for planning, education and public
awareness, but their methodologies are fundamentally different13. The
ecological footprint is the land area (in km2) required to sustain a
population16, whereas the water footprint is the volume (in m3 yr21)
of freshwater required12. The ecological footprint directly defines the
ecological impact of human consumption by comparing the available
bioproductive area to the area required for the consumption of specific
goods and services. The water footprint tracks the volume of virtual
water used by a population, where virtual water is the volume of
freshwater used to produce a commodity, good or service along the
various steps of production13,14,17. The water footprint quantifies the
components of virtual water: green water (soil water), blue water
(surface water and groundwater) and grey water (polluted water).
However, until recently18 the water footprint was not able to assess
the impact of our water consumption on natural stocks and flows19

because it generally focused on the volumes of water required without
quantifying the volume of water available. The groundwater footprint,
as proposed here, is complementary to the well-established water foot-
print method and can be used to assess the impact of our groundwater
consumption on natural stocks and flows. Here, we apply the ground-
water footprint methodology globally to regional-scale, hydrologically
active aquifers20 (see Supplementary Information for a definition). The
focus of the method is currently on groundwater quantity rather than

quality, which is a conservative assumption that results in smaller
groundwater footprints for aquifers affected by groundwater contam-
ination. The groundwater footprint method can be applied to a variety
of scales and contexts like the ecological footprint, water footprint and
virtual water concepts12–14.

We define the groundwater footprint as the area required to sustain
groundwater use and groundwater-dependent ecosystem services of
a region of interest, such as an aquifer, watershed or community.
The groundwater footprint (GF) is defined more formally as
GF 5A[C/(R 2 E)], where C, R and E are respectively the area-
averaged annual abstraction of groundwater, recharge rate, and the
groundwater contribution to environmental streamflow, all in units
with dimensions of length/time, such as m d21 (Supplementary Fig. 1).
A (in units of length2, such as m2) is the areal extent of any region of
interest where C, R and E can be defined. The groundwater footprint is
essentially a water balance between aquifer inflows (R) and outflows
(C and E) which can be derived from observations and/or model out-
put. C is derived directly from the use of groundwater at the scale of
interest although actual groundwater abstraction is often poorly
known9,11. R is the long-term natural areal flux into the system plus
the additional recharge from irrigation, and can be derived from geo-
chemical tracer methods or hydrologic models21,22. E is the quantity of
groundwater that needs to be allocated to surface water flow to sustain
ecosystem services, which is most important during low flow condi-
tions23,24. Thus, the groundwater footprint method emphasizes the
contribution of groundwater to the environmental requirements
during low flows, although natural streamflow variability is also
essential to maintaining the environmental integrity of surface water
systems25. Environmental flow requirements for specific aquifers
or watersheds are most accurately determined by detailed hydroeco-
logical data and multidisciplinary expert consultation at the scale of
specific aquifers or watersheds24,25. The Supplementary Information
contains the mathematical relationship of the groundwater footprint
to the ecological footprint16 and previous water stress indicators4–6,24,
as well as other forms of the groundwater footprint equation that may
be useful for local calculations with different data sources.

We calculated the global groundwater footprint as the sum of the
groundwater footprints of large aquifers worldwide using spatially
distributed recharge rates and environmental flows derived from
PCR-GLOBWB and gridded groundwater consumption estimates26

(see Methods Summary and Fig. 1). PCR-GLOBWB is a conceptual,
process-based global hydrologic model that simulates the daily water
balance for 1958–2000 at 0.5u resolution (that is, ,50 km at the
Equator) and is validated to GRACE satellite observations and global
streamflow estimates10,22,26. Recharge (R) is the long-term natural
groundwater recharge and additional recharge from irrigation derived
from ref. 10. For global-scale assessment of water resources, low flow
requirements based on consistent hydrologic criteria are useful17.
Therefore, following ref. 24, environmental flows (E) were taken to
be equal to Q90, the monthly streamflow that is exceeded 90% of the
time during the period 1958–2000. We calculated environmental flows

1Department of Civil Engineering, McGill University, Montreal, Quebec H3A 0C3, Canada. 2Department of Physical Geography, Faculty of Geosciences, Utrecht University, PO Box 80115, 3508 TC Utrecht,
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at the basin scale and the associated groundwater requirement
expressed as a uniform fraction of total recharge (see Methods
Summary and Supplementary Fig. 2). This basin-scale fraction was
then multiplied with the grid-based recharge to obtain E. We derived
grid-based groundwater abstraction, C, for the year 2000 (ref. 26; see
Supplementary Information) and subsequently aggregated the fluxes
C, R and E over hydrologically active regional aquifers20 to calculate
their groundwater footprint. Aggregation at the scale of regional
aquifers is justifiable given the resolution of the input data while
naturally integrating lateral groundwater flow that might occur due
to abstraction wells.

Figure 1 is, to our knowledge, the first spatially explicit comparison
of groundwater use, availability and environmental flow for aquifers
globally. We acknowledge that each of the regional aquifers has
significant internal heterogeneity and that groundwater extractions

often acutely affect smaller regions within aquifers, although we partly
account for this heterogeneity by using the highest available resolution
of regional aquifers20 as the basis for aggregation. A few aquifers with
well-documented histories of groundwater depletion have large
groundwater footprints (for example, the Upper Ganges, High
Plains, North China plain and Central Valley7,8,27,28; Table 1). A
number of other aquifers with large groundwater footprints (for
example, the Persian, Arabian and Western Mexico aquifers) are not
as well documented, although evidence of groundwater depletion in
these aquifers is discussed in non-peer-reviewed literature (see
Supplementary Information). It is instructive to compare the ratio of
groundwater footprint (GF) to aquifer area (AA), which is a ground-
water stress indicator (see Supplementary Information). GF/AA . 1
indicates where unsustainable groundwater consumption could affect
groundwater availability and groundwater-dependent surface water
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Figure 1 | Groundwater footprints of aquifers that are important to
agriculture are significantly larger than their geographic areas. Aquifers are
major groundwater basins with recharge of .2 mm yr21 in the global inventory
of groundwater resources20 (see Supplementary Information). At the bottom of
the figure, the areas of the six aquifers (Western Mexico, High Plains, North

Arabian, Persian, Upper Ganges and North China plain) are shown at the same
scale as the global map; the surrounding grey areas indicate the groundwater
footprint proportionally at the same scale. The ratio GF/AA indicates widespread
stress of groundwater resources and/or groundwater-dependent ecosystems.
Inset, histogram showing that GF is less than AA for most aquifers.

Table 1 | Properties of aquifers with the largest groundwater footprints
Aquifer Country GF (106 km2) AA (106 km2) GF/AA

Upper Ganges India, Pakistan 26.1 6 7.5 0.48 54.2 6 15.6
North Arabian Saudi Arabia 17.3 6 4.7 0.36 48.3 6 13.5
South Arabian Saudi Arabia 9.5 6 3.6 0.25 38.5 6 14.7
Persian Iran 8.4 6 3.7 0.42 19.7 6 8.6
South Caspian Iran 5.9 6 2.0 0.06 98.3 6 32.6
Western Mexico Mexico 5.5 6 2.0 0.21 26.6 6 9.4
High Plains USA 4.5 6 1.2 0.50 9.0 6 2.4
Lower Indus India, Pakistan 4.2 6 1.5 0.23 18.4 6 6.5
Nile delta Egypt 3.1 6 0.8 0.10 31.7 6 7.9
Danube basin Hungary, Austria, Romania 2.4 6 0.8 0.32 7.4 6 2.6
Central Mexico Mexico 1.8 6 0.5 0.20 9.1 6 2.6
North China plain China 1.8 6 0.6 0.23 7.9 6 2.8
Northern China China 1.4 6 0.6 0.31 4.5 6 1.8
North Africa Algeria, Tunisia, Libya 0.9 6 0.3 0.36 2.6 6 0.9
Central Valley USA 0.4 6 0.2 0.07 6.4 6 2.4
Other aquifers 38.6 6 10.8 34.17 1.1 6 0.3
All aquifers 131.8 6 24.9 38.27 3.5 6 0.7

The values of GF (groundwater footprint) and GF/AA are the mean and standard deviation of 10,000 Monte Carlo realizations based on independent estimates of recharge and abstraction10. Note that only the 15
aquifers with the largest GF are listed individually. The remaining 768 ‘other aquifers’ are included in ‘all aquifers’. GF/AA is calculated before rounding the GF to one decimal place. AA is aquifer area.
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and ecosystems. The ratio GF/AA is ?1 for the aquifers with large
groundwater footprints mentioned above, indicating unsustainable
groundwater mining, often of fossil groundwater recharged under past
climatic conditions (Table 1). However, the majority of aquifers in the
world have GF , 106 km2 and 80% of aquifers have GF/AA , 1, sug-
gesting that groundwater depletion is not ubiquitous (Fig. 1).

The size of the global groundwater footprint is currently
(131.8 6 24.9) 3 106 km2, or 3.5 6 0.7 times the actual area of
hydrologically active aquifers20. Even if no groundwater is allocated
for environmental flows (E 5 0), the global groundwater footprint is
still (76.5 6 15.7) 3 106 km2 or 2.0 6 0.4 times the actual aquifer area
(Supplementary Table 2). The global groundwater footprint is
dominated by a handful of countries, including the United States,
China, Pakistan, Iran, India, Mexico and Saudi Arabia (Table 1). The
ratio of global groundwater consumption to the difference between
global recharge and global environmental streamflow is ,0.2. High
recharge rates in some ecologically sensitive areas, such as the Amazon,
are included in this calculation but practically cannot be used to
balance overexploitation in arid regions. 1.7 6 0.4 billion people live
in regions with GF/AA . 1, where groundwater consumption could
affect groundwater availability and/or groundwater-dependent surface
water and ecosystems in the future. Approximately 60% of the people29

living in regions with GF/AA . 1 are located in India and China
(Fig. 2a).

The groundwater footprint can be used to assess the potential to
increase agricultural yields with renewable groundwater, or can be
combined with water footprint and virtual water calculations. Foley
et al.15 calculated the global distribution of potential new calories that
could be derived by bringing the world’s agricultural yields to within
95% of their potential for 16 major crops. Crop yields may be limited
by a number of factors, including water or nutrient availability and
management15, but increasing agricultural yields generally leads to
increased water demand. Because groundwater is critical for irrigation
in many agricultural regions, it is useful to assess how the spatial
distribution of groundwater stress (Fig. 1) compares to the potential
for new calories (figure 3 in ref. 15). Figure 2b shows that some areas
with potential new calories coincide with aquifers that are less stressed,
suggesting there is potential that renewable groundwater could be used
sustainably to increase crop yields. However, aquifers that are signifi-
cantly stressed (GF/AA? 1) also underlie areas with potential new
calories, and in these regions groundwater cannot be used sustainably
to increase yields. These analyses only consider the groundwater foot-
print and agricultural yields, and should be placed in a broader socio-
economic context.

We now show how the groundwater footprint can be used to assess
the impact of transferring groundwater consumption between regions:
the Upper Ganges aquifer in northwestern India and Pakistan has the
largest groundwater footprint and a large GF/AA ratio (Table 1), but
the Lower Ganges aquifer has a GF/AA ratio of less than one owing to
low groundwater consumption and high recharge rates (Supplemen-
tary Fig. 3). Transferring even a small percentage of the groundwater
consumption of the Upper Ganges to the Lower Ganges leads to a
significant decrease in the combined groundwater footprint and
GF/AA ratio, because the aquifer-scale recharge rate to the Lower
Ganges aquifer is approximately ten times higher than to the Upper
Ganges aquifer (Supplementary Fig. 3). However, even if all the
groundwater consumption of the Upper Ganges is transferred,
the combined GF/AA ratio remains greater than one, indicating that
the current groundwater consumption in the region cannot be made
sustainable by transferring groundwater consumption. In the future,
the groundwater footprint could potentially serve as a metric to assess
to what extent renewable groundwater could be exploited in virtual
water trade schemes.

We stress that all variables used in our calculations, except for area,
are subject to uncertainty. Least known are the environmental
flow requirements, which are dependent on expert consultation and

detailed hydroecological relationships that are often poorly defined.
However, in our global calculations we kept the environmental flow
conditions constant, as it is primarily a management decision at
regional to national scales and we explicitly incorporated the uncer-
tainty due to recharge and groundwater consumption using a Monte
Carlo analysis with 10,000 realizations (see Methods Summary). In the
future, other data sets, including sub-national groundwater consump-
tion data (Supplementary Fig. 4), could be used, where available, to
calculate the groundwater footprint at different scales or for different
administrative units.

The groundwater footprint is a powerful and hydrologically
grounded tool for groundwater analysis and policy that complements
and extends the ecological footprint, water footprint and virtual water
methods. It is an advance on previous work on groundwater deple-
tion6–8 as it explicitly includes environmental flows, it considers
aquifers as a hydrologically grounded scale of analysis, it is more
intuitive to water managers and the general public than depletion
volumes, and it is based on improved estimates of recharge and
abstraction. As exemplified above, the groundwater footprint refocuses
the discussion to solutions, making it a valuable water management
and policy tool. Practically, it allows short-term water resource
monitoring and management measures to focus on the handful of
aquifers with egregious groundwater footprints rather than dissipating

a

b

Potential for increased calories 
in areas with less stressed 

regional aquifers (106 kcal ha–1)

0 02.5 2.5>5 >5

Potential for increased calories 
in areas with more stressed 

regional aquifers (106 kcal ha–1)

20,000

Population density in areas with less 
stressed regional aquifers (km–2)

0 0

Population density in areas with more 
stressed regional aquifers (km–2)

20,000

Figure 2 | Groundwater stress may be affecting 1.7 billion people and
could limit the potential to increase agricultural production. The ratio GF/
AA is used to differentiate areas with less groundwater stress (GF/AA , 1) and
more groundwater stress (GF/AA . 1). a, Population densities, derived from
the gridded population of the world for year 2000 (ref. 29). Areas that do not
have underlying regional aquifers, or that have very low population density are
shown in white. b, Potential for increased calories (see main text). Some areas
with potential new calories15 coincide with stressed aquifers and some areas
coincide with aquifers that are less stressed. Areas with potential new calories
that are not underlain by a regional aquifer are shown in white.
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efforts across all aquifers. Additionally, the groundwater footprint can
be used to assess the potential to achieve increased agricultural yields
with sustainable groundwater. Also, as satellite-based groundwater
depletion data sets (GRACE) are emerging7,8, the groundwater
footprint offers a useful framework for analysing these global depletion
data sets in a broader framework of groundwater resource use,
availability and environmental flows. Last, because the groundwater
footprint method is flexible and spatially distributed, it could be
modified for other resources whose renewal is slow and spatially
heterogeneous, such as fisheries, forestry or soil.

METHODS SUMMARY
Global, spatially distributed estimates of the recharge rate, R, were obtained from
the hydrological model PCR-GLOBWB22 using a global permeability map30.
Annual fields were averaged9 to obtain the average recharge rate over the period
1958–2000 with a spatial resolution of 0.5u. Artificial recharge due to irrigation
water was added10. In the absence of global information on environmental flow
requirements, the monthly streamflow exceeded 90% of the time (Q90) was
adopted22. Per basin, Q90 was determined at the basin outlet for the entire simu-
lation period. A basin-wide uniform fraction was computed by which the ground-
water recharge contributes to the environmental flow requirement E. Grid-based
annual groundwater abstraction, C, was derived from reported country statistics
for the year 2000 (http://www.un-igrac.org), which were downscaled spatially
relative to the local surface water deficit or total water demand depending on
the situation per country26. The above quantities of R, E and C were aggregated
over hydrologically active, regional aquifers20 to compute the aquifer-scale
groundwater footprint. To account for uncertainty, we made use of the uncertainty
estimates for recharge and groundwater abstraction of ref. 9. E was excluded from
the uncertainty analysis, as it is often defined a priori as a management decision at
regional to national scales. Following ref. 9, a Monte Carlo simulation with 100
independent realizations of R and C returned 10,000 values for the groundwater
footprint for the hydrologically active aquifers, from which the mean and standard
deviation were computed. The groundwater footprints were (1) summed globally
to compare to the actual aquifer area, (2) used to calculate the affected population
numbers using the gridded global population for year 2000 (ref. 29) and (3)
compared to the spatial distribution of potential new calories15. See
Supplementary Information for details on methods and data sets, as well for
additional validation, including regional groundwater abstraction (Supplemen-
tary Fig. 4 and Supplementary Table 3).
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New fossils from Koobi Fora in northern Kenya
confirm taxonomic diversity in early Homo
Meave G. Leakey1,2, Fred Spoor3,4, M. Christopher Dean4, Craig S. Feibel5, Susan C. Antón6, Christopher Kiarie1

& Louise N. Leakey1,2

Since its discovery in 1972 (ref. 1), the cranium KNM-ER 1470 has
been at the centre of the debate over the number of species of early
Homo present in the early Pleistocene epoch2 of eastern Africa.
KNM-ER 1470 stands out among other specimens attributed to
early Homo because of its larger size, and its flat and subnasally
orthognathic face with anteriorly placed maxillary zygomatic
roots3. This singular morphology and the incomplete preservation
of the fossil have led to different views as to whether KNM-ER 1470
can be accommodated within a single species of early Homo that is
highly variable because of sexual, geographical and temporal
factors4–9, or whether it provides evidence of species diversity
marked by differences in cranial size and facial or masticatory
adaptation3,10–20. Here we report on three newly discovered fossils,
aged between 1.78 and 1.95 million years (Myr) old, that clarify the
anatomy and taxonomic status of KNM-ER 1470. KNM-ER 62000,
a well-preserved face of a late juvenile hominin, closely resembles
KNM-ER 1470 but is notably smaller. It preserves previously
unknown morphology, including moderately sized, mesiodistally
long postcanine teeth. The nearly complete mandible KNM-ER
60000 and mandibular fragment KNM-ER 62003 have a dental
arcade that is short anteroposteriorly and flat across the front, with
small incisors; these features are consistent with the arcade mor-
phology of KNM-ER 1470 and KNM-ER 62000. The new fossils
confirm the presence of two contemporary species of early Homo,
in addition to Homo erectus, in the early Pleistocene of eastern
Africa.

KNM-ER 62000, with an estimated geological age of 1.91 to 1.95 Myr
old (Fig. 1; metrics in Supplementary Note 1), consists of the maxillae,
the palatine bones and the right zygomatic bone of a late juvenile. On
the left, the lateral half of the maxillary body, the vertical plate of the
palatine bone and the temporal process of the zygomatic bone are

missing. The lateral half of the right infra-orbital area is weathered,
and the left alveolar process shows some medial displacement and
damage to the lateral surface. The preserved teeth include the right
P4, both M1s and M2s, and the unerupted crown of the right M3,
exposed in its crypt above the M2. The occlusal surface of the right
M1 is missing, whereas the left M1 has a partially damaged cervical
margin. In its dental development, KNM-ER 62000 most closely
resembles a 13- or 14-year-old modern human. But in the hominin
fossil record, at a time when development was quicker, a close match is
KNM-WT 15000, whose chronological age has been estimated at
approximately 8 years (ref. 21; Supplementary Note 2).

In facial size, KNM-ER 62000 is similar to smaller specimens
attributed to early Homo and H. erectus (for example, KNM-ER
1813 and D2700). The preserved tooth crowns are much smaller than
in Paranthropus boisei, larger than in eastern African H. erectus and
most similar in size to early Homo (Supplementary Notes 1 and 3). In
shape they stand out by being relatively long mesiodistally, with the
molars being rhomboidal in outline. The P4 is two-rooted with an
incompletely divided buccal root; the P3 alveoli indicate a similar
morphology. The predicted adult palate shape is relatively shorter than
in australopiths (Supplementary Note 4). The alveolar process has
parallel postcanine rows, showing the greatest breadth lingually at P4

and buccally at M1.
The facial morphology of KNM-ER 62000 is derived compared with

Australopithecus and Paranthropus, and its affinities are with the
genus Homo. It shows striking similarity to KNM-ER 1470 (Sup-
plementary Note 5), sharing many of the features that single out the
latter as unique among specimens of early Homo3. A well-defined P3

jugum marks the ‘corner’ between the lateral and anterior surfaces of
the maxillary alveolar process, so that the canine alveoli are fully part of
the anterior row. The incisor alveoli are narrow mesiodistally for early

1Turkana Basin Institute, PO Box 24926, Nairobi 00502, Kenya. 2Department of Anthropology, Stony Brook University, Stony Brook, New York 11794, USA. 3Department of Human Evolution, Max Planck
Institute for Evolutionary Anthropology, Leipzig 04103, Germany. 4Department of Cell and Developmental Biology, University College London, London WC1E 6BT, UK. 5Department of Earth and Planetary
Sciences, and Department of Anthropology, Rutgers University, Piscataway, New Jersey 08854-8066, USA. 6Department of Anthropology, New York University, New York, New York 10003, USA.
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Figure 1 | The KNM-ER 62000 face. a–d, Anterior (a), right lateral (b), inferior (c) and superior views (d) of the KNM-ER 62000 face. Scale bar, 3 cm.
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Homo, show little anterior projection beyond the bicanine line, and the
overlying subnasal area is transversely flat (Fig. 1c–d). In lateral view, a
particularly straight facial profile is marked by a highly orthognathic
nasoalveolar clivus (Fig. 1b; Supplementary Notes 5e and 6b, e). There
is a distinct nasal sill, and the lateral nasal margins are rounded
inferiorly, but mildly everted superiorly, implying some projection
of the nasal bridge. The anterior surface of the zygomatic process is
positioned between P3 and P4. The midface is transversely flat with an
infra-orbital area that slopes antero-inferiorly. The infraorbital
foramen is placed medially and close to the orbital margin. The pre-
served inter-orbital morphology indicates that the nasal cavity was tall.
Bi-orbital to maxillo-alveolar breadth proportions indicate that the
upper face is distinctly narrow (Supplementary Note 1).

KNM-ER 60000 is a nearly complete adult mandible with an
estimated geological age of 1.78 to 1.87 Myr old (Fig. 2; metrics in
Supplementary Note 7). The well-preserved left side lacks only the
anterior part of the ramus, including the coronoid process, but this
area is well-preserved on the right side, facilitating full reconstruction
(Supplementary Note 8). The right side of the corpus shows post-
mortem deformation. The well-worn dentition with fully formed roots
is complete through M3. The anterior arcade is flat across the front
because narrow and short-rooted incisors sit medial, but barely
anterior to the canines. The labiolingual incisor crown dimensions fall
below the range observed for most eastern African Homo and
Paranthropus. The P3 to M2 crowns are small for Paranthropus, and
their sizes are below or at the low end of the size range for early Homo,

a

c d

e

b

Figure 2 | The KNM-ER 60000
mandible and KNM-ER 62003
mandible fragment. a–d, Left lateral
(a), right lateral (b), anterior (c) and
occlusal (d) views of KNM-ER
60000. e, Occlusal view of KNM-ER
62003, with lines marking the mid-
sagittal plane aligned to that of
KNM-ER 60000. Scale bar, 3 cm.

a b
Figure 3 | Dental arcades
compared. The reconstructed upper
arcade of KNM-ER 62000 (outlined in
black) occluded with the
reconstructed lower arcades of KNM-
ER 60000 (a) and KNM-ER 1802
(b), showing a good match with
KNM-ER 60000 but not with KNM-
ER 1802. Scale bar, 3 cm. See
Supplementary Note 10 for details.
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particularly their small mesiodistal dimensions (Supplementary Note 9).
However, the M3 dimensions are well within the range of early Homo,
and the molars increase in size from M1 to M3. Both M2 and M3 show a
C7 cusp. Both premolars have distal and mesial roots that are com-
pressed mesiodistally and incompletely separated by a deep lingual
groove. The tall anterior corpus has a mandibular incisure and a
labially positioned symphyseal tuber. The anterior symphyseal
surface makes an angle of 70u with the alveolar margin. Lingually, an
obliquely oriented post-incisive plane precedes a roughened
genioglossus attachment, but there are no separate superior and
inferior transverse tori. The tall but relatively narrow corpus has a
single mental foramen below P4, and a strongly marked marginal torus
with striae platysmatica that join distinct tubercles at C/P3 and M1/M2.
The broad, tall ramus rises perpendicular to the occlusal plane and its
root at M2 defines a wide extramolar sulcus (10 mm). The notch
between the condyle and the taller coronoid process is shallow; the
latter markedly projects anteriorly (above M2 /M3). The gonial angle is
100u; this region is everted and extends below the corpus base causing a
‘notched’ appearance in lateral view. Muscle attachments are distinct:
the masseter formed a thick everted flange infero-posteriorly and a
clear fossa for its deep head; the marked medial pterygoid insertions
extend to the mylohyoid line, which is partially bridged on the left. The
mandibular foramen sits high above the occlusal plane.

KNM-ER 62003, with an estimated geological age of 1.90 to 1.95 Myr
old, is a mandible fragment from just left of the midline to the distal right
M1 (Fig. 2; metrics in Supplementary Note 7). The midline inferior
border is missing. The roots of the left I1 to right M1 are present, and
the right P3 to M1 retain parts of their crown. Complete roots, thick
cortical bone and substantial occlusal wear indicate that it is an adult or
late sub-adult. KNM-ER 62003 shares the following features with KNM-
ER 60000: a flat anterior arcade with short and narrow incisor roots,
small premolars, similar symphysis orientation (the angle of the anterior
surface is approximately 70u), an oblique post-incisive plane, and
similar mental foramen and marginal torus positions. The marginal
torus is less strongly developed in KNM-ER 62003 than in KNM-ER
60000, and a well-developed genial fossa delineates a superior transverse
torus.

We attribute these mandibles to Homo rather than Paranthropus
based on their small molars and premolars, and tall but mediolaterally
narrow corpora. Despite similarities in P3–M2 size, KNM-ER 60000
differs from H. erectus as it has a combination of smaller anterior teeth,
a larger M3, a broader extramolar sulcus and, compared with the few
known relatively complete adult and late juvenile mandibles (KNM-
ER 992, KNM-WT 15000, D2735 and D2600), larger bigonial and
bicondylar breadths for dental arcade size.

The discovery of a fossil (KNM-ER 62000) that is broadly contem-
porary with and very similar in shape to KNM-ER 1470, makes it likely
that the two specimens do indeed represent a distinct taxon, separate
from morphologically more generalized craniofacial specimens, such as
KNM-ER 1813 and OH 65 (Supplementary Note 5). Importantly,
although KNM-ER 1470 and KNM-ER 62000 span the full known
size-range of early Homo, they share the same distinctive facial morpho-
logy, suggesting that allometry or sexual dimorphism5,6,8 are unlikely to
be factors that underlie the differences in early Homo facial architecture.

The palate and teeth of KNM-ER 62000 make it possible to infer
aspects of the mandible that occluded with the distinctive upper dental
arcade of this specimen and KNM-ER 1470 (Fig. 3; Supplementary Note
10). KNM-ER 1802 is the mandible invariably grouped with KNM-ER
1470 (refs 3, 10, 12, 14–16), and is key to making associations with other
specimens7,22. However, when reconstructed it seems to be an unlikely
match for KNM-ER 1470 and KNM-ER 62000, as it has a long dental
arcade and an anteriorly arched incisor row. Instead, the new specimens
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KNM-ER 60000 and KNM-ER 62003, as well as mandibles KNM-ER
1482 and KNM-ER 1801, are a better match for KNM-ER 1470 and
KNM-ER 62000 because of their shorter arcade, including a short pre-
molar row, and a short, non-projecting incisor row (Supplementary
Notes 10 and 11). Moreover, the pronounced anterior projection of
the ramus of KNM-ER 60000 can be comfortably accommodated by
the anteriorly placed zygomatic processes seen in the two crania. The
species name of KNM-ER 1470, and of its associated specimens,
depends on whether OH 7, the type specimen of H. habilis, is part of
this group (see, for example, refs 15, 16, 19 for opposing views). If OH 7
is not part of this group, as suggested here by mandibular tooth shape
(Supplementary Note 9) and perhaps by a photographic reconstruction
of the mandible6, the name H. rudolfensis is available23. However, we
urge caution with respect to decisions on nomenclature until OH 7,
which has extensive and complex taphonomic distortion, is studied
further and its association with other fossils can be evaluated better.

KNM-ER 1470 provides the key evidence in studies recognizing two
species of eastern African early Homo3,10–20. Specimens have been
grouped with KNM-ER 1470 mostly on the basis of a relatively large
cranial size or inferred masticatory specialization3,12,15,16,19,20, because it
has no tooth crowns preserved, and because before the discovery of
KNM-ER 62000 no other fossil shared its distinctive facial morpho-
logy. The new evidence presented here is not only consistent with two
distinct craniofacial morphs but also with two mandibular morphs.
One of these, best represented by KNM-ER 60000, seems to be asso-
ciated with the species to which KNM-ER 1470 and KNM-ER 62000
belong. The three new specimens will greatly aid the reassessment of
the systematics and early radiation of the genus Homo.

METHODS SUMMARY
Details of the new fossils are given in Supplementary Note 12. Their stratigraphic
context within the Koobi Fora Formation24 is well constrained (Fig. 4; Supplementary
Notes 13), and their age derives from two temporal markers, the KBS Tuff and the
Olduvai Subchron. The KBS Tuff has been isotopically dated to 1.87 Myr ago (ref. 25)
and it outcrops within each of the stratigraphic sequences discussed here (Fig. 4). The
base of the Olduvai Subchron, dated to 1.95 Myr ago (ref. 26), has recently been
documented just to the north27 and south28 of these sections. KNM-ER 62003 was
recovered from the lowermost upper Burgi Member in Area 130, just above a
prominent intra-formational conglomerate (marker bed g), 14 m below the KBS
Tuff, and very close to the projected level of the base of the Olduvai Subchron.
Estimates of its age, based on stratigraphic scaling, give an age of 1.90 to 1.95 Myr
old. KNM-ER 62000 was discovered in Area 131, in a comparable stratigraphic
position 17 m below the KBS Tuff, deriving from a channel sand body that locally
erodes through the same marker bed g. Its estimated age is 1.91 to 1.95 Myr old.
KNM-ER 60000 was recovered in Area 105 from a broken sandstone block that
derives from just above the KBS Tuff, and is therefore younger than 1.87 Myr old. On
the basis of the local sections in Area 105, it is difficult to put a minimum age on the
fossil, but magnetic polarity stratigraphy for that section29 indicates that the fossil
must lie within the Olduvai Subchron, and therefore cannot be younger than 1.78
Myr old26. Finally, KNM-ER 1470, recovered from Area 131 and derived from 36 m
below the KBS Tuff, now has an estimated age of 2.03 Myr old30.
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A transitional snake from the Late Cretaceous period
of North America
Nicholas R. Longrich1, Bhart-Anjan S. Bhullar2 & Jacques A. Gauthier1

Snakes are the most diverse group of lizards1, but their origins
and early evolution remain poorly understood owing to a lack of
transitional forms. Several major issues remain outstanding, such
as whether snakes originated in a marine2–4 or terrestrial5,6

environment and how their unique feeding mechanism evolved1,7,8.
The Cretaceous Coniophis precedens was among the first Mesozoic
snakes discovered9, but until now only an isolated vertebra has
been described9,10 and it has therefore been overlooked in discus-
sions of snake evolution. Here we report on previously undescribed
material11 from this ancient snake, including the maxilla, dentary
and additional vertebrae. Coniophis is not an anilioid as previously
thought11; a revised phylogenetic analysis of Ophidia shows that it
instead represents the most primitive known snake. Accordingly,
its morphology and ecology are critical to understanding snake
evolution. Coniophis occurs in a continental floodplain environ-
ment, consistent with a terrestrial rather than a marine origin;
furthermore, its small size and reduced neural spines indicate
fossorial habits, suggesting that snakes evolved from burrowing
lizards. The skull is intermediate between that of lizards and
snakes. Hooked teeth and an intramandibular joint indicate that
Coniophis fed on relatively large, soft-bodied prey. However, the
maxilla is firmly united with the skull, indicating an akinetic
rostrum. Coniophis therefore represents a transitional snake,
combining a snake-like body and a lizard-like head. Subsequent
to the evolution of a serpentine body and carnivory, snakes evolved
a highly specialized, kinetic skull, which was followed by a major
adaptive radiation in the Early Cretaceous period. This pattern
suggests that the kinetic skull was a key innovation that permitted
the diversification of snakes.

By almost any standard, snakes are among the most successful
vertebrate groups. Extant Serpentes are represented by almost 3,000
species exploiting a remarkable range of habitats and prey1. However,
the origins of this radiation remain poorly understood. In particular,
there is a longstanding controversy over whether the elongate body
and reduced limbs of snakes evolved in a terrestrial setting5,6, perhaps
as an adaptation for burrowing, or in a marine environment2–4, as an
adaptation for swimming. The stem snake Najash is terrestrial5, argu-
ing against a marine origin, yet the animal’s large size (,2 m in
length12) seems inconsistent with the hypothesis that snakes evolved
from burrowing forms. Another problem concerns the evolution of the
specialized feeding apparatus of snakes8. Extant snakes are primarily
carnivores that feed on relatively large prey, a strategy facilitated by
highly flexible jaws1,7,8,13. However, fossils provide little information on
the transition from the primitive, relatively inflexible skulls of other
lizards to the derived, kinetic system of snakes7, or when this transition
occurred in snake evolution.

Answers to these questions can only come from fossils, but the fossil
record of snakes is highly incomplete. Early snakes are known mainly
from vertebrae, which provide little information about snake evolu-
tion. Coniophis precedens, from the Maastrichtian stage of North
America9–11, is one such species. Described by Marsh in 1892 from a

single vertebra9, Coniophis has traditionally been identified as a
primitive alethinophidian14, perhaps a pipe snake11 (Aniliidae),
although it has also been suggested that Coniophis represents a stem
snake15. Surprisingly, additional vertebrae and skull elements of
Coniophis have been collected11, but never described. Here we provide
such a description and show that Coniophis is intermediate between
snakes and other lizards.

All of the fossils that we describe here come from the same strata as
the holotype, the upper Maastrichtian Lance Formation of eastern
Wyoming. Vertebrae referred to Coniophis resemble the holotype in
possessing rudimentary neural spines and deep, obovate paracotylar
fossae. Cranial elements come from localities containing numerous
Coniophis vertebrae11. Referral is supported by occurrence, size, rela-
tive abundance (Supplementary Information, section 1) and the fact
that elements occupy similar phylogenetic positions when analysed
independently (Supplementary Information, section 2).

1Department of Geology and Geophysics, Yale University, PO Box 208109, New Haven, Connecticut 06520-8109, USA. 2Department of Organismic and Evolutionary Biology, Biological Laboratories, 16
Divinity Avenue, Harvard University, Cambridge, Massachusetts 02138 USA.
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Figure 1 | Dentary of Coniophis precedens. UCMP (University of California
Museum of Paleontology) 50000 in lateral (a), medial (b), ventral (c) and dorsal
(d) view. mec, Meckelian canal; mf, mental foramen; sp, splenial facet; sr,
subdental ridge; sur, surangular notch; th, thecae.
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Jaw elements of Coniophis have a mosaic of derived, snake-like
characters and primitive, lizard-like characters. Teeth are snake-like
in being tall, pointed and cylindrical with a sharp basal hooking of the
crown. This tooth shape is unique to snakes among squamates.
Distinct carinae are present, as in Varanoidea and Mosasauroidea.
Tooth bases are expanded; some bear striae but, unlike in
Varanoidea and Madtsoiidae16, grooves do not extend into the pulp
cavity. Each tooth has a basal nutrient foramen in the interdental
position, as in other snakes and Anguimorpha. Tooth implantation
is uniquely snake-like, with teeth attaching to shallow thecae separated
by interdental ridges. However, unlike in alethinophidians, the thecae
remain open lingually, and teeth lack extensive basal deposition of
bone of attachment.

The dentary (Fig. 1) is snake-like in being long, slender and bowed.
It bears an enlarged mental foramen, which represents a snake
autapomorphy. Caudally, the dentary is deeply notched to receive
the surangular. This feature is unique to snakes and is associated with
an intramandibular joint permitting the jaw to flex to expand the
gape8,17,18. The subdental surface is deep anteriorly, as in snakes, but
forms a thin lip posteriorly, which is a primitive feature not found in
any snake, including the basal snakes Najash12 and Dinilysia19. The
angular process of the dentary does not wrap beneath the Meckelian
fossa, a lizard-like feature otherwise seen only in Najash12 among
snakes. A facet along the back of the subdental ridge marks the splenial
articulation.

The maxilla (Fig. 2) is low and medially curved as in other snakes,
indicating a broad, U-shaped snout; a low facial process is present, as in
Dinilysia19 and Madtsoiidae20,21. The maxilla is lizard-like, but differs
from all other snakes in that it overlaps the premaxilla, producing an
immobile contact. Coniophis also differs from other snakes in retaining
a vomerine process that is distally expanded to articulate with the
palate. The preserved narial margin indicates a small, unretracted
external naris. Overlapping portions of the maxilla indicate at least

nine labial foramina; other snakes have five at most. Dorsally, the facial
process bears a groove for the nasal and a lappet for the prefrontal,
indicating immobile contacts with these bones, in contrast to all other
snakes. Medially, the nasolacrimal fossa is lost, but Coniophis retains
a well-developed, lizard-like fossa for the nasal capsule. A distinct
supradental shelf separates the facial process from the teeth, whereas
this shelf is lost anteriorly in Serpentes. The superior alveolar foramen
is lizard-like in opening dorsally, rather than medially as in
Alethinophidia. The suborbital process bears a V-shaped notch for
the jugal, unlike any known snake.

Coniophis vertebrae (Fig. 3) are common enough in the Lance
Formation to allow characterization of the morphology along the
snake’s axial column. Snake-like zygosphenes and zygantra are
developed throughout; the neural canal is snake-like in having an
inverted trefoil outline, with longitudinal canals ventrolaterally.
Condyles are taller than they are wide anteriorly and are depressed
posteriorly, as in Scolecophidia, and lack the groove around the
condyle seen in alethinophidians. Anterior vertebrae bear stubby
hypapophyses, as in Dinilysia22 and Najash12, mid-trunk vertebrae bear
a sharp keel and posterior vertebrae have a rounded ventral surface.
Synapophyses are single-headed, as in lizards and Scolecophidia; they
bear diagnostic deep, obovate paracotylar fossae. In middle and
anterior vertebrae, synapophyses lie level with the ventral margin of
the centrum, as in snakes; but in posterior vertebrae they lie above the
centrum, as in lizards but no other snake. Prezygapophyseal processes
are absent.

The neural arch is depressed, with a straight to weakly concave
caudal margin, which is a primitive feature. The neural spine is
reduced to a weak ridge terminating posteriorly in a tuberosity. On
either side of the neural spine is a low mound corresponding to the
dorsolateral ridges in Najash12, Dinilysia22 and Madtsoiidae18. A vertebra
from the tail bears lymphapophyses for support of lymph hearts, as
in other long-bodied squamates23, indicating that Coniophis had a
serpentine body.
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Figure 2 | Maxilla of Coniophis precedens. a–e, UCMP 53935, anterior part
of maxilla in medial (a), lateral (b), ventral (c), dorsal (d) and anterior (e) view.
f–i, UCMP 49999, posterior maxilla in medial (f), lateral (g), ventral (h) and
dorsal (i) view. j, k, AMNH (American Museum of Natural History) 22413,
posterior maxilla in lateral (j) and medial (k) view. fos, fossa for nasal capsule;
fp, facial process; idr, interdental ridge; ju, jugal articulation; lf, labial foramina;
nar, narial margin; nas, nasal contact; pp, palatine process; pmp, premaxillary
process; prf, prefrontal facet; saf, superior alveolar foramen; ss, supradental
shelf; vom, vomerine process.
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Figure 3 | Vertebrae of Coniophis precedens. a, AMNH 26999,vertebra from
cervical region. b USNM (United States National Museum) 2143, holotype
anterior trunk vertebra. c, AMNH 26833, middle trunk vertebra, d, YPM-PU (Yale
Peabody Museum, Princeton collection) 16845, posterior trunk vertebra. Shown
(from top to bottom) in anterior, posterior, dorsal, ventral and lateral views.
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Phylogenetic analysis places Coniophis precedens as the sister to all
known snakes. Similar topologies emerge whether we code Coniophis
elements together or separately, add Amphisbaenia to the outgroup or

use another matrix18 entirely (Supplementary Information, section 2).
Numerous synapomorphies, including hooked teeth, interdental
ridges, an intramandibular joint, an anteriorly deep subdental ridge,
a reduced maxillary facial process, loss of the lacrimal fossa and
zygosphene–zygantrum joints (Supplementary Information, section 2),
place Coniophis with Ophidia. However, the new skull material shows
that Coniophis retains several strikingly primitive features absent from
crown Serpentes, including a supradental shelf, a vomerine process and
tight sutural contacts between the maxilla and the premaxilla, nasals,
prefrontal and jugal. Six steps are required to place Coniophis in the
crown, and 16 steps are needed to place Coniophis with anilioids.

As the most basal known snake, Coniophis precedens is important to
reconstructing the origins of the distinctive ophidian body plan and
the ecology of ancestral snakes. The proposed marine origin of
snakes2–4 suggests that basal snakes will occur in marine deposits.
However, Coniophis occurs in continental floodplain sediments11,24,
as do other basal snakes5,25. Coniophis also lacks adaptations for aquatic
locomotion such as pachyostosis2, tall neural arches or ventrally placed
synapophyses24. Instead, vertebrae have depressed neural arches with
reduced neural spines, a feature shared with fossorial snakes5 such as
Scolecophidia and Anilioidea, and other burrowing squamates such as
Amphisbaenia26. This, together with the relatively small size of
Coniophis (on the basis of comparisons of centrum length with
anilioids, we estimate the snout–vent length to be ,700 mm), implies
a semifossorial or fossorial lifestyle. Coniophis therefore supports the
hypothesis that the elongate body and reduced limbs of snakes evolved
as burrowing adaptations.

Coniophis also offers insight into the evolution of snake feeding. The
teeth of Coniophis are suited to piercing and holding soft-bodied prey;
moreover, the intramandibular joint allows the jaws to flex to increase
gape size8,17,18. Although it has been proposed that early snakes fed on
invertebrates1,8, taken together the tooth morphology, intramandibular
joint and size of Coniophis suggest that it preyed upon small vertebrates.
However, the maxilla lacks modifications permitting kinesis, and
instead remained tightly bound to the premaxilla, vomer, nasal, pre-
frontal and jugal. Coniophis thus represents a functional chimaera,
combining a snake-like body with a lizard-like head (Fig. 4).

The picture that emerges for Coniophis is of a small, fossorial
carnivore that preyed upon small vertebrates. Although vertebral

a

b

c

Figure 4 | Skull in lizards, Coniophis and modern snakes. a, Heloderma
(Varanoidea). b, Reconstruction of Coniophis, with missing elements after
Anguidae and basal snakes Najash and Dinilysia. c, Epicrates (Macrostomata).
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left in the boa Epicrates) cluster near the base of the snake tree, but following the
divergence of Coniophis. Coniophis exhibits an intramandibular joint (1).
Serpentes exhibits a maxilla–premaxilla joint (2), loss of maxilla–vomer contact

(3), a nasofrontal joint (4), a maxilla–prefrontal joint (5), a mobile dentary
symphysis (6) and an articular saddle joint (7). Alethinophidia is characterized by
a reduced postorbital bar (8) and a palatine–pterygoid hinge (9). Macrostomata is
characterized by a hinged supratemporal (10). Characters 4* and 7* are unknown
for either Coniophis or Najash. Stratigraphic data from ref. 18.
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morphology suggests a degree of fossoriality, a vertebrate diet implies
foraging above ground. Many basal Alethinophidia have a similar
lifestyle1, and this ecology is probably ancestral for snakes. Later,
snakes evolved a suite of adaptations that facilitated kinesis in the jaws
and skull (Fig. 5), allowing a wider range of prey to be swallowed8.
Subsequently, snakes underwent an adaptive radiation in the Early
Cretaceous (Fig. 5). This radiation was well under way by the
Cenomanian stage27, by which point snakes were represented by fossorial,
Coniophis-like forms28,29, freshwater Nigerophiidae28, marine
Simoliophiidae27 and the large-bodied, carnivorous Madtsoiidae28.
According to the phylogeny presented here, the aquatic Simoliophiidae,
the giant Madtsoiidae and the insectivorous Scolecophidia do not
provide insight into stem snake ecology; instead they are specialized
offshoots of this initial diversification. Coniophis therefore shows how
the stepwise acquisition of key innovations culminated in a major
adaptive radiation. The genesis of the Serpentes began with the evolu-
tion of a novel means of locomotion, followed by adaptations facilitat-
ing the ingestion of ever larger prey, thereby enabling snakes to exploit
a wider range of ecological niches.

METHODS SUMMARY
To determine the phylogenetic position of Coniophis, we revised a recent
phylogenetic analysis of snake morphology19, adding 61 characters to resolve the
position of Coniophis and the overall tree topology. We follow that study in
including Uropeltinae, Anomochilus and Cylindrophis in Uropeltidae19, although
the monophyly of this assemblage is debated. The resulting matrix (Supplementary
Information, section 4) includes 23 taxa and 215 characters (Supplementary
Information, sections 2 and 3). Data were analysed using the branch-and-bound
search algorithm of PAUP* 4.0 b10 (http://paup.csit.fsu.edu/). Three additional
analyses were performed: an analysis examining the maxillae, dentary and vertebrae
separately, along with two unnamed Maastrichtian snakes; an analysis including
the amphisbaenian Rhineura floridana in the outgroup; and an analysis using
another matrix18. All results support placement of Coniophis as a basal snake
(Supplementary Information, section 2).
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vertébral additionel du Crétacé supérieur d’Argentine. Étude complémentaire des
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Atmospheric CO2 forces abrupt vegetation shifts
locally, but not globally
Steven I. Higgins1 & Simon Scheiter2

It is possible that anthropogenic climate change will drive the Earth
system into a qualitatively different state1. Although different types
of uncertainty limit our capacity to assess this risk2, Earth system
scientists are particularly concerned about tipping elements, large-
scale components of the Earth system that can be switched into
qualitatively different states by small perturbations. Despite grow-
ing evidence that tipping elements exist in the climate system1,3,
whether large-scale vegetation systems can tip into alternative
states is poorly understood4. Here we show that tropical grassland,
savanna and forest ecosystems, areas large enough to have powerful
impacts on the Earth system, are likely to shift to alternative states.
Specifically, we show that increasing atmospheric CO2 concentra-
tion will force transitions to vegetation states characterized by
higher biomass and/or woody-plant dominance. The timing of
these critical transitions varies as a result of between-site variance
in the rate of temperature increase, as well as a dependence on
stochastic variation in fire severity and rainfall. We further show
that the locations of bistable vegetation zones (zones where alterna-
tive vegetation states can exist) will shift as climate changes. We
conclude that even though large-scale directional regime shifts in
terrestrial ecosystems are likely, asynchrony in the timing of these
shifts may serve to dampen, but not nullify, the shock that these
changes may represent to the Earth system.

Assessing the consequences of climate change for life on Earth is one
of the major challenges facing science and society. There is growing
evidence that tipping elements, large-scale components of the Earth
system that can be switched into qualitatively different states by small
perturbations, exist in the climate system1,3. There is also evidence that
ecosystems may be subject to analogous tipping phenomena. Such
regime shifts have been observed locally5, but whether such shifts occur
at regional scales remains speculative. The terrestrial ecosystem where
regime shifts are most likely to have powerful repercussions on the
Earth system is the vast savanna complex, a term we use to refer to
grassland, savanna and forest ecosystems of tropical and subtropical
regions. Regime shifts of relevance to the Earth system are likely in
the savanna complex because of the large area it covers and because
savannas are known to shift into alternative states such as forest or
grassland6–10. Indeed, the stability of savannas has long been questioned
by biogeographers, who noticed that they do not seem to be in
equilibrium with their climate in the same way that forests seem to
be11. The Amazon basin is prominent example of a region in the
savanna complex where shifts to alternative vegetation states are
predicted. Several studies have shown that decreased rainfall over
the Amazon would induce forest dieback, a process that would be
reinforced and accelerated by feedbacks with the climate system1,3,12,13.
Despite the fact that large proportions of the savanna complex seem to

1Institut für Physische Geographie, Goethe Universität Frankfurt am Main, Altenhöferallee 1, 60438 Frankfurt am Main, Germany. 2Biodiversity and Climate Research Centre (BiK-F), Senckenberg
Gesellschaft für Naturforschung, Senckenberganlage 25, 60325 Frankfurt am Main, Germany.
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Figure 1 | Transitions between vegetation states projected for the period
1850–2100. a, The projected changes in vegetation states. The percentages
indicate the proportion of the African surface that will be in different vegetation
states in 2100. The width of the arrows shows the relative frequency of the
vegetation transitions projected to occur between 1850 and 2100. b, The
distribution of the most common state transitions between C3-dominated

states (woodland, deciduous forest and evergreen forest) and C4-dominated
states (C4 grassland and savanna). c, The distribution of bistable zones in 1850
and 2100. Bistable zones are savannas and C4 grasslands that would undergo a
transition to C3-dominated states if fire were suppressed. d, Frequency
distribution of the timing of transitions from C4-dominated to C3-dominated
vegetation states. Error bars indicate s.e.m. for replicate simulations (n 5 9).
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be predisposed to regime shifts9,10, uncertainty in how climate and land
use will change in these regions, coupled with uncertainty in the
mechanisms driving change, hampers our ability to predict change14.

Addressing change in the savanna complex requires consideration
of the physiological and demographic mechanisms that have been
invoked to explain savanna dynamics. A mechanistic perspective
needs to consider how the fundamentally different architectures of
grasses and trees influence both their capacity to capture and use
resources and their responses to fire15. A key physiological difference
is that trees use the C3 photosynthetic pathway, whereas most tropical
grasses use the C4 photosynthetic pathway. These differences yield
robust predictions16: high temperatures and low CO2 concentrations
select for the C4 photosynthetic pathway, whereas low temperatures
and high CO2 concentrations select for the C3 photosynthetic pathway.
According to leaf-level physiological models based on this mechanism16,
a doubling of the CO2 concentration from 350 to 700 p.p.m. and a
2–5 uC increase in temperature will favour C3 over C4 photosynthetic
types. The implication is that, at the leaf level, the impacts of predicted
CO2 changes overwhelm the impacts of predicted temperature
changes. In addition to carbon uptake, differences in carbon demand
and carbon allocation need to be considered17. Trees in savannas have a
higher carbon demand than grasses because, being trees, they require
more carbon to deploy a unit of leaf area than grasses do and they need
to allocate large amounts of carbon to ensure that they rapidly attain
sizes that prevent serious injury in grass fires17,18. In summary, the
carbon budget of trees in savannas stands to benefit from increased
atmospheric CO2 concentration because of increased carbon uptake
capacity fuelled by a high carbon demand. These carbon benefits setup
a positive feedback loop: more tree biomass serves to suppress grass
production and hence the severity of fires, which further increases
the likelihood of the system tipping from a C4-dominated state to a
C3-dominated state9,19.

In this study we used a dynamic vegetation model20 (see Supplemen-
tary Information) to assess vegetation shifts in grassland, savanna and
forest formations that constitute the savanna complex. The model
allows the assessment of shifts in the state of grassland, savanna and
forest formations by explicitly considering how carbon assimilation
may respond to atmospheric changes and how growth and resource
competition interact with plant responses to injuries caused by fire (see
Supplementary Information).

Our simulations of potential vegetation project marked shifts in
vegetation state between 1850 and 2100 (Fig. 1a). There was a strong
directionality in the shifts: deserts were replaced by grasslands,
grasslands by savannas and woodlands, and savannas by forests
(Fig. 1a). Collectively, the area occupied by C3-dominated (woodland,
deciduous forest and evergreen forest) states increased from 31% to
47%. The area covered by savannas decreased from 23% to 14%,
grasslands decreased from 18% to 16% and deserts from 28% to
23%. There was a clear geographical pattern to where these transitions
occurred (Fig. 1b). In areas associated with and bounding on what are
referred to as hot semi-arid climates in the Köppen–Geiger climate
classification system21, the model projects that C4-dominated states
(savanna and C4 grassland) will undergo a transition to C3-dominated
states (woodland, deciduous forest and evergreen forest). Further, the
positions of bistable areas (areas that could be C3-dominated in the
absence of fire, but are C4-dominated if fires occur) are projected to
shift in location (Fig. 1c). Only a small overlap in the past and future
distributions of bistable areas is projected. Moreover, most sites that
are projected to remain C4-dominated (Fig. 1b, red pixels) are pro-
jected to switch to bistable states in 2100 (Fig. 1c, yellow pixels).

These marked shifts to woodland and forest have, according to the
model, been occurring at low rates since 1850, but the rate of transition
accelerates from 1.9% of the African land surface between 1990 and
2010 to 4.5% between 2010 and 2030, and to 11.2% between 2030 and
2050 (Fig. 1d). Although stochastic variation in the intensity of rainfall
and fire events ensured that the confidence interval of a site’s year of

transition spanned 48 years, the mean year when a site underwent a
transition to a C3 state was largely determined by the rate of temper-
ature change at that site (F2,215 5 218.5, P , 0.001, R2 5 0.67). That is,
those sites currently dominated by C4 plants in which temperatures are
projected to increase more rapidly shifted to C3 dominance later. This
is because the relatively rapid increase in temperature allows the C4

plants to remain competitive for longer in the face of rising atmo-
spheric CO2 concentrations, which favour C3 plants16.

To understand how moisture and atmospheric CO2 interact to influ-
ence these changes (Fig. 1) we plot how the probability of vegetation
being in a C4-dominated state changes with CO2 concentration and
rainfall (Fig. 2a). This plot reveals that at high CO2 concentrations,
C4-dominated states become more likely at sites with low rainfall (less
than 250 mm), which explains why the model predicts that grasslands
replace deserts (Fig. 1a). This interpretation is consistent with the
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Figure 2 | Sensitivity to rainfall and atmospheric CO2 concentration. a, The
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theory that the water use efficiency of vegetation increases with atmo-
spheric CO2 concentrations22. At the high end of the rainfall gradient
(Fig. 2a), the shift to C3-dominated states is both forced and catalysed by
atmospheric CO2. At pre-industrial CO2 concentrations, C4 dominance
extends to regions with high rainfall (more than 1,500 mm), whereas at
the CO2 concentrations expected in 2100, C4-dominated states are
restricted to regions with lower rainfall (less than 750 mm; Fig. 2a).

The trend towards increased woody biomass (Fig. 1a) is not a simple
function of CO2 concentration; it is a function of the conditions under
which CO2 fertilization shifts the competitive balance in favour of
trees, setting up a positive feedback cycle involving light competition
and fire suppression that further suppresses grasses and promotes
trees8,9,17. This is illustrated by the large between-site differences in
the sensitivity of change in tree biomass to changes in tree photo-
synthetic rate (Fig. 2b). That is, although small changes in photo-
synthetic rates can translate into large changes in woody biomass,
this sensitivity is highly dependent on context.

Hysteresis, the dependence of a system’s response to changes in
forcing factors on its history, is an indicator of systems characterized
by catastrophic regime shifts6. There was clear evidence of a hysteresis
effect in the transition between C3-dominated and C4-dominated
vegetation states at local scales (Fig. 3a). That is, the critical level of
the environmental factor (be it CO2 concentration, rainfall, temper-
ature or fire ignitions) required to force a transition to an alternative
state was dependent on the system’s historical states. When the results
of the hysteresis simulations are averaged over the African continent,
the hysteresis signal is removed or considerably weakened (Fig. 3b).
This is simply because each site has its own critical threshold that is
determined by site-specific environmental covariates; averaging over
these covariates removes the hysteresis signal. The implication is that
although abrupt regime shifts may be observed at local sites (Fig. 3a),
these shifts will, when averaged over a continent, seem to occur
smoothly (Fig. 3b). The consequence of this averaging effect is that
any impulse to the atmosphere arising from the terrestrial land surface
of the savanna complex may be smoothed.

Our findings that shifts from C4-dominated to C3-dominated
ecosystems are to be expected in the savanna complex are consistent

with empirical observations23–25, with chamber experiments on the res-
ponse of savanna trees and C4 grasses to atmospheric CO2 concentra-
tion26, and with leaf physiological models16. Although these projections
of increasing tree dominance seem to contradict studies that project
forest dieback in the Amazon12, this may simply be because our analysis
assumes that rainfall remains constant, whereas projections of Amazon
forest dieback are based on climate simulations that project decreased
rainfall14. The high uncertainty in precipitation change over Africa
led us to assume that rainfall remained at ambient levels (see
Supplementary Information), but future studies should consider
changes in rainfall as well as feedbacks between vegetation and rainfall13.

Here we have shown that although abrupt shifts in vegetation states
are possible at the local scale, the timing of these shifts will not be
coincident at the continental scale. The implication is that although a
considerable proportion of the African continent will—land use allow-
ing—shift to more woody vegetation states, these continental changes
will be spread over a longer period than local scale analyses suggest.
This study, together with palaeoecological evidence27, suggest that
atmospheric CO2 has been and will be a major factor shaping vegeta-
tion change.

METHODS SUMMARY
We used the aDGVM (adaptive Dynamic Global Vegetation Model), a dynamic
global vegetation model20 (see Supplementary Information). The aDGVM inte-
grates plant physiological processes generally used in dynamic global vegetation
models (DGVMs28) with novel submodels that allow plants to dynamically adjust
carbon allocation and leaf phenology to environmental conditions. The model
considers four basic functional types: a savanna tree, a forest tree, a C4 grass and a
C3 grass. We used a simplified dichotomous scheme to classify model output into
seven vegetation types. We identified areas of vegetation change by running for-
ward simulations for Africa at a 1u grid resolution for the period between 1850 and
2100 under Intergovernmental Panel on Climate Change (IPCC) Special Report
on Emissions Scenarios (SRES) A1B projection provided by ECHAM5 (ref. 29).
The large uncertainty in precipitation projections for Africa led us to assume that
rainfall remained at ambient levels30 (see Supplementary Information). The simu-
lations focus on potential vegetation; in other words, land-use impacts are ignored.
Testing whether the model system exhibited hysteresis effects was achieved by first
increasing an environmental factor linearly from a low level to a high level and by
decreasing the environmental factor linearly from a high level to a low level.
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Full Methods and any associated references are available in the online version of
the paper.
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METHODS
Basic model structure. We used the aDGVM (adaptive Dynamic Global
Vegetation Model), a dynamic global vegetation model20. A complete description
is provided in ref. 20; we provide only a summary here. The aDGVM integrates
plant physiological processes generally used in dynamic global vegetation models
(DGVMs28) with novel submodels that allow plants to dynamically adjust carbon
allocation and leaf phenology to environmental conditions. The aDGVM is
individual-based, which means that it keeps track of state variables such as
above-ground and below-ground biomass, height, leaf area index and leaf
phenological status for individual plants. The model considers four basic
functional types: a savanna tree, a forest tree, a C4 grass and a C3 grass (see
Supplementary Information). For this study we used a simplified dichotomous
scheme to classify model output into seven vegetation types (Supplementary Fig. 1).
Simulation experiments. We simulated the potential vegetation of Africa at a 1u
grid resolution for the period between 1850 and 2100 under Intergovernmental
Panel on Climate Change (IPCC) Special Report on Emissions Scenarios (SRES)
A1B projection provided by ECHAM5 (ref. 29). The use of other scenarios does
not qualitatively change our results. Because of the large uncertainty in the
precipitation projections of the IPCC SRES simulations we assume that precipita-
tion remains as defined by the Climate Research Unit’s empirical climate data30.
For all simulations, the model was initialized with 100-year spin-up using the
environmental conditions of 1850.
Forward simulations. We ran forward simulations from 1850 to 2100. Nine
replicate simulations with and without fire were performed. Each simulated grid
cell was classified into one of the seven vegetation types (Supplementary Fig. 1).
There was high spatial agreement between the maps produced by replicate simu-
lations (k . 0.75). We calculated the transition rates between the different vegeta-
tion types observed between 1850 and 2100 (Fig. 1a) in the presence of fire. We
plotted, for the most frequent transition categories, where these transitions occur
in Africa (Fig. 1b). We plotted the distribution of bistable sites (C4 grasslands and
savannas that could be C3-dominated (woodland, deciduous forest or evergreen
forest) if fire were suppressed) for 1850 and 2100 (Fig. 1c).

We ran 100 replicate simulations for each grid cell and estimated the year
in which transitions from C4-dominated systems (C4 grassland and savanna) to
C3-dominated systems (woodland, deciduous forest and evergreen forest)
occurred (Fig. 1d). Stable estimates of the mean time of transition for grid cells
were obtained for sample sizes of 50 replicate simulations. The 95% confidence
interval of the year in which a transition was observed in an individual grid cell
spanned 48 years. Linear regression models were used to identify which factors
influenced the mean time at which a transition occurred.

Sensitivity to CO2 and rainfall. Simulations were run for constant CO2 concen-
trations (170, 400 and 700 p.p.m.) and ambient climatic conditions for all Africa.
These simulations were summarized by using a logistic regression to estimate how
rainfall influenced the probability of vegetation being in a C4-dominated state (C4

grassland and savanna; Fig. 2a).
The forward simulations were used to calculate the sensitivity of tree biomass

change to changes in the photosynthetic rates of trees (Fig. 2b). This sensitivity was
defined as (tree biomass at 2100/tree biomass at 1850)/(tree photosynthesis at
2100/tree photosynthesis at 1850); high sensitivity would imply that a small
change in the photosynthetic rate of trees produces a large change in tree biomass.
The photosynthetic rates are the potential photosynthetic rates (assuming saturat-
ing moisture supply, but variation in CO2, incoming photosynthetically active
radiation and temperature with site)20.
Hysteresis effects. Simulation experiments were conducted to explore whether
the model showed hysteresis effects when vegetation underwent a transition
between C4-dominated (C4 grassland and savanna) and C3-dominated
(woodland, deciduous forest and evergreen forest) states. We set all environmental
conditions to ambient30 conditions. For selected environmental factors (atmospheric
CO2 concentration, mean annual temperature anomaly, mean annual precipitation
anomaly and fire ignition anomaly) we first increased the environmental factor
linearly from a low level to a high level and then decreased the environmental factor
linearly from a high level to a low level. The low and high levels for CO2 were
190 p.p.m. and 800 p.p.m., respectively. The temperature anomaly was 28 uC to
18 uC relative to ambient. The mean annual precipitation anomaly was 0.75–1.5
of ambient. The fire ignition anomaly was 0–4 of the standard ignition probability.
The period over which we increased and decreased the forcing variable was 350
years. Spin-up for these simulations involved running the model for 100 years at the
high or low level of the forcing variable, with other parameters being set to ambient.

In a first hysteresis experiment we ran 100 replicate simulations for a single site
(25u S, 31u 359 E; 570 mm mean annual precipitation). For these simulations
CO2 was set to 550 p.p.m. because this was, for this site, the CO2 concentration
required for shifts from savanna to woodland and/or forest. At the continental
scale, we simulated vegetation of Africa at a 2u grid resolution. In each simulation
year we recorded whether each replicate simulation was in a C4-dominated or a
C3-dominated state. For the local scale simulations these replicates were 100 repeat
simulations at a single site. For the continental scale simulations the replicates were
each pixel in the 2u grid of Africa. These data were then summarized using a
logistic regression, with C4-dominated or C3-dominated as the binary response
variable, and the forcing factor (atmospheric CO2 concentration, mean annual
temperature anomaly, mean annual precipitation anomaly or fire ignition anomaly)
as the independent variable (Fig. 3).
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Angélique D’Hont1*, France Denoeud2,3,4*, Jean-Marc Aury2, Franc-Christophe Baurens1, Françoise Carreel1,5, Olivier Garsmeur1,
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Bananas (Musa spp.), including dessert and cooking types, are giant
perennial monocotyledonous herbs of the order Zingiberales, a
sister group to the well-studied Poales, which include cereals.
Bananas are vital for food security in many tropical and subtropical
countries and the most popular fruit in industrialized countries1.
The Musa domestication process started some 7,000 years ago in
Southeast Asia. It involved hybridizations between diverse species
and subspecies, fostered by human migrations2, and selection of
diploid and triploid seedless, parthenocarpic hybrids thereafter
widely dispersed by vegetative propagation. Half of the current
production relies on somaclones derived from a single triploid
genotype (Cavendish)1. Pests and diseases have gradually become
adapted, representing an imminent danger for global banana pro-
duction3,4. Here we describe the draft sequence of the 523-megabase
genome of a Musa acuminata doubled-haploid genotype, providing
a crucial stepping-stone for genetic improvement of banana. We
detected three rounds of whole-genome duplications in the Musa
lineage, independently of those previously described in the Poales
lineage and the one we detected in the Arecales lineage. This first
monocotyledon high-continuity whole-genome sequence reported
outside Poales represents an essential bridge for comparative
genome analysis in plants. As such, it clarifies commelinid-
monocotyledon phylogenetic relationships, reveals Poaceae-
specific features and has led to the discovery of conserved non-
coding sequences predating monocotyledon–eudicotyledon
divergence.

Banana cultivars mainly involve M. acuminata (A genome) and
Musa balbisiana (B genome) and are sometimes diploid but generally
triploid5,6. We sequenced the genome of DH-Pahang, a doubled-
haploid M. acuminata genotype (2n 5 22), of the subspecies malaccensis
that contributed one of the three acuminata genomes of Cavendish7.
A total of 27.5 million Roche/454 single reads and 2.1 million
Sanger reads were produced, representing 20.53 coverage of the
523-megabase (Mb) DH-Pahang genome size, as estimated by flow
cytometry. In addition, 503 of Illumina data were used to correct

sequence errors. The assembly consisted of 24,425 contigs and 7,513
scaffolds with a total length of 472.2 Mb, which represented 90% of
the estimated DH-Pahang genome size. Ninety per cent of the
assembly was in 647 scaffolds, and the N50 (the scaffold size above
which 50% of the total length of the sequence assembly can be found)
was 1.3 Mb (Supplementary Text and Supplementary Tables 1–3). We
anchored 70% of the assembly (332 Mb) along the 11 Musa linkage
groups of the Pahang genetic map. This corresponded to 258 scaffolds
and included 98.0% of the scaffolds larger than 1 Mb and 92% of the
annotated genes (Supplementary Text, Supplementary Table 4 and
Supplementary Fig. 1).

We identified 36,542 protein-coding gene models in the Musa
genome (Supplementary Tables 1 and 5). A total of 235 microRNAs
from 37 families were identified, including only one of the eight
microRNA gene (MIR) families found so far solely in Poaceae8

(Supplementary Tables 6 and 7).
Viral sequences related to the banana streak virus (BSV) dsDNA

plant pararetrovirus were found to be integrated in the Pahang
genome, with 24 loci spanning 10 chromosomes (Supplementary
Text and Supplementary Fig. 2). They belonged to a badnavirus
phylogenetic group that differed from the endogenous BSV species
(eBSV) found in M. balbisiana9 and most of them formed a new
subgroup (Supplementary Fig. 3). Importantly, all of the integrations
were highly reorganized and fragmented and thus did not seem to be
capable of forming free infectious viral particles, contrary to the eBSV
described in M. balbisiana10.

Transposable elements account for almost half of the Musa
sequence (Supplementary Text and Supplementary Tables 1 and
8–10). Long terminal repeat retrotransposons represent the largest
part, with Copia elements being much more abundant than Gypsy
elements (25.7–11.6%) (Supplementary Fig. 4). No major recent wave
of long terminal repeat retrotransposon insertions appears to have
occurred in the Musa lineage. Fewer than 1% of the long terminal
repeat retrotransposons are complete and their median date of inser-
tion is around 4 Myr ago, corresponding to the half-life of this type of
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Génomique (IG), Genoscope, 2 rue Gaston Crémieux, BP5706, 91057 Evry, France. 3Centre National de Recherche Scientifique (CNRS), UMR 8030, CP5706, Evry, France. 4Université d’Evry, UMR 8030,
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transposable element11 (Supplementary Fig. 5). Long interspersed ele-
ments (LINEs) represent 5.5% of the genome. The banana genome is
exceptional in the composition of its class 2 element population, which
represents only about 1.3% of the genome. The only superfamilies
identified were hAT, followed by Harbinger and Mutator. Only the
first family was significantly represented and had non-autonomous
deletion derivatives. The superfamilies CACTA and Mariner, which
have been found in high copy numbers in all angiosperm genomes
studied so far, are absent from the banana genome. Gene-rich regions
are mostly located on distal parts of chromosomes, as observed in
other plant genomes (Fig. 1 and Supplementary Fig. 1). There is,
however, a particularly sharp transition between gene-rich and
transposable-element-rich regions. This observation is confirmed by
the pattern observed after genomic in situ hybridization, which
shows that transposable elements are typically concentrated around
centromeres in Musa12 (Supplementary Fig. 6). The asymmetric
transposable element distributions along the chromosomes indicated
that chromosomes 1 and 2 are acrocentric in DH-Pahang (Fig. 1).
Long terminal repeat retrotransposons are particularly abundant
in centromeric and pericentromeric chromosome regions. Their
accumulation in these regions, particularly for the oldest ones, suggests
that they are preferentially eliminated from gene-rich regions13

(Supplementary Fig. 5). Remarkably, typical short tandem centro-
meric repeats were not found in Musa. However, one long interspersed
element (named Nanica) identified in the unassembled reads was
localized by fluorescence in situ hybridization in the centromeric
region of all Musa chromosomes (Supplementary Fig. 7 and Sup-
plementary Table 10).

Whole-genome duplications (WGDs) have played a major role in
angiosperm genome evolution14; the first evidence of a WGD event in
the Musa lineage was reported by Lescot et al.15. We uncovered a
complex pattern of paralogous relationships between the 11 Musa
chromosomes (Supplementary Text and Supplementary Fig. 8).
Most paralogous gene clusters shared relationships with three other
clusters, suggesting that two WGDs (denoted as a and b) occurred
(Supplementary Fig. 9). Based on Ks and synteny relationships,
duplicated gene clusters were tentatively assembled into 12 Musa
ancestral blocks representing the ancestral genome before the a/b
duplications (Figs 1 and 2 and Supplementary Figs 10–12). The
duplicated segments included in the Musa ancestral blocks cover
222 Mb (67% of the anchored assembly) and contain 26,829 genes
(80% of the anchored genes) (Supplementary Table 11). The Ks
distribution among pairs of paralogous gene clusters dated the two
WGDs at a similar period around 65 Myr ago (Supplementary Fig. 13),
consistent with the WGDs that occurred in many different plant

lineages near the Cretaceous–Tertiary boundary14 (Fig. 3). Additional
paralogous relationships between the 12 Musa ancestral blocks display-
ing higher Ks values suggested that an additional, more ancient duplica-
tion event (denoted as c) occurred around 100 Myr ago (Fig. 3 and
Supplementary Figs 10, 11, 13 and 14).

In the grass lineage, it is well established that one WGD (denoted as
r) occurred around 50–70 Myr ago, after Poales separated from other
monocotyledon orders16,17. Evidence was reported on an additional
WGD (denoted as s) earlier in the monocotyledon lineage, but after
its divergence from the eudicotyledons18. Our comparison of the Musa
ancestral blocks with the Poaceae r and s ancestral blocks as defined
by Tang et al.18 revealed that genes from segments of different r blocks
(corresponding to one s block) have orthologous relationships with
the same Musa regions, showing that thes Poaceae event is not shared
with Musa. Reciprocally, genes from Musa a/b paralogous segments
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have orthologous relationships with the same r and s regions, show-
ing that the earliest duplication (c) we identified in the Musa lineage is
not shared with Poaceae (Fig. 2 and Supplementary Fig. 15).

Independent phylogenomic analyses performed on 3,553 gene
families, including genes mapped to syntenic ancestral blocks,
generated further evidence (98.7–77.6% of the gene trees, Supplemen-
tary Text) that the three rounds of palaeopolyploidization identified in
the Musa genome and the two previously reported in the Poaceae
lineage occurred independently after the Poales and Zingiberales
divergence estimated at 109–123 Myr ago19 (Fig. 3 and Supplemen-
tary Fig. 16).

Resolution of the Zingiberales relationship relative to Poales and
Arecales (palms) has been problematic (see, for example, Givnish et
al.20), but our analysis of 93 single-copy nuclear genes suggested that
the palms are more closely related to Zingiberales (including Musa)
than to Poales (Fig. 3, Supplementary Text and Supplementary
Fig. 17). Phylogenomic and synteny analyses indicated that the palms
do not, however, share any of the Poales or Zingiberales WGDs
discussed here (Supplementary Figs 17 and 18). Moreover, our Ks
analyses of date-palm gene models21 indicated that the palm genome
had its own WGD event (Supplementary Fig. 19).

Most (65.4%) of the genes included in the Musa a/b ancestral blocks
are singletons and only 10% are retained in four copies, in agreement
with the loss of most gene-duplicated copies after WGD22. The most
retained gene ontology categories corresponded to genes involved in
transcription regulation (transcription factor activity), signal trans-
duction including small GTPase-mediated signal transduction and
protein kinases, and translational elongation (Supplementary Text
and Supplementary Tables 12–14). This might be explained by the
gene balance hypothesis23, which suggests that genes involved in multi-
proteic complexes or regulatory genes are dosage sensitive and thus are
more prone to be co-retained or co-lost after WGD24. With 3,155
genes, the number of Musa transcription factors identified is among
the highest of all sequenced plant genomes (Supplementary Table 15
and 16).

Comparison of Musa, rice, sorghum, Brachypodium, date palm
(Phoenix dactylifera) and Arabidopsis proteomes revealed 7,674 gene
clusters in common to all six species, thus representing ancestral gene

families (Fig. 4). Interestingly, many specific clusters (2,809 in our
setting) proved specific to Poaceae, suggesting a high level of gene
divergence and diversification within the grass lineage. Specific
Musa clusters (759) were enriched in genes encoding transcription
factors (for example, Myb and AP2/ERF families), defence-related
proteins, enzymes of cell-wall biosynthesis and enzymes of secondary
metabolism (Supplementary Table 17).

We compared the distribution of GC3 content (G or C in the third
codon position) in Musa coding sequences with those of rice, ginger
(Zingiber officinale) and date palm because this distribution was
shown to be bimodal in Poaceae and unimodal in all analysed
eudicotyledons25. In Musa, a GC-rich peak was apparent but less
distinct from the GC-poor one (Supplementary Text, Supplementary
Figs 20–23 and Supplementary Table 18), which confirms preliminary
evidence that placed Musa in an intermediate position15. This feature
was shared with ginger (Zingiberales) and contrasts with the unimodal
GC distribution of date-palm coding sequences (Supplementary
Fig. 21).

Plant conserved non-coding sequences (CNSs)—a type of phylo-
genetic footprint—are enriched in known transcription factors or
other cis-acting binding sites, and are usually clustered around regu-
latory genes, supporting their functionality26. Starting with a collection
of 16,978 CNSs conserved in Poaceae, we used the Musa genome to
identify the 116 most deeply conserved regulatory binding sequences
in the commelinid monocotyledon lineage (Supplementary Text, Sup-
plementary Tables 19 and 20, and Supplementary Fig. 24). Deeply
conserved CNSs in commelinids were frequently found located 59 to
genes encoding transcription factors, and were significantly enriched
in WRKY motifs (Supplementary Table 21). After WGD, genes
associated with deeply conserved CNSs were found to be retained as
duplicates more often than genes with less deeply conserved CNSs
(Supplementary Table 22). The banana genome also served as a
stepping-stone to finding CNSs conserved beyond monocotyledons,
including 18 CNSs that were found in this study to be conserved in the
expected syntenic position in eudicotyledons as well (Supplementary
Table 23). This evolutionary distance is not unusual for vertebrate
CNSs (detectable after more than 400 million years of divergence)27

but it surpasses the findings of previous plant whole-genome surveys26.
Plant deeply conserved CNSs are therefore rare but do exist, and are
short compared with those of animals27, and must be at least as old as
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monocotyledon–eudicotyledon divergence (more than 130 million
years of divergence).

The reference Musa genome sequence represents a major advance
in the quest to unravel the complex genetics of this vital crop, whose
breeding is particularly challenging. Having access to the entire Musa
gene repertoire is a key to identifying genes responsible for important
agronomic characters, such as fruit quality and pest resistance.
Bananas are exported green and then ripened by application of
ethylene. RNA-Seq analysis indicated strong transcriptional repro-
gramming in mature green banana fruits after ethylenic treatment
(Supplementary Text, Supplementary Tables 24–26 and Supplemen-
tary Fig. 25). Transcription factors were particularly involved with 597
differentially regulated genes. Various modifications confirmed the
biochemistry of the banana ripening process28, such as highly upregu-
lated genes encoding cell-wall modifying enzymes, three downregu-
lated starch synthase genes and one upregulated b-amylase gene. Two
WGD-derived paralogous vacuolar invertase genes involved in sucrose
conversion displayed opposite expression profiles, suggesting subfunc-
tionalization and possible contribution to the soluble sugar balance in
ripening bananas (Supplementary Fig. 26). The race against pathogen
evolution is particularly critical in clonally propagated crops such as
banana. Up to 50 pesticide treatments a year are required in large
plantations against black leaf streak disease, a recent pandemy caused
by Mycosphaerella fijiensis3. Moreover, outbreaks of a new race of the
devastating Panama disease fungus (Fusarium oxysporum f. sp.
cubense) are spreading in Asia4. Among defence-related genes, those
encoding nucleotide-binding site leucine-rich repeat proteins were
found to be little represented in the Musa sequence (89 genes)
(Supplementary Table 27). RNA-Seq analysis showed that receptor-
like kinase genes were upregulated in a partially resistant interaction
with M. fijiensis (Supplementary Text, Supplementary Table 28 and
Supplementary Fig. 27). Interestingly, direct links between basal plant
immunity triggered by receptor-like kinase proteins and quantitative
trait loci for partial resistance have been recently established in several
plant species (see, for example, Poland et al.29). In addition, we showed
that DH-Pahang is highly resistant to the new broad-range Fusarium
oxysporum race 4 (Supplementary Text and Supplementary Fig. 28),
thus conferring additional specific value to the DH-Pahang sequence.

The Musa genome sequence reported here bridges a large gap
in genome evolution studies. As such, it sheds new light on the
monocotyledon lineage. Several Poaceae-specific characteristics could
be highlighted, boosting prospects for analysing the emergence of
this very successful family. The Musa genome also enabled identifica-
tion of deeply conserved CNS within commelinid monocotyledons
and between monocotyledons and eudicotyledons, representing an
invaluable resource for detecting novel motifs with a gene regulation
function. We detected three rounds of polyploidization in the Musa
lineage, which were followed by gene loss and chromosome rearrange-
ments, resulting in little synteny conservation between lineages
(Supplementary Figs 29 and 30) and over-retention of some gene
classes, thus providing ample opportunities for independent diver-
sification. In particular, transcription factor families are strikingly
expanded in Musa compared with other plant genomes and probably
contribute to specific aspects of banana development.

The Musa genome sequence is therefore an important advance
towards securing food supplies from new generations of Musa crops,
and provides an invaluable stepping-stone for plant gene and genome
evolution studies.

METHODS SUMMARY
Sanger (ABI 3730xl sequencers) and Roche/454 (GSFLX pyrosequencing
platform) reads were assembled with Newbler. Scaffolds were anchored to
Pahang linkage groups using 652 markers (SSR and DArT). Protein-coding gene
model prediction on the repeat-masked sequence was done with the GAZE30

computational framework by combining ab initio gene predictions, protein
similarity, existing banana and monocotyledon transcript information and banana
RNA-Seq data. A reference library of Musa transposable elements was built based

on sequence similarity at the protein and nucleic acid levels and on searches for
transposable-element structural signatures. The library was used with the REPET
package (http://urgi.versailles.inra.fr/Tools/REPET) to screen the Musa assembly
and quantify repeats.

RNA-Seq differential gene expression analysis was performed using Illumina
GAIIx 76 bases reads that were mapped to the DH-Pahang sequence using SOAP2
(http://soap.genomics.org.cn/).

Full Methods and any associated references are available in the online version of
the paper.
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METHODS
Plant material and DNA preparation. Doubled-haploid Pahang (DH-Pahang,
ITC1511) was obtained from wild M. acuminata subspecies malaccensis accession
‘Pahang’ through anther culture and spontaneous chromosome doubling31.
Genome sizes were estimated by flow cytometry according to Marie and
Brown32. High molecular weight DNA was prepared from the youngest fully
expanded leaf of DH-Pahang as described in Piffanelli et al.33 with minor
modifications (Supplementary Text).
Genome sequencing. The genome was sequenced using a Whole Genome
Shotgun strategy combining Sanger, Roche/454 GSFLX and Illumina GAIIx tech-
nologies. Sanger sequencing was performed with the ABI 3730xl on 10-kilobase
(kb) inserts and on two BAC libraries generated with the HindIII and BamHI
restriction enzymes resulting in 2.0 million 10-kb fragment-ends and about 90,500
BAC-ends. A total of 27.5 million reads were obtained using Roche/454 GSFLX.
Genome assembly and automatic error corrections with Solexa/Illumina
reads. All reads were assembled with Newbler version MapAsmResearch-03/15/
2010. From the initial 29,620,875 reads, 87.8% were assembled. We obtained
24,425 contigs that were linked into 7,513 scaffolds. The contig N50 (the contig
size above which 50% of the total length of the sequence assembly is included) was
43.1 kb, and the scaffold N50 was 1.3 Mb. The cumulative scaffold size was
472.2 Mb, about 10% smaller than the estimated genome size of 523 Mb.
Sequence quality of scaffolds from the Newbler assembly was improved as
described previously34, by automatic error corrections with Solexa/Illumina reads
(50-fold genome coverage), which have a different bias in error type compared
with 454 reads. To validate the assembly, we built a unigene set corresponding to
15,017 isotigs that were obtained from the assembly with Newbler (version
MapAsmResearch-03/15/2010) of Roche/454 GSFLX reads from six different
complementary DNA (cDNA) libraries (829,587 reads, Supplementary Text).
The unigenes were aligned with the assembly using the BLAT algorithm35 with
default parameters, and the best match was kept for each unigene. The assembly
covers a very large proportion of the euchromatin of the M. acuminata genome, as
99% of the set of 15,017 unigenes was recovered in the DH-Pahang genome
assembly.
Construction of the Pahang genetic map and sequence anchoring. A genetic
map was specifically developed for scaffold anchoring and orientation. A total of
2,454 single sequence repeats (SSR) markers and 1,008 polymorphic diversity
array technology (DArT) markers were analysed including 1,411 new SSRs
defined on sequence contigs and scaffolds. The map used for anchoring was built
with 589 SSR and 63 DArT markers that were genotyped on 180 individuals of the
Pahang self progeny. Data were analysed using JoinMap 4 (Plant Research
International). The 652 markers anchored 258 scaffolds along the 11 linkage
groups of the genetic map. Orientation of scaffolds was possible when two or more
separated genetic markers were present on the same scaffold. All these data were
used to generate 11 banana pseudo-chromosomes with 100Ns inserted between
neighbouring scaffolds (Supplementary Fig. 1 and Supplementary Table 4).
Gene prediction. The following resources were integrated to automatically build
Musa acuminata gene models using GAZE30: ab initio gene predictions from
Geneid36, SNAP37 and FGENESH38; Genewise39 alignments of the UniProt40

database; Est2genome41 alignments of full-length cDNAs from six tissue samples
of DH-Pahang and a collection of 6,888,879 monocotyledon messenger RNAs
from the EMBL database and finally Gmorse models42 derived from RNA-Seq
reads (Supplementary Text). MicroRNAs were predicted based on comparison
using the Plant MicroRNA Database (http://bioinformatics.cau.edu.cn/PMRD/).
Identification of integrated pararetrovirus sequences. Viral integrants in the
DH-Pahang genome were detected with a BLASTN analysis using either full-
length BSV sequences or a 540-base-pair fragment of the RT/RNase H region of
the badnaviruses genome (Supplementary Text).
Identification, classification and distribution of Musa transposable elements.
Musa transposable elements were identified based on sequence similarity at the
protein and nucleic-acid levels using BLASTP and TBLASTN43 and by de novo
identification based on transposable-element structural signatures. Repeats from
1,832,094 remaining unassembled reads were characterized with a BLASTN ‘walk-
ing’ approach44. The obtained reference Musa transposable-element library was
used with REPET45 to screen the assembly and quantify repeats (Supplementary
Text). Insertion dates of full-length long terminal repeat retrotransposons were
determined as described in Ma et al.46 with a substitution rate of 9 3 1029 per site
per year, which is twofold higher than that determined for Musa genes by Lescot et
al.15.
Identification of Musa WGDs and comparative genome analyses. For the
identification of Musa WGD, an all-against-all comparison of Musa proteins
was done using the GenomeQuest BLAST package (LASSAP47) and retaining
ten best hits for each gene. Clusters of paralogues composed of at least 20 genes
with a maximal distance of 40 genes between syntenic genes were built with an

in-house perl script, using a single linkage clustering with a Euclidian distance
based on the gene index order in each chromosome. These clusters were refined
using Synmap (http://synteny.cnr.berkeley.edu/CoGe/SynMap.pl) with the
BLASTZ algorithm, an average distance expected between syntenic genes of 10,
a maximum distance between two matches of 30, a minimum number of aligned
gene pairs of 10 and a quota-align ratio of 3 to 3 (Supplementary Text).

For comparative genome analyses, orthologous gene-pairs were identified using
predicted proteomes of M. acuminata, O. sativa (IRGPS/RAP, build 4), Vitis
vinifera (http://www.genoscope.cns.fr/externe/Download/Projets/Projet_ML/
data/12X/annotation/) and Phoenix dactylifera (draft sequence version 3, http://
qatar-weill.cornell.edu/research/datepalmGenome/download.html). Alignments
were performed using BLASTP (e value 1 3 1025) and retaining best hits.
Syntenic clusters of genes were built using a single linkage clustering with a
Euclidian distance. Dot-plots were performed using an in-house perl program
allowing the painting of paralogous and orthologous gene clusters. Circle diagrams
were made with Circos48.

To calculate the number of synonymous substitutions per site (Ks), ClustalW49

alignments of paralogous and orthologous protein sequences were used to guide
nucleic coding sequence alignments with PAL2NAL50. Ks values were calculated
using the Yang–Nielson method implemented in PAML51.
Phylogenomic analysis. To infer the timing of genome duplication events relative
to speciation events, all annotated Musa genes were sorted based on best BLASTP
hit into the gene family clusters circumscribed by Jiao et al.52 and the PlantTribes
database53 (http://fgp.bio.psu.edu/tribedb/), including sequenced eudicotyledons
and monocotyledons, along with transcriptome assemblies for other non-grass
monocotyledons (Supplementary Text). Gene family clusters were queried for
Sorghum18 and Musa orthologues mapping to syntenic blocks, and maximum
likelihood gene trees were estimated for these gene families using the
GTR1GAMMA model of molecular evolution in RAxML54. The estimation of
divergence times was performed on maximum likelihood trees based on
concatenated MAFFT55 alignments for 93 gene families that included only one
gene from each of the sequenced genomes (Supplementary Text).
Comparative analysis of gene families. The Musa proteome was globally com-
pared with O. sativa (RGAP version 6.0), S. bicolor (JGI version 1.4), B. distachyon
(JGI version 1.0), P. dactylifera (draft sequence version 3, http://qatar-weill.
cornell.edu/research/datepalmGenome/download.html) and A. thaliana (TAIR
version 9) proteomes filtered of transposable elements and alternative splicing.
An all-against-all comparison was performed using BLASTP (1 3 10210) followed
by clustering with OrthoMCL56 (inflation 1.5). Analysis of species-specific sets was
made with a Fisher’s exact test (P , 0.0001) on InterPro (version 28) domains. For
analyses of specific gene families, the 36,542 Musa protein sequences were inserted
in the plant proteome clustering of the GreenPhyl database57. Transcription factor
families were mostly retrieved based on InterPro domains, using the IPR2genomes
tool in GreenphylDB57 (Supplementary Text). Kinases and nucleotide-binding site
proteins were retrieved using hidden markov models (hmmsearch version 3) to
search for corresponding Pfam domains (Supplementary Text).
Identification of CNSs. Pan-grass CNSs conserved between rice, sorghum and
Brachypodium were prepared using an automated pipeline58. The obtained 16,978
CNSs were used to query Musa using BLATSN (e value , 0.001) following a
manual or a semi-automated procedure depending on CNS size (Supplemen-
tary Text and Supplementary Fig. 24). The resulting set of CNSs was extensively
analysed using GEvo59 (http://synteny.cnr.berkeley.edu/CoGe/GEvo.pl) and the
MSU Rice Genome Browser60 (http://rice.plantbiology.msu.edu/cgi-bin/gbrowse/
rice/) to remove false positives (Supplementary Table 19). Adding rice and
sorghum homeologues, Brachypodium and maize orthologues and Arabidopsis
‘best hit orthologues’ to GEvo panels enabled the identification of 18 CNSs con-
served deeply throughout the plant kingdom.
Transcriptome sequencing. For RNA-Seq analyses (Supplementary Text),
cDNA libraries were sequenced using 76-base length read chemistry in a single-
flow cell on the Illumina GA IIx. Reads were mapped against the automatic
annotated transcripts with SOAPaligner/Soap2 (2.20, http://soap.genomic-
s.org.cn/) and only the unique mapped reads were kept. RNA-seq data were
statistically analysed with the R packages baySeq version 1.6.0 (ref. 61) and
DESeq version 1.5.6 (ref. 62).
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Human dorsal anterior cingulate cortex neurons
mediate ongoing behavioural adaptation
Sameer A. Sheth1*, Matthew K. Mian1*, Shaun R. Patel1,2, Wael F. Asaad3, Ziv M. Williams1, Darin D. Dougherty4, George Bush4

& Emad N. Eskandar1

The ability to optimize behavioural performance when confronted
with continuously evolving environmental demands is a key element
of human cognition. The dorsal anterior cingulate cortex (dACC),
which lies on the medial surface of the frontal lobes, is important in
regulating cognitive control. Hypotheses about its function include
guiding reward-based decision making1, monitoring for conflict
between competing responses2 and predicting task difficulty3.
Precise mechanisms of dACC function remain unknown, however,
because of the limited number of human neurophysiological studies.
Here we use functional imaging and human single-neuron record-
ings to show that the firing of individual dACC neurons encodes
current and recent cognitive load. We demonstrate that the modu-
lation of current dACC activity by previous activity produces a
behavioural adaptation that accelerates reactions to cues of similar
difficulty to previous ones, and retards reactions to cues of different
difficulty. Furthermore, this conflict adaptation, or Gratton effect2,4,
is abolished after surgically targeted ablation of the dACC. Our
results demonstrate that the dACC provides a continuously updated
prediction of expected cognitive demand to optimize future
behavioural responses. In situations with stable cognitive demands,
this signal promotes efficiency by hastening responses, but in situa-
tions with changing demands it engenders accuracy by delaying
responses.

Human cognition is characterized by the ability to parse and
evaluate a stream of constantly changing environmental stimuli so
as to choose the most appropriate response in evolving conditions.
The dACC is thought to be important in regulating cognitive control
over goal-directed behaviour. Various theories postulate its involve-
ment in linking reward-related information to action1,5,6, monitoring
for conflict between competing responses2,7,8 or detecting the likelihood
of error commission3,9,10. Despite substantial information from studies
using lesions, functional magnetic resonance imaging (fMRI) and
event-related potentials, the neurophysiological basis of its regulatory
role remains the subject of considerable debate.

We studied dACC function with a combination of fMRI, single-
neuronal recordings and observations of behaviour before and after
lesion in human subjects undergoing surgical cingulotomy, a procedure
in which a precise, stereotactically targeted lesion is created in the dACC.
Microelectrode recordings, which are routinely performed during the
procedure1,11,12, allowed us to record from individual dACC neurons. Six
subjects participated, and in four of these we also obtained a preopera-
tive fMRI with the same task. In four we recorded behavioural responses
using the same task immediately after cingulotomy.

Subjects performed the multi-source interference task13, a Stroop-
like task in which they viewed a cue consisting of three numbers and
had to indicate, by pressing a button, the unique number (‘target’) that
differed from the other two numbers (‘distracters’) (Fig. 1a). By vary-
ing the position of the target and the identity of the distracters, the task

established four distinct trial types (Fig. 1b), which were presented to
the subject randomly. These trial types contained three levels (type 0, 1
and 2 trials; Fig. 1b) of cognitive interference, operationally defined
here as the tendency of an irrelevant stimulus feature (for example, the
position of the target) to impede simultaneous processing of the rel-
evant stimulus feature (for example, the identity of the target).

When high-interference (type 2) trials were compared with non-
interference (type 0) trials, there was an increased fMRI signal within
the dACC (Fig. 1d), indicating increased neuronal population activity
during trials with greater cognitive interference. Other cortical regions
known be involved in this decision-making network, such as the

1Nayef Al-Rodhan Laboratories, Department of Neurosurgery, Massachusetts General Hospital, Boston, Massachusetts 02114, USA. 2Department of Anatomy and Neurobiology, Boston University School
of Medicine, Boston, Massachusetts 02118, USA. 3Department of Neurosurgery, Alpert Medical School, Brown University and Rhode Island Hospital, Providence, Rhode Island 02912, USA. 4Department of
Psychiatry, Massachusetts General Hospital, Boston, Massachusetts 02114, USA.
*These authors contributed equally to this work.
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Figure 1 | Behavioural task, fMRI and subject performance. a, The multi-
source interference task. b, The four trial types, based on the presence or
absence of spatial congruence between the position of the target and correct
button response and on whether the distracters are possible (1, 2, 3) or
impossible (0) button choices. c, Increase in RTs with increasing cognitive
interference in the cue (P , 10220, ANOVA; error bars indicate s.e.m.,
n 5 1,545). d, Representative example showing greater fMRI activation in the
dACC during high-interference trials than in non-interference trials. e, A para-
sagittal slice depicting the lesion (arrowhead), which was also the site of
microelectrode recordings.

2 1 8 | N A T U R E | V O L 4 8 8 | 9 A U G U S T 2 0 1 2

Macmillan Publishers Limited. All rights reserved©2012

www.nature.com/doifinder/10.1038/nature11239


dorsolateral pre-frontal cortex (DLPFC), were similarly activated to a
greater degree in the high-interference condition (Supplementary Fig. 1).
The spatial distribution and magnitude of these changes were similar to
those previously observed in healthy volunteers14,15, suggesting that
this function is spared in the dACC in our subject population and is
comparable to that in normal subjects. We registered the postoperative
MRI (Fig. 1e) with the preoperative fMRI, confirming that the record-
ing and lesion site localized together with the region of fMRI activation.

During intraoperative microelectrode recordings, subjects per-
formed the task accurately, with an error rate of 1.4%. Reaction times
(RTs) were modulated by degree of interference in a dose-dependent
fashion (Fig. 1c and Supplementary Fig. 2; P , 10220, analysis of vari-
ance (ANOVA)). The trial-type-dependent RTs and low error rates
were consistent with the tendency to sacrifice speed for accuracy that is
often observed in Stroop-like tasks8,16.

We recorded 59 well-isolated single dACC neurons, with an average
baseline firing rate of 5.7 6 0.7 (mean 6 s.e.m.) spikes per second. We
identified three distinct subpopulations of neurons on the basis of their
maximal task-responsiveness: first, those firing preferentially before
the cue (n 5 12; 20%); second, those firing preferentially after pre-
sentation of the cue (n 5 24; 41%); and third, those firing preferentially
after the behavioural choice (n 5 23; 39%). The largest group, or cue-
responsive neurons, showed distinct modulation of firing on the basis
of the degree of interference present in the cue (P 5 0.02, ANOVA;
Supplementary Table 1). Paralleling the pattern for RTs, firing rates for
type 2 trials were higher than those for type 1 trials, which were higher
than those for type 0 trials. This effect during the cue epoch was
observable at the level of individual neurons (Fig. 2a, b), as well as at
the cue neuron population level (Fig. 2c, d). Inclusion of the entire
recorded neuronal population produced similar effects (Supplemen-
tary Fig. 3), and using raw rather than normalized rates did not change
this result. Neuronal activity within the dACC was thus correlated with
the degree of cognitive interference present in the cue.

The trial-type-dependent modulation in firing rate could be a con-
sequence of dACC neuron sensitivity to either the amount of conflict
engendered by the cue2,17 or the number of potential responses acti-
vated by the cue18 (Supplementary Note 1). To distinguish between
these possibilities, we identified trials in which the number of potential

responses remained constant (two), but the amount of conflict varied
(one or two types of conflict). Firing rates were significantly higher
(P 5 6.4 3 1023, Mann–Whitney test) in higher-conflict trials, indi-
cating that dACC neurons were encoding conflict itself rather than the
potential number of responses (Supplementary Fig. 4). RTs for the
higher-conflict trials were also significantly higher (P 5 1.5 3 1024,
t-test), providing behavioural evidence for the increase in perceived
conflict. In a two-way ANOVA (with degree of conflict as one variable
and the number of possible responses as the other) including all trials,
the degree of conflict was a significant independent predictor of firing
rate (P 5 5.7 3 1023), whereas the number of possible responses was
not (P 5 0.11).

Current models of dACC function, whether predicated on conflict
monitoring2,8,17, reinforcement learning3,19 or reward-based decision
making1,20,21, require that future dACC activity reflect past experience,
but modulation of dACC firing on the basis of recent history has not
been demonstrated at the single-neuronal level. To determine whether
dACC neuronal firing rates are influenced by previous activity, we
separated type 0 and type 2 trials depending on whether they were
immediately preceded by a trial containing interference (type 1 or 2) or
not (type 0). In both cases, dACC neuronal activity increased more
rapidly after the cue when the preceding trial contained interference
(Fig. 3a, b). The average magnitude of the cue neuron signal was
greater in trials preceded by interference. This finding also held for
the entire neuronal population (Supplementary Fig. 5) and was not
altered by using raw rather than normalized rates.

The association between previous and current trial activity was
maintained across all successive trial pairs. On a trial-by-trial basis
including all trial types, previous trial activity during the cue period
was significantly correlated with current trial activity (r 5 0.15,
P 5 2.0 3 10211 for cue neurons; r 5 0.12, P 5 3.3 3 10216 for all neu-
rons; Supplementary Note 2), demonstrating that dACC neurons
encode information about both the current task context and the recent
past. This neural–neural correlation was not simply an effect of drift in
the recordings (Supplementary Note 3).

The behavioural correlate of this neuronal pattern of activity
depended on the identity of the current trial. RTs for type 0 trials
were positively correlated with previous trial activity (r 5 0.13,
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P 5 9.2 3 1023), meaning that previous elevated activity (consistent
with a previous difficult trial) predicted a longer RT on the current non-
interference trial. RTs during type 2 trials, however, were negatively
correlated with previous trial activity (r 5 20.09, P 5 8.4 3 1023),
meaning that previous elevated activity predicted a shorter RT on the
current interference trial. Taken together, these findings predict that
RTs for a particular trial type will be shorter when the preceding trial is
of the same type, and longer when of a different type (Supplementary
Note 4).

The behavioural responses bore out these predictions. RTs during
non-interference trials were shorter when preceded by another non-
interference (0R0) trial than by an interference (1,2R0) trial (Fig. 3c
and Supplementary Fig. 6a). Conversely, RTs during high-interference
trials were shorter when preceded by an interference (1,2R2) trial than
by a non-interference (0R2) trial (Fig. 3d and Supplementary Fig. 6b).
This dependence of dACC neuronal activity on history provides a
neurophysiological basis for the current data and for previous obser-
vations of behavioural adaptations, known as micro-adjustments,
conflict adaptation or the Gratton effect2,4,8,17,22,23.

We analysed post-cingulotomy task performance and thereby
captured the acute behavioural manifestations of a precise, stereotyped,
reproducible lesion to the previously recorded area (Supplementary
Fig. 7). The error rate after cingulotomy was 1.3%, indicating that
subjects had not changed in their ability to perform the task. The
post-cingulotomy RT distribution was similar to that observed before
the lesion (Fig. 4a and Supplementary Fig. 8a): longer RTs were
associated with increasing interference (P , 10212, ANOVA).
Furthermore, there was no difference in mean RT before and after
cingulotomy (P 5 0.76, t-test). Thus, the dACC lesion did not signifi-
cantly disrupt the subjects’ ability to perform the task, nor did it affect
the dependence of RT on the cognitive load presented by the current
stimulus.

Cingulotomy, however, caused abolition of the history-dependent
modulation of RTs. The pre-lesion trial-to-trial adaptations in RT were
significantly reduced after cingulotomy for both non-interference
trials (P 5 2.2 3 1028, bootstrap test) and high-interference trials
(P 5 7.1 3 1023). Consistently, the difference in RT attributable to
the previous trial that existed before the lesion (Fig. 3c, d and Sup-
plementary Fig. 6a, b) disappeared after the lesion (Fig. 4b, c and
Supplementary Fig. 8b, c); that is, RTs did not depend on the preceding
trial type. This effect was observable at the population level and at the
level of individual subjects (Supplementary Fig. 9). Thus, although
dACC lesions did not globally degrade subject performance, they elimi-
nated the dependence of behavioural responses on recent experience.

These trial-to-trial behavioural adjustments (faster RT when the pre-
ceding trial type was of the same type as the current one) are concordant
with those reported by others2,4,8,17,22,23. During high-interference trials

preceded by a high-interference trial, however, we observed increased
single-neuron activity in the dACC, whereas others have reported a
decreased blood-oxygen-level-dependent fMRI signal2,17. This appar-
ent discrepancy may be explained by the fact that the peak fMRI signal
(which occurs 5–7 s after the cue) reflects input synaptic activity
evoked by both the appearance of the cue and evaluation of the
response (which all occur within the first 1 s after the cue). In contrast,
we recorded output spiking activity occurring within 500–750 ms after
the cue. These complementary measures may therefore reflect the
spatiotemporal dynamics of conflict processing in the dACC.

In this task, increasing interference within the cue could variably be
interpreted as representing increasing conflict between competing
potential responses8, increasing likelihood of error commission3 or
increasing energetic cost of decision making20. Consistent with these
theories, we find that dACC activity is correlated with these manifesta-
tions of cognitive demand. However, although the dACC is modulated
by the cognitive load within the context of the current task, its function
is not essential for generating the load-dependent behavioural res-
ponse16,24, because interference-dependent behaviour was not altered
after dACC ablation. In contrast, an intact dACC is required for trial-
to-trial behavioural adjustments.

Previous studies have proposed that the dACC monitors for conflict
between competing responses7,8 and drives behaviour towards efficient
strategies20. Whereas previous human studies using fMRI2,17, event-
related potentials25 and lesions26 have implicated the dACC in this
function, single-unit data supporting this theory have been lacking.
Moreover, non-human primate single-unit recordings18,21 and lesion24

studies have arrived at opposite conclusions and cast doubt on the
conflict-monitoring theory27. We reconcile these issues by demon-
strating fMRI and single-neuronal conflict signals in the human
dACC, and also behavioural adjustments that disappear after a precisely
targeted dACC lesion. Our results support the view that the dACC is
specifically responsible for providing a continuously updated account
of predicted demand on cognitive resources. This account is particu-
larly sensitive to relative shifts in situational complexity from instance
to instance, weighted by the recent past. The salient influence of current
dACC activity on future neuronal activity and behaviour permits the
implementation of behavioural adjustments that optimize perform-
ance. In situations in which cognitive demands remain constant, this
signal facilitates efficiency by accelerating responses. In situations invol-
ving rapidly changing demands, it promotes accuracy by retarding
responses.

METHODS SUMMARY
Six human subjects (four males, ages 37.5 6 5 years) undergoing stereotactic
cingulotomy for treatment-refractory obsessive–compulsive disorder provided
informed consent and enrolled. The study was approved by our Institutional
Review Board. The surgical procedure produces a stereotypical lesion with an
average volume of 3.58 6 1.24 cm3, centred 9 mm lateral to the midline,
18 mm anterior to the anterior commissure, and 30 mm superior to the
anterior-commissure–posterior-commissure plane28.

During surgery, subjects performed the multi-source interference task13,14,
which was presented on a computer monitor with a customized software package
in MATLAB (MathWorks)29. Each trial contained a stimulus consisting of three
integers from 0 to 3. One number (the unique ‘target’) differed from a pair of
‘distracter’ numbers. Subjects were asked to report, by pressing a button, the
identity (rather than the position) of the target (left button for 1, middle for 2,
right for 3).

Functional MRI data were analysed with Brain Voyager software (Brain
Innovation). Anatomical and functional data were registered and transformed
into common Talairach space. A general linear model was constructed by using
predictors modelled by convolution with a standard haemodynamic response
function. Single-subject repeated-measures ANOVAs were performed on a
voxel-wise basis. Multiple comparisons were accounted for by using a cluster
constraint with regional false-positive probability P , 1024, requiring a cluster
of at least seven contiguous voxels with P , 0.05.

For microelectrode recordings, an array of three tungsten microelectrodes
(500–1,500 kV; FHC) was attached to a motorized microdrive (Alpha Omega
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Figure 4 | Abolition of behavioural adaptation after a targeted dACC lesion.
RTs were recorded after cingulotomy, in which a stereotactic lesion was created
precisely in the region of the dACC from which fMRI signals and
microelectrode recordings were obtained. a, RTs followed a dose–response
pattern by trial type (P , 10212, ANOVA) similar to that obtained before the
lesion (Fig. 1c). Error bars represent s.e.m. (n 5 572). b, c, However,
behavioural adaptations (the influences of previous trial identity on current
trial RTs) were abolished for both non-interference trials (P 5 0.54) (b) and
high-interference trials (P 5 0.53) (c).

RESEARCH LETTER

2 2 0 | N A T U R E | V O L 4 8 8 | 9 A U G U S T 2 0 1 2

Macmillan Publishers Limited. All rights reserved©2012



Engineering). On reaching the cingulate cortex, microelectrodes were held in place
and monitored for about 5 min to assess signal stability. Putative neurons were not
screened for task responsiveness. Analogue data were amplified, bandpass filtered
between 300 Hz and 6 kHz, sampled at 20 kHz and spike-sorted (Offline Sorter).

Full Methods and any associated references are available in the online version of
the paper.
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METHODS
Subjects. We enrolled six study subjects (four male, ages 37.5 6 5 years
(mean 6 s.e.m.)) undergoing stereotactic cingulotomy for treatment-refractory
obsessive–compulsive disorder. Evaluation for surgical candidacy was conducted
by a multidisciplinary team consisting of psychiatrists, neurologists and
neurosurgeons. Subjects enrolled voluntarily, providing informed consent under
a protocol approved by the Massachusetts General Hospital Institutional Review
Board. The surgical procedure produces a stereotypical lesion with an average
volume of 3.58 6 1.24 cm3 (mean 6 s.d.), centred 9 mm lateral to the midline,
18 mm anterior to the anterior commissure, and 30 mm superior to the
anterior-commissure–posterior-commissure plane28. Subject participation was
in no way related to clinical decision-making regarding their candidacy for surgery.
Behavioural task. During the microelectrode recording portion of surgery,
subjects performed the multi-source interference task (MSIT) (Fig. 1a, b)13,14.
The task was presented on a computer monitor using a customized software
package in MATLAB (MathWorks)29. Each trial contained a stimulus consisting
of three integers from 0 to 3. One number (the unique ‘target’) differed from a pair
of ‘distracter’ numbers (for example 100 or 323). Subjects were asked to report, by
pressing a button, the identity (rather than the position) of the target (left button
for 1, middle for 2, right for 3).
Functional MRI. Functional MRI was performed before surgery by using a 3.0-T
scanner (Allegra, Siemens AG) and head coil. The MSIT was presented on a screen
visible by means of a tilted mirror, and controlled with MacStim 2.6 software
(WhiteAnt Occasional Publishing). Scans were acquired with the following spe-
cifications: 15 coronal sections, 64 3 64 matrix, 3.125 mm2 in-plane resolution,
5 mm thickness with 0 mm skip, 30 ms echo time, 1,500 ms repetition time, 90u flip
angle, 20 cm2 field of view. During fMRI, only types 0 and 2 trials (no interference
and both types of interference; see Fig. 1b) were used. The task was run in a block
design. Each block consisted of 24 trials of the same type. One run consisted of
eight alternating blocks, with an additional five visual fixation blocks
interspersed. Data were analysed with Brain Voyager software (Brain Innovation).
Anatomical and functional data were registered and transformed into common
Talairach space. A general linear model was constructed by using predictors
modelled by convolution with a standard haemodynamic response function.
Single-subject repeated-measures ANOVAs were performed on a voxel-wise
basis. Multiple comparisons were accounted for by using a cluster constraint with
regional false-positive probability P , 1024. This constraint required a cluster of
at least seven contiguous voxels with P , 0.05.
Surgical procedure. The surgical procedure was performed with standard
stereotactic techniques. A Cosman–Roberts–Wells (Integra) stereotactic frame
was affixed to the patient under local anaesthesia, and a high-resolution MRI
was obtained. The target for the left posterior lesion (2 cm posterior to the most
anterior point of the frontal horn of the lateral ventricle, 0.7 cm lateral to midline,
and 0.5 cm superior to the corpus callosum) was programmed into a neuro-
navigation computer (StealthStation, Medtronic) and the stereotactic frame was
then set appropriately. The patient was positioned semi-recumbent, the surgical
area was prepared, and sterile drapes were applied. Local anaesthetic was
infiltrated, a coronal skin incision was performed, and bilateral burr holes were
drilled 1.5 cm lateral to the midline and 10.0 cm posterior to the nasion. A com-
puterized microelectrode drive controlled by a neurophysiology system (Alpha
Omega) was affixed to the frame. After dural opening, microelectrodes were lowered
using the computerized drive in increments of 0.01 mm. The position of the tip of the
electrodes was also monitored in real time using the stereotactic neuronavigation
system. After microelectrode recordings, a thermocoagulation electrode with a
10-mm exposed tip (Cosman Medical) was lowered to the target. Lesions were
performed by heating the electrode to 85 uC for 60 s. Two more pairs of lesions were
then created, each 7 mm anterior and 2 mm inferior to the previous lesion.

Microelectrode recordings. For microelectrode recordings, an array of three
tungsten microelectrodes (500–1,500 kV; FHC) was attached to a motorized
microdrive (Alpha Omega Engineering). As per routine surgical protocol, record-
ings were obtained from the left hemisphere. On reaching the cingulate cortex,
microelectrodes were held in place and monitored for about 5 min to assess signal
stability. Putative neurons were not screened for task responsiveness. Analogue data
were amplified, bandpass filtered between 300 Hz and 6 kHz, sampled at 20 kHz
(Alpha Omega Engineering) and spike-sorted (Offline Sorter, Plexon).
Post-lesion behaviour. Immediately after creation of the cingulate lesions, sub-
jects again performed the MSIT. These task sessions were identical in all respects to
the pre-lesion sessions except that we collected only behavioural data. Four of the
six patients participated in these post-lesion sessions.
RT data analysis. RT was defined as the interval between the onset of the cue and the
subject’s button-press. To allow for comparisons between subjects, we normalized
subject RTs relative to their individual distributions. Normalized RTs were defined as
the number of standard deviations (Z-scores) above or below the bottom tenth
centile of a subject’s RT distribution. The choice of each subject’s reference point
for the normalization (bottom tenth centile versus median or mean) is arbitrary and
does not affect the result, because it simply represents a rigid translation of the
normalized values. We chose the bottom tenth centile so that values were positive,
to facilitate visual comparisons.

We also computed a speed of target selection (STS) as described in ref. 24. We
inverted RT to obtain STS 5 1/RT. We then divided by the mean STS across all
trials in the behavioural session. STS was thus normalized to 1, which represented
an intermediate or ‘average’ response speed. Faster responses (for example, on
low-conflict trials) are reflected as relative increases in STS (that is, STS . 1),
whereas slower responses (for example, on high-conflict trials) are attended by
decrements in the STS (that is, STS , 1). Use of the normalized STS, rather than
raw RTs, allowed us to view data from different subjects on a common scale and to
minimize between-subject differences when pooling data to calculate composite
statistics.
Single-unit data analysis. Single units were isolated by first building a histogram
of peak heights from the raw voltage tracings on each channel. We applied a
minimum threshold of three standard deviations to exclude background noise.
Action potentials were sorted by using waveform principal component analysis.
Spike clusters of putative neurons were required to separate clearly from any
channel noise, to demonstrate a voltage waveform consistent with that of a cortical
neuron and to have at least 99% of action potentials separated by an inter-spike
interval of 1 ms or more.

We recorded an average of 1.1 neurons per microelectrode. When a single
channel captured more than one neuron cluster, we required a clear distinction
between the two clusters to include either one as a single unit (P , 0.01, multi-
variate ANOVA across the first two principal components). In addition, we
required putative dACC neurons to fire at an average rate of at least 1.0 spikes
per second, to be stably active for at least 25 task trials, and to not demonstrate
significant drift over the duration of the recording. We excluded single units not
meeting these criteria. We did not use any multi-unit activity.

We classified neurons into three mutually exclusive categories on the basis of
the timing of their peak firing rates with respect to task events. Neurons peaking in
activity before stimulus presentation, during the stimulus period and after the
button-push were classified as ‘pre-cue’, ‘cue’ and ‘feedback’ neurons, respectively.

To facilitate comparisons between neurons with different firing rates, we
normalized (divided) neuronal activity by the average neuronal firing rate during
a 500-ms window preceding the appearance of the fixation point. Population firing
rates were computed by averaging these normalized neuronal responses with a
250-ms moving boxcar window.
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HVEM signalling at mucosal barriers provides host
defence against pathogenic bacteria
Jr-Wen Shui1, Alexandre Larange1, Gisen Kim1, Jose Luis Vela1, Sonja Zahner1, Hilde Cheroutre1 & Mitchell Kronenberg1

The herpes virus entry mediator (HVEM), a member of the tumour-
necrosis factor receptor family, has diverse functions, augmenting
or inhibiting the immune response1. HVEM was recently reported
as a colitis risk locus in patients2, and in a mouse model of colitis we
demonstrated an anti-inflammatory role for HVEM3, but its mech-
anism of action in the mucosal immune system was unknown. Here
we report an important role for epithelial HVEM in innate mucosal
defence against pathogenic bacteria. HVEM enhances immune res-
ponses by NF-kB-inducing kinase-dependent Stat3 activation,
which promotes the epithelial expression of genes important for
immunity. During intestinal Citrobacter rodentium infection4–6,
a mouse model for enteropathogenic Escherichia coli infection,
Hvem2/2 mice showed decreased Stat3 activation, impaired
responses in the colon, higher bacterial burdens and increased
mortality. We identified the immunoglobulin superfamily molecule
CD160 (refs 7 and 8), expressed predominantly by innate-like
intraepithelial lymphocytes, as the ligand engaging epithelial
HVEM for host protection. Likewise, in pulmonary Streptococcus
pneumoniae infection9, HVEM is also required for host defence.
Our results pinpoint HVEM as an important orchestrator of
mucosal immunity, integrating signals from innate lymphocytes
to induce optimal epithelial Stat3 activation, which indicates that
targeting HVEM with agonists could improve host defence.

Because HVEM functions in the colonic mucosa2,3,10, we explored its
role in colonic epithelial cells, a cell type whose barrier function is
critical for preventing colitis pathogenesis and enhancing mucosal

defence11. In addition to leukocytes that carry the CD45 antigen,
HVEM is expressed by epithelial cells in the colon and lung, as well
as by mouse epithelial cell lines CMT-93 (colon) and LA-4 (lung)
(Supplementary Fig. 1). When stimulated in vitro by known HVEM
ligands, either a fusion protein containing the B- and T-lymphocyte
attenuator (BTLA–Ig) or recombinant CD160, CMT-93 cells, colon
fragments in culture or primary colonic epithelial cells could be
induced to produce innate immune mediators essential for host pro-
tection (Fig. 1a and Supplementary Fig. 2). These included genes
encoding anti-microbial proteins, such as Reg3b/3c, b-defensin 3
and S100A9, proinflammatory cytokines IL-6, IL-1b and tumour-
necrosis factor (TNF), as well as chemokines. As epithelial cells pro-
duce these mediators, our data suggest that it was HVEM signalling in
epithelium that regulated innate immune responses in the colon frag-
ments. Interestingly, the innate immune mediators that were increased
in epithelial cells are also induced by IL-22R signalling, which acts
through Stat3 (refs 12 and 13). Although, like other TNF receptors,
HVEM signals through TRAF proteins to activate NF-kB14, we found
that HVEM engagement by its ligands also induced Stat3 phosphor-
ylation in epithelial cells and colon fragment cultures (Fig. 1b and
Supplementary Fig. 3). Interestingly, HVEM engagement did not
induce immediate Stat3 activation in leukocytes, and although
HVEM signalling has been reported to promote NF-kB-inducing
kinase (NIK)-Stat3-dependent Th17 cell differentiation in vitro15, this
may require extra and/or more prolonged stimulation. By contrast, the
rapid HVEM-mediated Stat3 activation in epithelial cells emphasizes
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Figure 1 | HVEM signalling regulates epithelial immune function by
inducing NIK-dependent Stat3 activation. a, HVEM signalling triggered by
soluble BTLA-Ig or CD160 induced innate responses in CMT-93 epithelial cells
analysed by real-time PCR (left), or in colon fragments analysed by enzyme-
linked immunosorbent assay (ELISA) (right). b, HVEM signalling induced Stat3
phosphorylation in CMT-93 cells and colon fragments (each lane represents one

mouse), determined by western blot. c, NIK dependence of HVEM-induced
epithelial Stat3 activation and gene expression analysed by NIK short interfering
RNA knockdown. d, HVEM regulates epithelial Stat3 activation and gene
expression independent of IL-22R signalling. Error bars (s.e.m.) are indicated.
*P , 0.05, **P , 0.01, ***P , 0.001 (two-tailed unpaired t-tests). Results were
representative of at least two independent experiments.
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the direct connection of HVEM signals to Stat3 phosphorylation. We
further determined that HVEM-induced Stat3 activation was NIK-
dependent (Fig. 1c and Supplementary Fig. 4). As Stat3 activity is
associated with epithelial responses13, our results indicate that NIK,
upstream of Stat3, links epithelial HVEM signalling to mucosal innate
immunity and host defence.

IL-22 is essential for host defence because it induces epithelial pro-
duction of cytokines, chemokines and anti-microbial peptides, and
promotes epithelial recovery from mucosal injury12,16–21. Although
IL-22 signalling also induces epithelial Stat3 activation and gene
expression, we found signalling by IL-22R did not require NIK
(Fig. 1c). This suggests that the HVEM–Stat3 pathway is independent
of the IL-22–Stat3 pathway. Indeed, we found that IL-22 induced Stat3
activation and epithelial gene expression in the absence of HVEM
signalling and vice versa (Fig. 1d). However, HVEM and IL-22
signalling exhibited additive effects on Stat3 activation (Fig. 1b) and
gene expression (Supplementary Fig. 2). As such, we reasoned that a
fully activated Stat3, cooperatively regulated by IL-22R and HVEM,
probably is important for intestinal epithelial responses and host
defence.

We tested this hypothesis using C. rodentium infection, a mouse
model for acute attaching/effacing enteropathogenic E. coli infection
in humans4. We found that Hvem2/2 mice had reduced survival,
higher bacterial burdens in colons and faeces and increased colonic
epithelial permeability after infection and bacterial dissemination
(Fig. 2a–c and Supplementary Fig. 5). The compromised epithelial
integrity and responses after infection probably contributed to bacterial
translocation and lethality. As a consequence of the poorly controlled
bacterial burdens, Hvem2/2 mice suffered more severe colonic hyper-
plasia (at day 14) and pathology (at day 14 and 21) after infection (Fig. 2c
and Supplementary Fig. 5). Analysis of infected Hvem2/2Rag2/2 mice
also showed an impaired production of epithelial mediators and
increased pathology compared with Rag2/2 mice (Supplementary
Fig. 6), indicating a role for HVEM expression independent of adaptive
immunity. Consistent with a role for epithelial HVEM, using bone-
marrow chimaeric mice, we found that HVEM expression by
radiation-resistant cells in the recipients was required for host protec-
tion (Fig. 2d).

Because HVEM binds to the TNF superfamily member LIGHT, and
immunoglobulin (Ig) superfamily members BTLA and CD160 (ref. 1),
we performed experiments to identify which is the important ligand(s)
for HVEM in the intestine. Light2/2, Btla2/2 and Light2/2Btla2/2

double knockout mice were able to clear bacteria similarly to wild-type
mice (Supplementary Fig. 7), suggesting that neither HVEM-LIGHT
nor HVEM-BTLA signalling is required for host defence against
C. rodentium. By contrast, mice injected with an anti-CD160 blocking
but non-depleting antibody showed impaired host defence (Fig. 3a
and Supplementary Figs 8 and 9), indicating that CD160 is essential.
We performed colon fragment cultures, in vitro infected with
C. rodentium, which targets epithelial cells5,22, to explore further the

ligand necessary for HVEM engagement. We found Hvem2/2,
Il-22r12/2 or anti-CD160 treated wild-type colons, but not Light2/2

or Btla2/2 colons, showed reduced expression of host defence
mediators (Supplementary Fig. 10 and data not shown). CD160 also
interacts with some major histocompatibility complex (MHC) class I
molecules7, but CD160 blockade in Hvem2/2 colons did not cause an
alteration in the innate immune response or survival in infected mice
(Supplementary Fig. 10).

To determine the in vivo function of HVEM-CD160 signalling
further, we analysed the caecum at day 2 after infection, because
C. rodentium is known to colonize this part of the intestine first4.
We found Hvem2/2 and Il-22r12/2 mice, as well as anti-CD160
injected mice, had impaired caecal expression of host defence genes
(Fig. 3b). Cytokine and chemokine protein production was also
reduced in the colons of infected Hvem2/2 mice (Supplementary
Fig. 11). Furthermore, caecal Stat3 activation was significantly reduced
in Hvem2/2 and Il-22r12/2 mice, as well as in anti-CD160 injected
mice (Fig. 3c and Supplementary Fig. 12). These results indicate that by
regulating epithelial Stat3 activation, both the CD160–HVEM and
IL-22–IL-22R signalling pathways are essential for epithelial innate
function and mucosal host defence. Supporting this, we observed that
mice with an epithelial cell-specific IL-22R1 deletion (Vil-Cre;Il-
22r1flox/flox) were also susceptible to C. rodentium infection, similar
to Hvem2/2 mice (Supplementary Fig. 10d).

We determined if the two pathways of Stat3 activation in epithelial
cells influence one another. Similar to the action of several other
cytokines on their receptors, IL-22 upregulated expression of its own
receptor (Fig. 3d), specifically the IL-22R1 subunit, but not the
IL-10R2 chain shared with several other cytokines. Interestingly,
expression of IL-22R1 was also increased after HVEM engagement
in CMT-93 cells and colon fragments. Furthermore, early after
bacterial infection, colonic IL-22R1 expression was reduced in
Hvem2/2 and anti-CD160-injected mice (Fig. 3d and Supplemen-
tary Fig. 13). These results indicate that HVEM, in addition to
activating Stat3 independently of the IL-22 receptor, could cross-
regulate IL-22R signalling and sensitize epithelium by promoting
IL-22R1 expression. This would render epithelial cells more responsive
to bacterial infection. Consistent with this model for the regulation of
receptor expression is the fact that the human and mouse Il22r1 pro-
moters contain both Stat and NF-kB binding sites23,24, which could be
the targets of Stat3 and NF-kB activated by HVEM25.

Epithelial Reg3b/cwas shown to be a major target of Stat3 signalling
during mucosal inflammation13 and was important for host protection
against C. rodentium12. As HVEM induced epithelial Reg3 expression,
and there was a dramatic decrease in Stat3 activation and Reg3b/c
expression in Hvem2/2 colons during infection, it is likely that colonic
Reg3 expression, mediated by HVEM–Stat3, contributed to host pro-
tection. Indeed, recombinant Reg3c protein administered to Hvem2/2

mice protected them from lethal infection and significantly reduced
bacterial burdens in faeces (Supplementary Fig. 14). These results
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indicate that the HVEM–Stat3–Reg3 pathway in the epithelium pro-
vides host protection during intestinal infection.

Both BTLA and CD160 could trigger HVEM signalling and induce
epithelial Stat3 activation and production of host defence mediators
in vitro; however, it is still uncertain why only CD160 was essential for
host protection in vivo. When expression levels of the three HVEM
ligands in colonic intraepithelial lymphocytes (IELs), lamina propria
lymphocytes (LPLs) and splenocytes were compared, we found that
CD160 was almost exclusively expressed by IELs (Fig. 3e). There were
very low messenger RNA (mRNA) levels of BTLA and LIGHT in IELs,
providing an explanation why these were not functional ligands for
HVEM after C. rodentium infection. A more detailed analysis of the
IEL and LPL compartments during bacterial infection revealed that
the CD8a1CD8b2CD1601 IEL population was rapidly increased at
the early stage of infection (Fig. 3f and Supplementary Fig. 15). These
CD1601 IELs with the CD8aa homodimer expression consisted of
both T-cell receptor (TCR)ab and TCRcd T subsets, but the TCRcd
IELs became more prevalent after infection (Supplementary Fig. 15).
Furthermore, CD160 was also expressed by TCR-negative IELs in
Rag2/2 mice, which presumably provide a physiological ligand for
epithelial HVEM in the absence of adaptive immunity (Supplemen-
tary Fig. 16). Together, these results provide evidence that CD160

expressed by several IEL subsets, particularly the innate-like CD8aa-
expressing cells, represents the only ligand available for engaging
epithelial HVEM in the intestine. Furthermore, the increase in
CD8aa1CD1601 IELs during early infection is consistent with the
hypothesis that the HVEM-CD160 interaction at the mucosal surface
enhances signalling in epithelial cells and promotes their innate res-
ponse to acute bacterial infection. It remains possible, however, that
the contribution of the HVEM-CD160 signal is regulated in other
ways, for example by the removal of an inhibitor in one of the inter-
acting cell types.

To determine if HVEM mediates epithelial host defence at other
mucosal sites, we examined the immune response of Hvem2/2 mice
after lung infection with S. pneumoniae, a Gram-positive extracellular
bacteria that is the most common cause of community-acquired
pneumonia26,27. We found Hvem2/2 mice were highly susceptible to
S. pneumoniae, with an impaired early host response leading to
reduced bacterial elimination in the lung (Fig. 4a). Similar to the role
of HVEM in colonic epithelium, the reduced innate immune response
in the lung epithelium early after infection probably contributed to the
impaired host defence in Hvem2/2 mice (Fig. 4b and Supplementary
Fig. 17). Stat3 signalling in the alveolar epithelium is essential for host
defence to limit bacteria-induced pneumonia26,28,29. Similar to the
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intestinal mucosae, HVEM stimulation induced Stat3 phosphoryla-
tion in the lung and Stat3 activation was significantly decreased in the
lung of Hvem2/2 mice at the early stage of S. pneumoniae infection
(Fig. 4c and Supplementary Fig. 18). This indicates HVEM–Stat3 sig-
nalling regulates epithelial responses in the lung and mediates host
defence against pulmonary bacteria. LA-4 cells, a lung epithelial cell
line, also express HVEM (Supplementary Fig. 1c). When these cells
were stimulated in vitro to trigger HVEM signalling, the expression of
several epithelial host defence genes was significantly induced
(Fig. 4d), indicating HVEM directly regulates lung epithelial immune
function.

HVEM is an unusual TNF receptor family member in binding TNF
as well as Ig superfamily molecules, and in serving as a ligand for
inhibitory receptors such as BTLA, as well as being a signalling receptor
itself. We have revealed that HVEM, acting as a signalling receptor on
epithelial cells, leads to NIK-dependent Stat3 activation, thereby
inducing the expression of genes important for host defence in the
intestine and lung. Furthermore, we demonstrated that in the intestine
CD160 on CD8aa1 IELs is the functional ligand for triggering
epithelial HVEM for host protection. Human CD160 expression on
IELs and epithelial HVEM expression have been described8,30, but it is
not known if this interaction has a role in humans. HVEM signalling
also promotes epithelial IL-22R1 expression, which renders epithelial
cells more responsive to IL-22, a major innate cytokine critical for host
defence. Our results therefore show that HVEM is a crucial regulator of
epithelial innate responses, in part by mediating lymphocyte–epithelial
communication, and by cooperating with IL-22R signalling to induce
optimal epithelial Stat3 activation for host defence.

METHODS SUMMARY
Mice. C57BL/6 and Rag2/2 mice were purchased from the Jackson Laboratory
and bred in-house for all experiments. Hvem2/2, Hvem2/2Rag2/2, Btla2/2,
Light2/2 and Light2/2Btla2/2 mice have been bred and described previously3.
Il-22r1 flox (knockout first) mice on the C57BL/6 background were obtained from
The European Conditional Mouse Mutagenesis Program (EUCOMM) and were
bred to Vil-Cre mice for conditional IL-22R1 deletion in epithelium (Vil-Cre;Il-
22r1flox/flox). All gene-deficient mice were backcrossed for at least eight generations
onto the C57BL/6 background. Mice were maintained at the La Jolla Institute for
Allergy and Immunology under specific pathogen-free conditions, and sentinels
from the mouse colony tested negative by PCR detection of Helicobacter spp.
Animal care and experimentation including infection protocols were consistent
with National Institutes of Health guidelines and were approved by the
Institutional Animal Care and Use Committee at the La Jolla Institute for
Allergy and Immunology.
Bacterial infection. A wild-type C. rodentium strain DBS100 rendered resistant
to chloramphenicol and a clinical strain of S. pneumoniae (serotype 3, URF918)
were obtained and used in all infection studies6,9. For C. rodentium, bacteria were
grown overnight in Luria-Bertani broth with shaking at 37 uC for 15–16 h. For
S. pneumoniae, bacteria were grown to mid-log phase for 6–7 h from a frozen stock
in Todd-Hewitt broth. Bacterial cultures were adjusted with PBS for proper con-
centration and individual titres were determined after each experiment by serial
dilution. Mice were infected with 0.5 3 109 to 3.5 3 109 colony-forming units
(c.f.u.) (C. rodentium, by oral gavage) or 1 3 106 to 5 3 106 c.f.u. (S. pneumoniae,
by retropharyngeal instillation), and were killed at the indicated time points after
infection. For c.f.u. assays, spleen, lung, liver, mesenteric lymph node, faecal pellets
or colon were weighed, homogenized, serially diluted and plated in chloramphenicol-
containing MacConkey (for C. rodentium) or Columbia sheep blood (for
S. pneumoniae) agar plates.

Full Methods and any associated references are available in the online version of
the paper.
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METHODS
Animal manipulations. C57BL/6 and Rag2/2 mice were purchased from the
Jackson Laboratory and bred in-house for all experiments. Hvem2/2,
Hvem2/2Rag2/2, Btla2/2, Light2/2 and Light2/2Btla2/2 mice have been bred
and described previously3. Il-22r1 flox (knockout first) mice on the C57BL/6 back-
ground were obtained from The European Conditional Mouse Mutagenesis
Program (EUCOMM) and were bred to Vil-Cre mice for conditional IL-22R1 dele-
tion in epithelium (Vil-Cre;Il-22r1flox/flox). All gene-deficient mice were backcrossed
for at least eight generations onto the C57BL/6 background. Mice were used at 8–12
weeks of age. Whenever possible, control and gene knockout mice were housed in the
same cage to minimize the effect of housing conditions on experimental variation.
For tissue or cell analyses, tissues were collected and used for histological analysis,
intraepithelial and lamina propria cell preparation, total protein or RNA isolation.
For the rescue experiment, Reg3c–Ig fusion protein (150mg per mouse per time
point, provided by Genentech) was injected intraperitoneally into mice on days 1, 3,
5, 7 and 9 after infection as previously described12. For the blocking experiment, anti-
mouse CD160 or IgG2a isotype control antibodies (100mg per mouse per time point)
was injected intraperitoneally into mice on days 21, 1, 3, 5, and 7 after infection.
Bacterial infection. A wild-type C. rodentium strain DBS100 rendered resistant to
chloramphenicol and a clinical strain of S. pneumoniae (serotype 3, URF918) were
obtained and used in all infection studies6,9. For C. rodentium, bacteria were grown
overnight inLuria-Bertani broth withshakingat 37 uCfor15–16 h.ForS.pneumoniae,
bacteria were grown to mid-log phase for 6–7 h from a frozen stock in Todd-Hewitt
broth. Bacterial cultures were adjusted with PBS for proper concentration and indi-
vidual titres were determined after each experiment by serial dilution. Mice were
infected with 0.53 109 to 3.53 109 c.f.u. (C. rodentium, by oral gavage) or 13 106

to 53 106 c.f.u. (S. pneumoniae, by retropharyngeal instillation), and were killed at the
indicated time points after infection. For c.f.u. assays, spleen, lung, liver, mesenteric
lymph node, faecal pellets or colon were weighed, homogenized, serially diluted and
plated in chloramphenicol-containing MacConkey (for C. rodentium) or Columbia
sheep blood (for S. pneumoniae) agar plates.
Epithelial cell lines and reagents. Mouse colonic (CMT-93, number CCL-223) and
lung (LA-4, number CCL-196) epithelial cell lines were obtained from American
Type Culture Collection and were maintained in DMEM (CMT-93) or F12-K (LA-4)
medium (Invitrogen), supplemented with 10–15% FBS, penicillin and streptomycin.
Cells were cultured in six-well (for protein analysis) or 12-well (for quantitative real-
time PCR analysis) plates and were serum starved for 24 h before in vitro stimulation.
Recombinant mouse IL-22, CD160, LIGHT, BTLA Fc chimaeric fusion protein
(BTLA–Ig) and mouse IgG2a Fc (control–Ig) were purchased from R&D Systems
and used for in vitro stimulation experiments at the indicated concentrations. Anti-
mouse CD160 (CNX46-3) and IgG2a isotype control antibodies (both from
eBioscience) were used for in vivo blocking experiments. A short interfering RNA
Kit for NIK knockdown was obtained from Qiagen (GS53859). The short interfering
RNA sequences for NIK (Map3k14) knockdown were Map3k14_1 (CTGGGT
CAGCTCATAAAGCAA), Map3k14_2 (CCCTTGGAAAGGAGAATATAA),
Map3k14_3 (TAGCATTAAGTTCACTGTGAA) and Map3k14_4 (CAGGAAGA
TGAGTCTCCACTA).
Ex vivo infection of colons. Distal colons were freshly isolated from mice, cleaned
and cut into several small pieces (,3 mm). Colon fragments were then transferred
to six-well plate containing 3 ml of DMEM supplemented with 10% FBS and
antibiotics. Live C. rodentium were added to each well (107–108 c.f.u. ml21) and
incubated for 20–24 h. After incubation, ex vivo infected colons were collected,
briefly washed, and total RNA was extracted using an RNeasy Kit (Qiagen).
Preparation of colonic epithelial cells. Primary epithelial cells were isolated as
described previously31. Briefly, colons were cut open longitudinally, and epithelial
cells were separated by shaking the small colon pieces in HBSS containing 5% FBS,
5 mM EDTA and 1 mM DTT for 15 min. The remaining tissue was discarded and
epithelial cells in the supernatant were spun down at 150g for 5 min. The cell
pellets were re-suspended in 40% Percoll solution and spun down again. The
epithelial cells at the top layer were collected. These cells were stained with
epithelial cell specific markers anti-cytokeratin-18 (C-04, Abcam) and anti-
EpCAM (G8.8, eBioscience) to estimate purity (.95%).
Preparation of IELs and LPLs. Small and large intestines were collected from
mice. Peyer’s patches were carefully removed and tissues were cut open longit-
udinally, briefly washed, and cut into 1.5 cm pieces. The tissue pieces were incu-
bated in 30 ml of HBSS (5% FBS, 10 mM HEPES and 1 mM DTT) in a shaker at
250 r.p.m., 37 uC, for 30 min. After incubation, the cell suspension was intensively
vortexed and filtered through a metal mesh. The tissue debris was saved for LPL
preparation and the flow-through cell suspension, which constitutes the epithelial
cell content and IELs, was spun down at 230g for 5 min. The cell pellets were then
re-suspended in 40% Percoll solution and overlaid above a 70% Percoll solution.

The gradient was spun at 800g for 25 min and IELs at the interface after spin were
collected. For LPL preparation, the tissue debris was incubated in 20 ml of HBSS
(5% FBS, 5 mM EDTA) in a shaker at 250 r.p.m., 37 uC, for 20 min to further
remove epithelial cells. After that, tissues were further cut into 1 mm pieces, placed
in 20 ml pre-warmed digestion solution containing 1.5 mg ml21 collagenase type
VIII (Sigma) and incubated at 37 uC for 20 min with rotation. After incubation,
digested tissues were filtered through a metal mesh. The flow-through cell sus-
pension was spun down and the re-suspended cells were further purified by Percoll
gradient centrifugation. LPLs were collected at the interface, washed once and re-
suspended in complete RPMI-1640 medium. The cells were used immediately for
cell counting and staining.
Generation of bone-marrow chimaeras. Recipient mice (wild-type or Hvem2/2

in C57BL/6, Ly5.2 background) were lethally irradiated with 12 Gy that were
applied in two doses of 6 Gy separated by a 3 h interval, as previously described3.
After irradiation, hosts were transplanted with 7 3 106 total bone-marrow cells
isolated from wild-type congenic C57BL/6 or Hvem2/2 mice on the Ly5.1 back-
ground to generate three groups (n 5 6 in each group) of chimaeric animals as
follows: WT(Ly5.1) bone-marrow to WT(Ly5.2) host, WT(Ly5.1) bone-marrow
to Hvem2/2(Ly5.2) host, and Hvem2/2(Ly5.1) bone-marrow to WT(Ly5.2) host.
After transplant, mice were maintained with antibiotic treatment for the first week
and an additional 11 weeks without antibiotic treatment. Mice were checked at 8
weeks after transplant for reconstitution by surface staining of peripheral blood
cells for Ly5.11 expression (.95% in lymphocytes in all cases).
FITC-dextran permeability assay. In vivo permeability assays to assess intestinal
barrier function were performed using FITC-labelled dextran (Sigma) as described
previously32. Briefly, mice were infected with C. rodentium. At day 7 or day 12 after
infection, mice were gavaged with FITC-dextran (60 mg per 100 g body weight)
and serum was collected retro-orbitally 7–8 h later. Blood cells in serum samples
were removed and the fluorescence intensity of FITC-dextran was measured.
FITC-dextran concentrations were determined from standard curves generated
by serial dilution.
Western blotting and ELISA. Cell lines or colon fragments, were in vitro stimulated
as indicated; to reduce background from the cell lines they were serum starved for
24 h. Cells or tissues were directly lysed in RIPA buffer supplemented with a protease
and phosphatase inhibitor cocktail (Thermo Scientific). Protein lysates were analysed
by SDS–polyacrylamide gel electrophoresis (Bio-Rad) and membranes were blotted
with anti-Stat3 and anti-phosphorylated Stat3 antibodies (Cell Signaling). For ELISA,
supernatants from colon fragment cultures were collected and analysed by R&D
Quantikine ELISA Kits according to the manufacturer’s instructions.
Flow cytometry and antibodies. Flow cytometry analysis was on an LSRII instru-
ment (BD Biosciences) and we analysed data using Flowjo software (Tree Star). The
following mouse antibodies were purchased from BD PharMingen or eBiosciences:
CD45 (30-F11), TCRb (H57-597), TCRcd (eBio-GL3), CD8a (53-6.7), CD8b
(eBioH35-17.2), BTLA (6F7), pStat3 (clone 4/P-STAT3), IL-1b (NJTEN3), TNF
(MP6-XT22) and CD160 (CNX46-3). Anti-mouse HVEM (HMHV-1B18) antibody
was from Biolegend. Anti-mouse IL-22R1 (clone 496514), anti-CCL20 (clone
114906) and anti-CXCL1-Biotin antibodies were purchased from R&D Systems.
Histology analysis. Histopathological analysis of colon samples was performed
on formalin-fixed tissue after haematoxylin and eosin staining. Five different
histological categories (oedema, inflammation severity, internal bleeding in the
gut tissue, crypt damage, percentage of involvement) were scored with a maximum
score of 2 or 3 in each category. Maximal total score is 14 for severity of colitis.
Real-time PCR analysis. Total RNA was extracted from infected tissues using an
RNeasy Kit (Qiagen), according to the manufacturer’s instructions. cDNA syn-
thesis was performed with an iScript cDNA Synthesis Kit (Bio-rad). Quantitative
real-time PCR reactions were performed with the SYBR Green I Master Kit and
LightCycler 480 system (Roche). All mRNA levels shown in figures were normal-
ized to the housekeeping gene L32 and a multiplier of 104 was indicated when
compared with L32 levels. The primer sets used were described previously12,33.
Statistics. All data were analysed using GraphPad Prism 5 software and were
shown as mean and the standard error of the mean (s.e.m.). Two-tailed unpaired
Student’s t-tests were used to analyse the results. Differences indicated and con-
sidered significant when P , 0.05.
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Programmed elimination of cells by
caspase-independent cell extrusion in C. elegans
Daniel P. Denning1, Victoria Hatch1 & H. Robert Horvitz1

The elimination of unnecessary or defective cells from metazoans
occurs during normal development and tissue homeostasis, as well
as in response to infection or cellular damage1. Although many
cells are removed through caspase-mediated apoptosis followed
by phagocytosis by engulfing cells2, other mechanisms of cell
elimination occur3, including the extrusion of cells from epithelia
through a poorly understood, possibly caspase-independent, pro-
cess4. Here we identify a mechanism of cell extrusion that is caspase
independent and that can eliminate a subset of the Caenorhabditis
elegans cells programmed to die during embryonic development.
In wild-type animals, these cells die soon after their generation
through caspase-mediated apoptosis. However, in mutants lacking
all four C. elegans caspase genes, these cells are eliminated by being
extruded from the developing embryo into the extra-embryonic
space of the egg. The shed cells show apoptosis-like cytological
and morphological characteristics, indicating that apoptosis can
occur in the absence of caspases in C. elegans. We describe a kinase
pathway required for cell extrusion involving PAR-4, STRD-1 and
MOP-25.1/-25.2, the C. elegans homologues of the mammalian
tumour-suppressor kinase LKB1 and its binding partners
STRADa and MO25a. The AMPK-related kinase PIG-1, a possible
target of the PAR-4–STRD-1–MOP-25 kinase complex, is also
required for cell shedding. PIG-1 promotes shed-cell detachment
by preventing the cell-surface expression of cell-adhesion molecules.
Our findings reveal a mechanism for apoptotic cell elimination
that is fundamentally distinct from that of canonical programmed
cell death.

The caspase CED-3 is essential for nearly all programmed cell
deaths that occur during C. elegans development5. However, a few cells
undergo programmed cell death in ced-3 mutants5–7. We observed that
some cells are eliminated from ced-3-mutant embryos by being shed
from the developing animal. The eggs of ced-3 mutants but not those of
wild-type animals contained on average six shed cells that had
detached during the comma stage of embryogenesis (,300 min after
fertilization) (Fig. 1a–c, f and Supplementary Table 1). The shed cells
detached at the anterior sensory depression or the ventral pocket
(Fig. 2a, b) and remained within the egg (but separate from the animal)
throughout embryogenesis. Embryos with a loss-of-function mutation
in the APAF1 homologue ced-4 or the BH3-domain-encoding gene
egl-1, or a gain-of-function mutation of the BCL2 homologue ced-9
also produced shed cells (Fig. 1c), indicating that a defect in any step of
the execution phase of programmed cell death can generate shed cells.
As reported previously8, mutant embryos defective in engulfment (for
example, ced-1- or ced-5-mutant embryos) contain ‘floaters’ (Fig. 1c, d,
g and Supplementary Table 1), cells that undergo CED-3-mediated
apoptosis and detach from the embryo because they cannot be
internalized by engulfing cells. In comparison to ced-3-mutant shed
cells, ced-5-mutant floaters were smaller, more uniformly refractile
when viewed by Nomarski optics, and less likely to aggregate into
clumps of three or more cells after detachment (Fig. 1a, b, d and
Supplementary Table 1). ced-3 mutations were epistatic to engulfment
mutations with respect to the number of shed cells, their appearance

and their tendency to aggregate (Supplementary Table 1; data not
shown). Thus, the shed cells of embryos defective in programmed cell
death are genetically and morphologically distinguishable from those
of embryos defective in engulfment.

The C. elegans genome encodes three additional caspase homologues:
csp-1, csp-2 and csp-3 (ref. 9). We determined that individual csp muta-
tions did not cause the appearance of shed cells (Supplementary Fig. 1
and Supplementary Table 2). Eggs from quadruple mutants lacking all
four caspase genes (csp-1, csp-2, csp-3 and ced-3), like ced-3-mutant
eggs, contained on average six shed cells (Fig. 1c, e), indicating that the
generation of shed cells is caspase independent.

Although caspase activation can drive apoptosis, recent studies have
suggested that caspases are not necessary for apoptosis3. We therefore
examined csp-3; csp-1; csp-2 ced-3 quadruple-mutant (csp-D) shed cells
for apoptotic characteristics, specifically phosphatidylserine exposure
and TdT-mediated dUTP nick end labelling (TUNEL)-reactive DNA
fragments. Like floaters that undergo caspase-mediated apoptosis

1Howard Hughes Medical Institute and Department of Biology, Massachusetts Institute of Technology, Cambridge, Massachusetts 02139, USA.
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Figure 1 | Cells with apoptotic morphology are shed from C. elegans
embryos lacking caspase activity. a, b, Low (a) and high (b) magnification
differential interference contrast (DIC) images of a ced-3(n3692) egg with a
cluster of six cells that detached from the embryo. Asterisks indicate individual
shed cells in b. c, Quantification of shed cells or floaters in mutants defective in
programmed cell death and/or corpse engulfment. Error bars denote s.d. d, A
ced-5(n1812) egg with two floaters (indicated by arrows). e, A csp-D egg with a
cluster of five shed cells (indicated by arrow). f, g, Transmission electron
micrographs of shed cells from ced-3(n717) (f) and ced-5(n1812) (g) embryos.
Arrows denote shed cells and arrowhead denotes an embryonic cell in g. n,
nucleus. h, The phosphatidylserine binding protein MFG-E8 expressed from
the transgene nIs398[Pdyn-1::Mfge8::Venus] associates with the surface of csp-D
shed cells. i, The shed cells of csp-D; nuc-1(e1392) eggs are TUNEL reactive.
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(Supplementary Fig. 2)8, the csp-D shed cells were reactive to the
phosphatidylserine-binding protein MFG-E8 and to TUNEL staining
(Fig. 1h, i). Also, ced-3-mutant shed cells showed chromatin condensa-
tion (darkly staining nuclear material) and separation of the nuclear
envelope double membrane in transmission electron micrographs
(Fig. 1f and Supplementary Fig. 3). These apoptotic features were
present in ced-5-mutant floaters (Fig. 1g and Supplementary Fig. 3),
although the cytoplasms of ced-5-mutant floaters were more compact.
We conclude that the shed cells of embryos lacking caspase activity are
in many respects cytologically and morphologically apoptotic, indi-
cating that caspases are dispensable for many cellular changes that
occur during apoptosis.

The somatic cell lineage of C. elegans is essentially invariant10,11,
allowing the precise identification of cell origins and fates. To deter-
mine the cellular identities of ced-3-mutant shed cells, we recorded
time-lapse videos of developing ced-3-mutant embryos and traced the
lineages of extruded cells in reverse (Fig. 2a, b and Supplementary
Movie 1). We identified seven different cells eliminated by shedding
from ced-3-mutant embryos (Fig. 2c), all of which are cells that normally
die during wild-type embryogenesis. This finding is consistent with our
observation that ced-3-mutant shed cells expressed egl-1 (Fig. 2d), the
transcription of which initiates programmed cell death12, and with a
previous report in which ABalapapaa (a cell fated to die) was observed
detaching from a ced-3-mutant embryo5. The cells that can be shed are
among the first to die in the wild-type embryo: 14 cells die within the
first 300 min of development, and 7 of the 8 identified shed cells are
among this group of 14 cells11. Thus, specific cells fated to die early
in embryogenesis can be eliminated by either canonical caspase-
dependent apoptosis or by caspase-independent shedding.

To identify factors required for cell shedding, we tested genes
involved in different cell-death processes and found that the genera-
tion of ced-3-mutant shed cells did not require genes that mediate
germline apoptosis, cell-corpse engulfment, necrosis, autophagy or
lin-24-mediated cell death (Supplementary Tables 1 and 3). We
therefore developed a screening strategy based on the hypothesis that
ABplpappap (one of the shed cells we identified; Fig. 2a, c) might

survive and adopt a fate associated with a lineally related cell in animals
doubly defective in the canonical cell-death pathway and cell shedding.
The sister cell of ABplpappap generates RMEV (a GABAergic
(c-aminobutyric acid-containing) neuron) and the excretory cell
(Fig. 3a), which functions in osmoregulation13. We generated a pgp-
12::cNLS::gfp transgene to express green fluorescent protein (GFP)
specifically in the excretory cell and observed that wild-type and ced-
3-mutant animals contained a single GFP-positive cell (Fig. 3b, d).
Using this reporter, we screened mutagenized ced-3-mutant animals
and identified double mutants with a two-excretory-cell (Tex) pheno-
type. Two such Tex isolates, n5433 and n5437, are alleles of the gene
pig-1 (Supplementary Fig. 4). Single mutants defective in a null allele of
pig-1(gm344D) had one excretory cell (Fig. 3d), whereas 89% of pig-
1(gm344) ced-3(n3692) double mutants contained two GFP-positive
nuclei that resembled the large nucleus of the excretory cell (Fig. 3c, d
and Supplementary Fig. 4). Double mutants with pig-1 and ced-4, ced-9
(gain-of-function) or egl-1 mutations were similar to pig-1 ced-3
mutant animals (Supplementary Table 4). Inactivation of pig-1 by
RNA interference (RNAi) treatment phenocopied gm344, n5433 and
n5437, confirming that loss of pig-1 function caused the Tex phenotype
in these mutants (Supplementary Table 7).

The LIN-3 epidermal growth factor ligand is expressed embryonically
by the excretory cell14, and pig-1 ced-3 mutant embryos contained an
extra cell that expressed lin-3 (Supplementary Fig. 5a). Furthermore,
the heads of pig-1 ced-3 mutant animals contained large cysts (Fig. 3e)
similar to those of mutants with defective excretory cell function13.
Thus, pig-1 ced-3 mutants generated an ectopic excretory cell, albeit
one that either was defective in osmoregulation or interfered with the
function of the endogenous excretory cell.

To address whether the ectopic excretory cell of pig-1 ced-3 mutants
is derived from the un-shed ABplpappap cell, we examined directly the
fate of ABplpappap in pig-1 and pig-1 ced-3 mutant embryos (Sup-
plementary Movies 2 and 3). In pig-1-mutant embryos (and as in wild
type), ABplpappap became a highly refractile cell corpse within 45 min
of its generation (Fig. 3f; data not shown). By contrast, ABplpappap
survived and divided approximately 115 min after it was generated in
pig-1 ced-3 mutant embryos (Fig. 3g). In the three pig-1 ced-3 mutant
embryos we examined, neither ABplpappap nor its descendants
detached from the embryo, suggesting that an ABplpappap descendant
gives rise to the ectopic excretory cell in pig-1 ced-3 mutant larvae. As
reported previously15, pig-1 ced-3 animals also contain ectopic RME-
like neurons (Supplementary Fig. 5b and Supplementary Table 5),
suggesting that when ABplpappap survives it generates both an ectopic
RME-like and an ectopic excretory-like cell.

pig-1 inactivation by mutation or RNAi treatment reduced the
number of shed cells in ced-3-, ced-4- or ced-9 (gain-of-function)-
mutant embryos by nearly 75% (P , 5.0 3 1027 for each pair-wise
comparison, Student’s t-test; Fig. 3h; data not shown), demonstrating
that pig-1 is generally required for the generation of shed cells. Given
this observation, the effects of pig-1 on cell shedding are in several ways
comparable to the effects of ced-3 on programmed cell death: (1) ced-3
affects most programmed cell deaths and pig-1 similarly affects most
shed cells, indicating that ced-3 and pig-1 act generally to drive pro-
grammed cell death and generate shed cells, respectively; (2) like pro-
grammed cell deaths, extruded cells share morphologic and genetic
properties and can be viewed as expressing a specific cell fate; and (3),
like mutations in ced-3, mutations in pig-1 cause cells that should die to
express the fates of cells that normally survive.

pig-1 encodes a homologue of MELK, an AMPK-related serine-
threonine kinase required cell autonomously for the asymmetric cell
divisions of many C. elegans neuroblasts15,16. Mammalian AMPK-
related kinases control metabolism and cell polarity17 and are activated
through phosphorylation of a conserved threonine within their T-loop
domains by the kinase LKB1 (also known as STK11) (ref. 18) and
its complex partners STRADa and MO25a (also known as CAB39)
(refs 19, 20). The PIG-1 T-loop threonine (T169) was necessary for a
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pig-1 transgene to rescue the ectopic excretory cell defect of pig-1 ced-3
mutants, whereas changing T169 to a phosphomimetic aspartic acid
bypassed this requirement (Fig. 3i), indicating that PIG-1 is probably
activated by phosphorylation of its T-loop. We therefore tested the C.
elegans homologues of LKB1, STRAD and MO25 (par-4, strd-1 and
paralogues mop-25.1, mop-25.2 and mop-25.3, respectively) for roles in
the elimination of ABplpappap. par-4 or strd-1 inactivation caused the
Tex phenotype in ced-3 mutants (Fig. 3j, k and Supplementary Table 6).
Furthermore, the ok2283 deletion allele of strd-1 reduced the number of
shed cells in ced-3-mutant embryos by 67% (P 5 1.9 3 10210, Student’s
t-test; Fig. 3h). The inactivation of both mop-25.1 and mop-25.2 was
necessary to cause the Tex defect in ced-3 mutants (Fig. 3l and
Supplementary Table 6), indicating redundant function. We conclude
that both PIG-1 and the PAR-4–STRD-1–MOP-25 complex are
required for cell shedding in C. elegans.

Our genetic analyses suggest that PIG-1 and PAR-4 function in the
same pathway. The deletion mutation ok2283, a putative null allele of
strd-1 (Supplementary Table 8), failed to enhance any of the pig-1 or
pig-1 ced-3 defects (Fig. 4h, i and Supplementary Fig. 6 and Sup-
plementary Tables 8 and 9). Although, par-4 and strd-1 can act inde-
pendently21, this result suggests that PIG-1 and PAR-4 and its binding

partners function in the same pathway. We believe that PIG-1 is the
phosphorylation target of PAR-4 in cell shedding because inactivation
of PIG-1 but of no other AMPK-related kinase caused the survival of
ABplpappap in ced-3 mutants (Supplementary Table 7). The Tex
defect of pig-1(gm344) ced-3(n3692) animals (89%) was higher than
that of strd-1(ok2283); ced-3(n3692) animals (43%) (Fig. 3d and
Supplementary Table 4). Thus, STRD-1 and possibly the entire
PAR-4 complex are required partially for PIG-1 activation, indicating
that other factors, or PIG-1 itself through autophosphorylation, also
stimulate PIG-1 activity. Indeed, MELK phosphorylates itself in vitro18.

To investigate how PIG-1 regulates cell shedding, we reasoned that
shed cells must be deficient in adhesive contacts with the embryo and
explored whether pig-1 modulates cell-adhesion complexes, specif-
ically adherens junctions. In C. elegans, adherens junctions comprise
a cadherin–catenin complex and a complex including DLG-1 (a
homologue of the Drosophila discs large protein) and AJM-1. Both
complexes participate in the enclosure of the embryo within a layer of
epidermal cells22, a major morphogenic event that coincides with the
detachment of shed cells.

We examined the expression of AJM-1, DLG-1, HMP-1 (a-catenin)
and JAC-1 (p120 catenin) fused to GFP in shed cells. AJM-1, DLG-1
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L3 larvae with ectopic excretory cells. All genotypes contained
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containing large cysts (asterisks). f, g, The fate of the cell ABplpappap in pig-
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mutant embryo shown 5 min after its generation and shortly after it underwent
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115 min later. h, pig-1 and strd-1 are required for cell shedding. Mutation of pig-1
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cells. m, Redundant pathways mediate the elimination of ABplpappap and other
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and HMP-1 were not visible at the surface of ced-3- or ced-4-mutant
shed cells that had recently detached from either the anterior sensory
depression (Fig. 4a, c and Supplementary Fig. 7b) or the ventral cleft
(Fig. 4b and Supplementary Fig. 7a) (JAC-1::GFP was detectable in
some shed cells; Supplementary Fig. 7c). The absence of cell-adhesion
proteins was noteworthy given their presence on adjacent epidermal
cells (Fig. 4a–c and Supplementary Fig. 7). ABplpappap in ced-3-
mutant embryos remained at the ventral surface of the embryo from
its generation until its detachment and never expressed HMP-1::GFP
(Fig. 4d, e; data not shown). By contrast, in pig-1 ced-3 mutant
embryos, ABplpappap ingressed dorsally during ventral enclosure
(Fig. 4f), matching the movement of the excretory cell away from the
ventral surface14. Notably, ABplpappap and its descendants exhibited a
uniform expression of HMP-1::GFP at the cell surface (Fig. 4g),
indicating that a loss of pig-1 function results in the inappropriate
expression of cell-adhesion molecules. Thus, PIG-1 might facilitate cell
shedding by preventing the expression of cell-adhesion molecules on
the surfaces of shed cells.

Several lines of evidence suggest that pig-1 promotes shed-cell
detachment through endocytosis. Many cell corpses, including the
ABplpappap corpse, were not cleared efficiently in pig-1-mutant
embryos (Fig. 4h, i). The pig-1-mutant cell corpses were encircled
rapidly by the engulfment receptor CED-1 and stained positively with
acridine orange, a marker of internalized corpses (Fig. 4j and

Supplementary Fig. 8). These results demonstrate that the delay in
clearance was after engulfment and reflected a defect in corpse degra-
dation, a process that requires endocytic pathway components23.
Interestingly, a recent study showed that two C. elegans ARF
GTPase genes, arf-1.2 and arf-6, and a gene coding for an ARF
GTPase-activating protein, cnt-2, have functions in cell-fate deter-
mination similar to those of pig-1 as well as roles in receptor-mediated
endocytosis24. Mammalian ARF GTPases function in endocytosis25

and can remove cadherin complexes from the cell surface26. We noted
that inactivation of ARF GTPase genes arf-1.2 or arf-3 or the ARF
guanine exchange factor gene grp-1 also produced ectopic excretory
cells in ced-3 mutants (Fig. 4k and Supplementary Table 10).

Taken together, our observations suggest that the PAR-4 complex,
PIG-1 and ARF GTPases promote the detachment of shed
cells through the endocytosis-mediated removal of cell-adhesion
molecules from the cell surface. Thus, the programmed elimination
and apoptosis of at least eight C. elegans cells can be accomplished
through either canonical caspase-mediated apoptosis involving the
engulfment of dying cells or a caspase-independent shedding mech-
anism that also results in apoptosis and that requires the PAR-4
complex and the AMPK-related kinase PIG-1 (Fig. 3m). These
two mechanisms are functionally redundant, as ABplpappap and the
other shed cells survive only in mutants in which both pathways are
disrupted.
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Figure 4 | Shed cells lack cell-adhesion molecules that are inappropriately
expressed in pig-1 mutants, possibly because of impaired endocytosis.
a–c, Merged DIC and confocal fluorescence micrographs of shed cells from ced-
4(n1162); jcIs1[ajm-1::gfp] (a, b) and ced-3(n3692); jcIs17[hmp-1::gfp] (c) eggs.
Arrowheads indicate detached shed cells. d–g DIC and epifluorescence
micrographs of ced-3(n3692); jcIs17[hmp-1::gfp] (d, e) and pig-1(gm344) ced-
3(n3692); jcIs17[hmp-1::gfp] (f, g) embryos just before the completion of ventral
enclosure. Black arrowheads indicate ABplpappap (d, e) or its descendant
(f, g); white arrowheads indicate excretory cell (ABplpappaap). Insets,
magnification of ABplpappap or the excretory cell and the ABplpappap

descendant in f, g. h, Number of persistent cell corpses in wild-type, pig-
1(gm344), strd-1(ok2283) and strd-1(ok2283); pig-1(gm344) embryos. n values
are provided in Supplementary Table 11. Error bars denote s.e.m. P , 0.002 for
pair-wise comparison with wild type (Student’s t-test). i, Time required for
engulfment and degradation of ABplpappap cell corpses in wild-type, pig-
1(gm344) or strd-1(ok2283) embryos. j, DIC and fluorescence micrographs of
cell corpses from ‘bean’-stage pig-1(gm344) embryos carrying either the
nIs400[Pced-1::ced-1DC::gfp] transgene or stained with acridine orange (AO).
k, Percentage of L3 larvae with ectopic excretory cells. All genotypes contained
nIs434[Ppgp-12::gfp]. Scale bars, 5mm.
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We propose that cell shedding is an evolutionarily conserved mech-
anism of cell elimination. Many epithelia extrude cells constitutively to
maintain tissue homeostasis, and the shed epithelial cells of vertebrates
share features with the shed cells of caspase-deficient C. elegans embryos.
First, like other shed epithelial cells4, shed intestinal enterocytes
frequently show apoptotic markers27,28, including caspase-3 activation
and TUNEL reactivity. Second, despite the apoptotic appearance of shed
enterocytes, the intestinal epithelia of Casp32/2, Apaf12/2, Bax2/2,
Bak12/2 or Bcl2-overexpressing mice are not grossly abnormal3,29,
suggesting that cell extrusion is not dependent on caspase-mediated cell
killing. Third, LKB1 mutations cause Peutz–Jeghers syndrome30, which
is characterized by intestinal hamartomas (polyps) containing excess
epithelial cells. It is possible that LKB1 mutations contribute to polyp
formation by causing a defect in the extrusion of epithelial cells. On
the basis of our observations of C. elegans, we predict that the PIG-1
homologue MELK could be a target of LKB1 in the gastrointestinal tract
and that mutations of MELK might also impair enterocyte shedding and
cause a polyposis phenotype in the mammalian intestine.

METHODS SUMMARY
DIC and epifluorescence micrographs were obtained using an Axioskop II (Zeiss)
compound microscope, an ORCA-ER CCD camera (Hamamatsu) and OpenLab
software (Agilent) and modified using ImageJ software (National Institutes of
Health). For the time-lapse experiments, early (two- or four-cell stage) embryos
were dissected from gravid adults, mounted on a slide with a 4% agar pad and
covered with a cover slip sealed to the slide with petroleum jelly to prevent the
preparation from drying. The developing embryos were imaged every 4 min for a
total of 300 min, and at each time point a Z-stack of 50 images spaced at 0.6mm was
acquired. Confocal microscopy was performed using a Zeiss LSM 510 instrument,
and the resulting images were modified using ImageJ software. Shed cells or floaters
were counted in eggs between the 2-fold and 3.5-fold stages of development
(approximately 450–600 min after the first cell division) using a 3100 objective
equipped with DIC optics. The numbers of excretory cells and excretory-like cells
were counted in L3 larvae carrying the Ppgp-12::gfp transcriptional reporter using a
3100 objective. A cell was scored as being ‘excretory-cell-like’ if it was located in the
anterior third of the animal and its nucleus strongly expressed GFP.

Full Methods and any associated references are available in the online version of
the paper.
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METHODS
Strains. All C. elegans strains were cultured as described previously31 and
maintained at 20 uC unless noted otherwise. We used the Bristol strain N2 as
the wild-type strain. The mutations used in our experiments were as follows:
LGI: ced-1(e1735), cep-1(gk138), csp-3(n4872), dapk-1(gk219), gpb-2(ad541), lin-
35(n745), nIs433[Ppgp-12::gfp, unc-76(1)]; LGII: cad-1(j1), csp-1(n4967), mop-
25.2(ok2073); LGIII: arf-1.2(ok796), ced-4(n1162), ced-6(n1813), ced-7(n1892),
ced-9(n1950, n1950 n2077), ced-12(n3261), grp-1(tm1956), strd-1(ok2283),
nIs400[Pced-1::ced-1DC::gfp, Pmyo-2::dsRed]; LGIV: ced-2(e1752), ced-3(n717,
n2452, n3692), ced-5(n1812), ced-10(n1993), csp-2(n4871), ham-1(n1438),
lin-24(n4294), lin-33(n4514), pig-1(gm344, n5433, n5437), jcIs1[ajm-1::gfp, rol-
6(su1006)]; LGV: unc-76(e911), par-4(it57), egl-1(n1084, n3082, n3330), crt-
1(ok948), unc-68(e540), unc-51(e369), nIs342[Pegl-1::gfp, lin-15(1)]; LGX:
nuc-1(e1392), lin-15AB(n765), nIs434[Ppgp-12::gfp, unc-76(1)]; unknown linkage:
nIs398[Pdyn-1::mfge8::Venus, Pmyo-2::dsRed], jcIs17[hmp-1::gfp, dlg-1::dsRed, rol-
6(su1006)], nIs201[Punc-25::4xNLS::mStrawberry, plin-15EK], xnIs17[dlg-1::gfp,
rol-6(su1006)], syIs107[lin-3::gfp], jcIs25[Phmr-1::jac-1::gfp::unc-54(39 UTR), rol-
6(su1006)]; extrachromosomal arrays: nEx1747, nEx1748 and nEx1749 [pig-
1(wt), Ppgp-12::gfp, Pmyo-2::dsRed]; nEx1758, nEx1759 and nEx1760 [pig-1(STOP),
Ppgp-12::gfp, Pmyo-2::dsRed]; nEx1755, nEx1756 and nEx1757 [pig-1(T169A),
Ppgp-12::gfp, Pmyo-2::dsRed]; nEx1831, nEx1832, nEx1833, and nEx1834 [pig-
1(T169D), Ppgp-12::gfp, Pmyo-2::dsRed].
Plasmids. The Pegl-1::gfp transcriptional reporter and the Pdyn-1::Mfge8::Venus
(pVV59) translation reporter have been described previously32,33. The
Punc-25::mStrawberry transcriptional reporter (pSN223) was constructed using
PCR to amplify a 1.8 kb fragment of the unc-25 promoter region with the primers
59-CGAATTTTTGCATGCAAAAAACACCCACTTTTTGATC-39 and 59-CGG
GATCCTCGAGCACAGCATCACTTTCGTCAGCAGC-39. The resulting ampli-
con was digested with SphI and BamHI and ligated into pSN199, which encodes the
4xNLS::mStrawberry fusion. pSN199 was constructed by replacing the AgeI–EcoRI
fragment of pPD122.56 with the AgeI–EcoRI fragment from the plasmid
mStrawberry 6. The transcriptional reporter Ppgp-12::gfp (pSN359) was constructed
using PCR to amplify a 2.9 kb fragment of the pgp-12 promoter region with the
primers 59-GCAAGCTTGTGCTTGCAGTGAACCAGAAACT-39 and 59-CCTC
TAGAATTCCATCAATTGGCTCGATCGCA-39. The resulting amplicon was
digested with HindIII and XbaI and ligated into pPD122.56. The pig-1-rescuing
construct (pDD078) was constructed using PCR to amplify three overlapping
genomic fragments spanning 17.5 kb with the following primer pairs: 59-CAG
TGAGCGCGCGTAATACGACTCACTATAGGGCGAATTGGCCACATCAAA
TGAAAGACG-39 and 59-TCAGAGTTCAATATATGTTGG-39; 59-TGTCT
ACACCACTCCAAACACC-39 and 59-ACGACGGCATCAGATATTCG-39;
and 59-CCAAGCGCGCAATTAACCCTCACTAAAGGGAACAAAAGCTTG
ATGATGATGTCCGTGAGC-39 and 59-CATGTCCAACAATGGAATCG-39.
The resulting amplicons were ligated into pRS426 by homologous recombination
in Saccharomyces cerevisiae (yeast-mediated ligation). The pig-1(STOP)
(pDD084), pig-1(T169A) (pDD085) and pig-1(T169D) (pDD088) constructs were
also generated by yeast-mediated ligation using a SfoI–NaeI-digested fragment of
pDD078. pig-1(STOP) changes codons 8 and 9 to the stop codons TAG and TGA,
respectively. pig-1(T169A) changes the T-loop threonine codon at position 169
to GCG, which encodes an alanine residue. pig-1(T169D) changes the T-loop
threonine codon at position 169 to GAC, which encodes an aspartic acid residue.
pDD073 (pL4440::par-4) was constructed using PCR to amplify the par-4
complementary DNA with the following primers: 59-GCGCCGCGGATGG
ATGCTCCGTCGACATCC-39 and 59-GCGTCTAGACTAAGCACTATCGG
TACGAG-39. The resulting amplicon was digested with SacII and XbaI and then
ligated into pL4440.
Shed cell, excretory cell, persistent corpse and extra pharyngeal cell counts.
Shed cells or floaters were counted in eggs between the 2-fold and 3.5-fold stages of
development (approximately 450–600 min after the first cell division) using a
3100 objective equipped with Nomarski differential interference contrast (DIC)
optics. The number of excretory and excretory-like cells were counted in L3 larvae
carrying the Ppgp-12::gfp transcriptional reporter using a 3100 objective. A cell was
scored as an excretory cell if it was located in the anterior third of the animal and its

nucleus strongly expressed GFP. Persistent cell corpse and extra pharyngeal cell
counts were performed as described previously34.
Mutagenesis screen for synthetic Tex mutants. ced-3(n3692); nIs434 or nIs433;
ced-3(n3692) L4 larvae were mutagenized with ethyl methanesulfonate as
described previously31. Using a dissecting microscope equipped for the detection
of GFP fluorescence, we screened approximately 25,000 F3 progeny of the muta-
genized animals for an extra GFP1 cell near the posterior bulb of the pharynx. We
showed by complementation testing and DNA sequence determination that two of
the mutants isolated from this screen, n5433 and n5437, were alleles of pig-1.
RNAi treatments. RNAi treatments were performed by feeding using RNAi
constructs and reagents described previously35,36. In brief, HT115 Escherichia coli
carrying RNAi clones in the pL4440 vector were cultured overnight in Luria broth
(LB) liquid media with antibiotics. Nematode growth media (NGM) plates con-
taining 1 mM IPTG and antibiotics were seeded with the LB culture and incubated
24 h at 20 uC. Five L2 larvae were placed onto each seeded NGM plate, and the
progeny of these animals were scored for either shed cells or ectopic excretory cells
as described above. Control RNAi treatments were performed with the empty
vector pL4440. The complete sequences of all RNAi sequences used in this study
are provided in the Supplementary Information.
TUNEL and acridine orange staining. TUNEL reactions were performed as
described previously8,37. Fixation times (between 12 and 16 min) were optimized
for labelling the floaters in ced-5(n1812); nuc-1(e1392) eggs. nuc-1(e1392) facili-
tates the observation of TUNEL reactivity. Acridine orange staining of embryos
was performed as described previously38.
Transmission electron microscopy. Gravid sem-4(n1378); ced-5(n1812) or
sem-4(n1971); ced-3(n717) adult animals were fixed by high-pressure freezing in
an HPM010 high-pressure freezer by Abra. They were then substituted using an
RMC FS-7500 freeze substitution system with 2% osmium, 2% water in acetone at
290uC for 5 days, warmed to 220 uC over 14 h and then held at 220 uC for 16 h
before warming to 0 uC. Samples were washed 6 3 20 min, infiltrated stepwise into
Eponate 12 resin (Ted Pella) and polymerized at 60 uC. The resulting blocks were
sectioned at 50 nm, post-stained with uranyl acetate and lead, and imaged with a
JEM-1200EX II microscope (Jeol) using an AMT XR41 CCD camera. sem-4 muta-
tions cause eggs to accumulate in the hermaphrodite gonad, allowing more
embryos (including more later stage embryos) to be analysed per sample.
Microscopy. Nomarski DIC and epifluorescence micrographs were obtained
using an Axioskop II (Zeiss) compound microscope and OpenLab software
(Agilent). Merged DIC and epifluorescence images were generated using ImageJ
software (National Institutes of Health). For the time-lapse experiments, early
(two- or four-cell stage) embryos were dissected from gravid adults, mounted
on a slide with a 4% agar pad and covered with a cover slip that was sealed to
the slide with petroleum jelly to prevent the preparation from drying. The
developing embryos were imaged every 4 min for a total of 300 min, and at each
time point a Z-stack of 50 images spaced at 0.6mm was acquired. Confocal micro-
scopy was performed using a Zeiss LSM 510 instrument, and the resulting images
were prepared and modified using ImageJ software.
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34. Schwartz,H. T. Aprotocol describingpharynxcountsanda review ofotherassays
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Site-specific DICER and DROSHA RNA products
control the DNA-damage response
Sofia Francia1,2, Flavia Michelini1, Alka Saxena3, Dave Tang3, Michiel de Hoon3, Viviana Anelli1{, Marina Mione1{, Piero Carninci3

& Fabrizio d’Adda di Fagagna1,4

Non-coding RNAs (ncRNAs) are involved in an increasingly
recognized number of cellular events1. Some ncRNAs are processed
by DICER and DROSHA RNases to give rise to small double-
stranded RNAs involved in RNA interference (RNAi)2. The
DNA-damage response (DDR) is a signalling pathway that
originates from a DNA lesion and arrests cell proliferation3. So
far, DICER and DROSHA RNA products have not been reported
to control DDR activation. Here we show, in human, mouse and
zebrafish, that DICER and DROSHA, but not downstream ele-
ments of the RNAi pathway, are necessary to activate the DDR
upon exogenous DNA damage and oncogene-induced genotoxic
stress, as studied by DDR foci formation and by checkpoint assays.
DDR foci are sensitive to RNase A treatment, and DICER- and
DROSHA-dependent RNA products are required to restore DDR
foci in RNase-A-treated cells. Through RNA deep sequencing
and the study of DDR activation at a single inducible DNA
double-strand break, we demonstrate that DDR foci formation
requires site-specific DICER- and DROSHA-dependent small
RNAs, named DDRNAs, which act in a MRE11–RAD50–NBS1-
complex-dependent manner (MRE11 also known as MRE11A;
NBS1 also known as NBN). DDRNAs, either chemically synthesized
or in vitro generated by DICER cleavage, are sufficient to restore the
DDR in RNase-A-treated cells, also in the absence of other cellular
RNAs. Our results describe an unanticipated direct role of a novel
class of ncRNAs in the control of DDR activation at sites of DNA
damage.

Mammalian genomes are pervasively transcribed, with most tran-
scripts apparently not associated with coding functions4,5. An increas-
ing number of ncRNAs have been shown to have a variety of relevant
cellular functions, often with very low estimated expression levels6–8.
DICER and DROSHA are two RNase type III enzymes that process
ncRNA hairpin structures to generate small double-stranded RNAs9

(see Supplementary Information).
Detection of a DNA double-strand break (DSB) triggers the kinase

activity of ATM, which initiates a signalling cascade by phosphorylat-
ing the histone variant H2AX (cH2AX) at the DNA-damage site and
recruiting additional DDR factors. This establishes a local self-feeding
loop that leads to accumulation of upstream DDR factors in the
form of cytologically detectable foci at damaged DNA sites3,10. The
DDR has been considered to be a signalling cascade made up
exclusively of proteins, with no direct contributions from RNA species
to its activation.

Oncogene-induced senescence (OIS) is a non-proliferative state
characterized by a sustained DDR11 and senescence-associated
heterochromatic foci (SAHF)12. Because ncRNAs participate in
heterochromatin formation13, we investigated whether they could
control SAHF and OIS. We used small interfering RNAs (siRNAs)
to knockdown DICER or DROSHA in OIS cells and monitored SAHF

and cell-cycle progression. Knockdown of either DICER or DROSHA,
as well as ATM as control14, restored DNA replication and entry into
mitosis (Supplementary Figs 1 and 2); we did not detect overt SAHF
changes, however (Supplementary Fig. 3a, b). Instead, we observed that
DICER or DROSHA inactivation significantly reduced the number of
cells positive for DDR foci containing 53BP1, the autophosphorylated
form of ATM (pATM) and the phosphorylated substrates of ATM and
ATR (pS/TQ), but not cH2AX, without decreasing the expression of
proteins involved in the DDR (Supplementary Fig. 3a–c). Importantly,
the simultaneous inactivation of all three GW182-like proteins,
TNRC6A, B and C, essential for the translational inhibition mediated
by microRNAs (miRNAs; canonical DICER and DROSHA products
involved in RNAi)15, does not affect DDR foci formation (Supplemen-
tary Fig. 4).

We next asked whether DICER or DROSHA inactivation also
affects ionizing-radiation-induced DDR activation. We transiently
inactivated DICER or DROSHA by siRNA in human normal fibro-
blasts (HNFs), exposed cells to ionizing radiation, and monitored
DDR foci. We observed that a few hours after exposure to ionizing
radiation, DICER or DROSHA inactivation impairs the formation of
pATM, pS/TQ and MDC1, but not cH2AX, foci without decreasing
their protein levels (Fig. 1a, b and Supplementary Fig. 5). Furthermore,
at an earlier time point (10 min) after ionizing radiation, 53BP1 foci
were significantly reduced (Supplementary Fig. 6a). Using an RNAi-
resistant form of DICER in DICER knockdown cells, we observed that
re-expression of wild-type DICER, but not of a DICER endonuclease
mutant (DICER44ab)16, rescues DDR foci formation (Supplemen-
tary Fig. 6b–d). The simultaneous knockdown of TNRC6A, B and
C, or DICER has a comparable impact on a reporter system specific
for miRNA-dependent translational repression17, but only DICER
inactivation reduces DDR foci formation (Supplementary Fig. 7). To
confirm further the involvement of DICER in DDR activation, we used
a cell line carrying a hypomorphic allele of DICER (DICERexon5)
defective in miRNA maturation18. In DICERexon5-irradiated cells,
pATM, pS/TQ and MDC1, but not cH2AX, foci formation is impaired
without a decrease in their protein levels, and 53BP1 foci formation is
delayed compared to the DICER wild-type parental cell line (Sup-
plementary Fig. 8). These defects could be reversed by the re-expression
of wild-type DICER but not of the mutant form DICER44ab (Sup-
plementary Fig. 9). By immunoblotting, we confirmed that ATM
autophosphorylation is reduced in DICER or DROSHA knockdown
HNFs, and in DICERexon5 cell lines (Supplementary Fig. 10). These
results indicate that DICER and DROSHA RNA products control
DDR activation and act independently from canonical miRNA-
mediated translational repression mechanisms.

DDR signalling enforces cell-cycle arrest at the G1/S and G2/M
checkpoints3. We observed that DNA-damage-induced checkpoints
were impaired in DICER- or DROSHA-inactivated cells and that

1IFOM Foundation - FIRC Institute of Molecular Oncology Foundation, Via Adamello 16, 20139 Milan, Italy. 2Center for Genomic Science of IIT@SEMM, Istituto Italiano di Tecnologia, at the IFOM-IEO
Campus, Via Adamello 16, 20139 Milan, Italy. 3Omics Science Center, RIKEN Yokohama Institute, 1-7-22 Suehiro-cho, Tsurumi-ku, Yokohama,Kanagawa 230-0045, Japan. 4Istituto di Genetica Molecolare,
Consiglio Nazionale delle Ricerche, Pavia 27100, Italy. {Present addresses: Departments of Surgery and Medicine, Weill Cornell Medical College and New York Presbyterian Hospital, 1300 York Avenue,
New York, New York 10065, USA (V.A.); Institute of Toxicology and Genetics, Karlsruhe Institute of Technology, 76344 Karlsruhe, Germany (M.M.).
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wild-type DICER re-expression in DICERexon5 cells restores check-
point functions whereas two independent mutant forms of DICER fail
to do so (Supplementary Figs 11–13). Thus, DICER and DROSHA are
required for DNA-damage-induced checkpoint enforcement.

To test the role of DICER in DDR activation in a living organism, we
inactivated it by morpholino antisense oligonucleotide injection in
Danio rerio (zebrafish) larvae19. Such Dicer inactivation results in a
marked impairment of pAtm and zebrafish cH2AX accumulation in
irradiated larvae as detected both by immunostaining and immuno-
blotting of untreated or Dicer morpholino-injected larvae and of
chimaeric animals (Supplementary Figs 14 and 15).

Previous reports have shown that mammalian cells can withstand
transient membrane permeabilization and RNase A treatment,
enabling investigation of the contribution of RNA to heterochromatin
organization and 53BP1 association to chromatin20,21. We used this
approach to address the direct contribution of DICER and DROSHA
RNA products in DDR activation. Irradiated HeLa cells were
permeabilized and treated with RNase A, leading to degradation of
all RNAs, without affecting protein levels (Supplementary Fig. 16a).
We observed that 53BP1, pATM, pS/TQ and MDC1 foci become
markedly reduced in number and intensity upon RNA degradation
whereas, similarly to DICER- or DROSHA-inactivated cells, cH2AX is
unaffected (Fig. 2a and Supplementary Fig. 16b). Notably, 53BP1,
MDC1 and cH2AX triple staining shows that RNA degradation
reduces 53BP1 and MDC1 accumulation at unperturbed cH2AX foci

(Supplementary Fig. 16c). When RNase A is inhibited, DDR foci pro-
gressively reappear within minutes and a-amanitin prevents this
(Supplementary Fig. 17a, b), suggesting that DDR foci stability is
RNA polymerase II dependent.

We tested whether DDR foci can reform upon addition of exogenous
RNA to RNase-A-treated cells. We observed that DDR foci robustly
reform in RNase-A-treated cells following their incubation with total
RNA purified from the same cells, but not with transfer RNA (tRNA)
control (Fig. 2b–d). Similar conclusions were reached using an inducible
form of PpoI and AsiSI site-specific endonucleases22,23 (data not shown).

Next, we attempted to characterize the length of the RNA species
involved in DDR foci reformation, which we refer to as DDRNAs. We
observed that an RNA fraction enriched by chromatography for
species ,200 nucleotides was sufficient to restore DDR foci (Sup-
plementary Fig. 17c–e). To attain better size separation, we resolved
total RNA on a polyacrylamide gel and recovered RNA fractions of
different lengths (Supplementary Fig. 17f, g). Using equal amounts of
each fraction, we observed that only the 20–35-nucleotide fraction
could restore DDR foci (Fig. 2b), consistent with the size range of
DICER and DROSHA RNA products.

To test the hypothesis that DDRNAs are DICER and DROSHA
products, we tested DDR foci restoration with total RNA extracted
from wild-type or DICERexon5 cells. Although RNA extracted from wild-
type cells restores pATM, pS/TQ and 53BP1 foci, RNA from
DICERexon5 cells does not (Fig. 2c, d). Importantly, RNA from
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Figure 1 | DICER or DROSHA inactivation impairs DDR foci formation in
irradiated cells. a, DICER or DROSHA knockdown WI-38 cells were
irradiated (10 Gy) and fixed 7 h later. Original magnification, 3250.
b, Histogram shows the percentage of cells positive for pATM, pS/TQ, MDC1

and cH2AX foci. c, Wild-type (WT) and DICERexon5 cells were irradiated
(2 Gy) and fixed 2 h later. Histogram shows the percentage of cells positive for
pATM, pS/TQ, MDC1 and cH2AX foci. Error bars indicate s.e.m. (n $ 3).
Differences are statistically significant (*P value , 0.01).

RESEARCH LETTER

2 3 2 | N A T U R E | V O L 4 8 8 | 9 A U G U S T 2 0 1 2

Macmillan Publishers Limited. All rights reserved©2012



DICERexon5 cells re-expressing wild-type, but not endonuclease-mutant,
DICER allows DDR foci reformation (Supplementary Fig. 18a, b). These
results were reproduced using RNA extracted from cells transiently
knocked down for DICER or DROSHA (Supplementary Fig. 18c–f).

Ionizing radiation induces DNA lesions that are heterogeneous in
nature and random in their genomic location. To reduce this com-
plexity, we studied a single DSB at a defined and traceable genomic
locus. We therefore took advantage of NIH2/4 mouse cells carrying an
integrated copy of the I-SceI restriction site flanked by arrays of Lac- or
Tet-operator repeats at either sites24. In this cell line, the expression of
the I-SceI restriction enzyme together with the fluorescent protein
Cherry-Lac-repressor allows the visualization of a site-specific DDR
focus that overlaps with a focal Cherry-Lac signal (cut NIH2/4 cells).
No DDR focus formation is observed overlapping with the Cherry-Lac
signal in the absence of I-SceI expression (uncut NIH2/4 cells). Also in
this system, RNase A treatment causes the disappearance of the 53BP1,
but not the cH2AX, focus at the I-SceI-induced DSB; total RNA addi-
tion from cut cells restores 53BP1 focus formation in a dose-dependent
manner (Fig. 3a, b). Therefore, a DDR focus generated on a defined
DSB can disassemble and reassemble in an RNA-dependent manner.

To determine whether DDRNAs are generated at the damaged
locus or elsewhere in the genome, we took advantage of the fact that
the I-SceI-induced DSB is generated within an integrated exogenous
sequence, which is not present in the parental cell line. As RNAs
extracted from NIH2/4 or parental cells are expected to differ only
in the potential presence of RNA transcripts generated at the locus,
we used these two RNA preparations to attempt to restore 53BP1

focus formation at the I-SceI-induced DSB in RNase-A-treated cells.
The formation of the 53BP1 focus was efficiently recovered only
by RNA purified from NIH2/4 cells and not from parental cells
(Fig. 3c), indicating that DDRNAs originate from the damaged
genomic locus.

The MRE11–RAD50–NBS1 (MRN) complex is necessary for ATM
activation25, and pATM and MRE11 foci formation is sensitive to
RNase A treatment in the NIH2/4 cell system (Supplementary Fig.
19a, b). To probe the molecular mechanisms by which RNA modulates
DDR focus formation, we used a specific MRN inhibitor26, mirin,
which prevents ATM activation also in the NIH2/4 system (Sup-
plementary Fig. 19d). In the presence of mirin, NIH2/4 RNA is unable
to restore 53BP1 or pATM focus formation (Fig. 3d, e), indicating that
DDRNAs act in a MRN-dependent manner.

To detect potential short RNAs originating from the integrated
locus, we deep-sequenced libraries generated from short (,200
nucleotides) nuclear RNAs of cut or uncut NIH2/4 cells, as well as
from parental cells expressing I-SceI as negative control. Sequencing
revealed short transcripts arising from the exogenous locus (Sup-
plementary Fig. 20a–e), 47 reads in cut cells, 20 reads in uncut cells
and none in parental cells, indicating that even an exogenous inte-
grated locus lacking mammalian transcriptional regulatory elements is
transcribed and can generate small RNAs.

To test whether the identified locus-specific small RNAs are bio-
logically active and have a causal role in DDR activation, we chemically
synthesized four potential pairs among the sequences obtained and
used them to attempt to restore the DDR focus in RNase-A-treated
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Figure 2 | Irradiation-induced DDR foci are sensitive to RNase A treatment
and are restored by small and DICER-dependent RNAs. a, Irradiated HeLa
cells (2 Gy) were treated with PBS (2) or RNase A (1) and probed for 53BP1,
pATM, pS/TQ, MDC1 and cH2AX foci. Histogram shows the percentage of
cells positive for DDR foci. b, 100, 50 or 20 ng of gel-extracted total RNA and
50 ng of RNA extracted from each gel fraction (.100, 35–100 and 20–35

nucleotides (nt)) were used for DDR foci reconstitution after RNase treatment.
c, 53BP1, pS/TQ and pATM foci are restored in RNase-treated cells when
incubated with RNA of wild-type cells but not with RNA of DICERexon5 cells or
tRNA. Original magnification, 3350. d, Histogram shows the percentage of
cells positive for DDR foci. Error bars indicate s.e.m. (n $ 3). Differences are
statistically significant (*P value , 0.01).
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cells. Notably, we observed that addition of locus-specific synthetic
RNAs, but not equal amounts of control RNAs, triggers site-specific
53BP1 focus reformation over a large range of concentrations in the
presence, but also in the absence, of total RNA from parental cells
(Fig. 4a and Supplementary Fig. 20f). To show further the biological
activity of RNAs processed by DICER, we in vitro transcribed both
strands of the sequence spanning the locus, or a control one, and
processed the resulting RNAs with recombinant DICER. In vitro-gen-
erated locus-specific DICER RNA products, but not control RNAs,
allowed DDR focus reformation in RNase-A-treated cells even in the
absence of parental RNA (Fig. 4b and Supplementary Fig. 20g, h).
Overall, these results indicate that DDRNAs are small RNAs with
the sequence of the damaged locus, which have a direct role in DDR
activation.

To investigate the biogenesis of such RNAs in vivo, we performed
deeper sequencing of small nuclear RNAs from cut and uncut wild-type
as well as DICER or DROSHA knockdown NIH2/4 cells (Sup-
plementary Fig. 21). As expected, DICER or DROSHA knockdown
significantly reduced reads mapping to the known miRNAs (Sup-
plementary Fig. 22). Our statistical analyses revealed that the percentage
of 22–23-nucleotide RNAs arising from the locus significantly

increases in the wild-type cut sample compared to the uncut one
and that DICER inactivation significantly reduces it (Supplementary
Fig. 23a, b); the detectable decrease in DROSHA-inactivated cells did
not reach statistical significance. Because the fraction of 22–23-
nucleotide RNAs from the locus is significantly higher with respect to
that of non-miRNA genomic loci, the RNAs detected are very unlikely
to be random degradation products (Supplementary Fig. 23c). Finally,
22–23-nucleotide RNAs at the locus tend to have an A/U at their 59 and
a G at their 39 end (Supplementary Fig. 23d), a nucleotide bias signifi-
cantly different from the originating locus and from the rest of the
genome.

In summary, we demonstrate that different sources of DNA
damage, including oncogenic stress, ionizing radiation and site-spe-
cific endonucleases, activate the DDR in a manner dependent on
DDRNAs, which are DICER- and DROSHA-dependent RNA pro-
ducts with the sequence of the damaged site. DDRNAs control DDR
foci formation and maintenance, checkpoint enforcement and cellular
senescence in cultured human and mouse cells and in different cell
types in living zebrafish larvae. They act differently from canonical
miRNAs, as inferred by their demonstrated biological activity inde-
pendent of other RNAs and of GW182-like proteins.
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Figure 3 | Site-specific DDR focus formation is RNase A sensitive and can
be restored by site-specific RNA in a MRN-dependent manner. a, Cut NIH2/
4 cells display a 53BP1 and cH2AX focus co-localizing with a Cherry-Lac focus.
53BP1, but not cH2AX, focus is sensitive to RNase A and is restored by
incubation with total RNA. DAPI, 49,6-diamidino-2-phenylindole. Original
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manner. c, RNA purified from cut NIH2/4 restores 53BP1 focus whereas RNA
from parental cells expressing I-SceI does not. d, e, RNase-A-treated cut NIH2/
4 cells were incubated with RNA from cut NIH2/4 cells, or parental ones, to test
53BP1 or pATM focus reformation in the presence of the MRN inhibitor mirin
(100mM). Histogram shows the percentage of cells positive for a DDR focus.
Error bars indicate s.e.m. (n $ 3). Differences are statistically significant (*P
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METHODS SUMMARY
Details of cell cultures, plasmids, siRNAs and antibodies used, as well as descrip-
tions of methods for immunofluorescence, immunoblotting, checkpoint assays,
real-time quantitative polymerase chain reaction (PCR), zebrafish injection and
transplantation, RNase A treatment, small RNA extraction and purification from
gel, RNA sequencing and statistical analyses are provided in Methods.

Full Methods and any associated references are available in the online version of
the paper.
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Figure 4 | Chemically synthesized small RNAs and in vitro-generated
DICER RNA products are sufficient to restore DDR focus formation in
RNase-A-treated cells in a sequence-specific manner. a, Chemically
synthesized RNA oligonucleotides were annealed and were tested to restore
DDR focus formation in RNase-A-treated cut NIH2/4 cells. Mixed with a
constant amount (800 ng) of parental cell RNA, a concentration range
(1 ngml21 to 1 fgml21, tenfold dilution steps) of locus-specific or GFP RNAs
was used. Locus-specific synthetic RNAs (down to 100 fgml21) allow site-
specific DDR activation. b, Small double-stranded RNAs generated by
recombinant DICER were tested to restore DDR focus formation in RNase-A-
treated cut NIH2/4 cells. 1 ngml21 RNA was tested mixed with 800 ng of
parental cell RNA. Locus-specific DICER RNAs, but not control RNAs, allow
site-specific DDR activation. Histograms show the percentage of cells positive
for DDR focus. Error bars indicate s.e.m. (n $ 3). Differences are statistically
significant (*P value , 0.05).
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METHODS
Cultured cells. Early-passage WI-38 cells (ATCC) were grown under standard
tissue culture conditions (37 uC, 5% CO2) in MEM supplemented with 10% fetal
bovine serum, 1% L-glutamine, 1% non-essential aminoacids, 1% Na pyruvate.
HeLa, Phoenix ecotrophic and HEK293T cell lines were grown under standard
tissue culture conditions (37 uC, 5% CO2) in DMEM, supplemented with 10% fetal
bovine serum, 1% glutamine, 1% penicillin/streptomycin. DICERexon5 colon cancer
cell lines18 were cultured in McCoy’s 5A medium plus 10% fetal calf serum, 1%
penicillin/streptomycin. NIH2/4 cells24 were grown in DMEM, supplemented with
10% fetal bovine serum, 1% glutamine, gentamicine (40mg ml21) and hygromycin
(400mg ml21).

H-RasV12-overexpressing senescent BJ cells were generated as described previ-
ously14. BrdU incorporation assays were carried out at least 1 week after cultures
had fully entered the senescent state, as determined by ceased proliferation, DDR
activation and SAHF formation. Ionizing radiation was induced by a high-voltage
X-ray generator tube (Faxitron X-Ray Corporation). In general, WI-38 cells were
exposed to 5 Gy and transformed cells (RKO, HCT116 and HeLa) to 2 Gy for the
DDR foci formation studies. 5 Gy were used for the G2/M checkpoint assays and
10 Gy for the G1/S checkpoint assays.

Cherry-Lac and I-SceI-restriction endonuclease expressing vectors were trans-
fected by lipofectamine 2000 (Invitrogen) in a ratio of 3:1. Sixteen hours after
transfection around 70% of the cells were scored positive for DDR markers in the
Lac array. For generation of DICER and DROSHA knockdown, NIH2/4 cells were
infected with lentiviral particles carrying pLKO.1, shDICER or shDROSHA vectors.
After 48 h cells were superinfected with Adeno Empty Vector (gift from E. Dejana)
or Adeno I-SceI (gift from P. Ng). Nuclei were isolated the day after the adenoviral
infection.
Antibodies. Mouse anti-cH2AX, anti-H3K9me3, rabbit polyclonal anti-pH3
(Upstate Biotechnology); anti-pS/TQ (Cell Signaling Technology); anti-H2AX,
anti-H3 and anti-DICER (13D6) (Abcam); rabbit polyclonal anti-53BP1 (Novus
Biological); mouse monoclonal anti-53BP1 (gift from T. Halazonetis); anti-
MRE11 (gift from S. P. Jackson); anti-BrdU (Becton Dickinson); rabbit polyclonal
anti-MCM2 (gift from M. Melixetian); anti-MRE11 rabbit polyclonal raised
against recombinant MRE11; anti-pATM (Rockland); mouse monoclonal anti-
ATM and anti-MDC1 (SIGMA); anti-Lamin A/C (Santa Cruz); anti-vinculin
(clone hVIN-1), anti-b-tubulin (clone AA2) and anti-Flag M2 monoclonal
antibodies (Sigma).
Indirect immunofluorescence. Cells were grown on poly-D-lysinated coverslips
(poly-D-lysine was used at 50mg ml21 final concentration) and plated (15–
20 3 103 cells per cover) 1 day before staining. DDR and BrdU staining was
performed as described previously14. Cells were fixed in 4% paraformaldehyde
or methanol:acetone 1:1. NIH2/4 mouse cells were fixed by 4% paraformaldehyde
as described previously24. Images were acquired using a wide field Olympus
Biosystems Microscope BX71 and the analySIS or the MetaMorph software
(Soft Imaging System GmbH). Comparative immunofluorescence analyses were
performed in parallel with identical acquisition parameters; at least 100 cells were
screened for each antigen. Cells with more than two DDR foci were scored positive.
Confocal sections were obtained with a Leica TCS SP2 or AOBS confocal laser
microscope by sequential scanning.
Plasmids. DICER–Flag, DICER44ab–Flag and DICER110ab–Flag were a gift
from R. Shiekhattar. DICER110ab–Flag and DICER44ab–Flag double mutants
carry two amino acid substitutions in the RNase III domains of DICER
(Asp 1320 Ala and Asp 1709 Ala for 44ab, and Glu 1652 Ala and Glu 1813 Ala
for 110ab mutant; both mutants were reported to be deficient in endonuclease
activity16). pLKO.1 shDICER-expressing vector was a gift from W. C. Hahn. Short
hairpin sequence for DICER is: CCGGCCACACATCTTCAAGACTTAACT
CGAGTTAAGTCTTGAAGATGTGTGGTTTTTG. pRETROSUPER shp53 was
as described previously14. Short hairpin sequence for p53 was: AGTAGATTAC
CACTGGAGTCTT. Cherry-Lac-repressor and I-SceI-restriction endonuclease
expressing vectors were gifts from E. Soutoglou24. shRNA against mouse
DICER- and DROSHA-expressing vectors were a gift from W. C. Hahn.
shRNA for mouse DICER: CCGGGCCTCACTTGACCTGAAGTATCTCGAGA
TACTTCAGGTCAAGTGAGGCTTTTT. shRNA for mouse DROSHA: CCGG
CCTGGAATATGTCCACACTTTCTCGAGAAAGTGTGGACATATTCCAGG
TTTTTG.
siRNA. The DHARMACON siGENOME SMARTpool siRNA oligonucleotide
sequences for human 53BP1, ATM, DICER, DROSHA were as follows. 53BP1:
GAGAGCAGAUGAUCCUUUA; GGACAAGUCUCUCAGCUAU; GAUAUC
AGC UUAGACAAUU; GGACAGAACCCGCAGAUUU. ATM: GAAUGUU
GCUUUCUGAAUU; AGACAGAAUUCCCAAAUAA; UAUAUCACC UGUU
UGUUAG; AGGAGGAGCUUGGGCCUUU. DICER: UAAAGUAGCUGGAA
UGAUG; GGAAGAGGCUGACUAUGAA; GAAUAUCGAUCCUAUGUUC;
GAUCCUAUGUUCAAUCUAA. DROSHA: CAACAUAGACUACACGAUU;

CCAACUCCCUCGAGGAUUA; GGCCAACUGUUAUAGAAUA; GAGUAG
GCUUCGUGACUUA.

The DHARMACON siGENOME si RNA sequences for human TNRC6A, B
and C were as follows. GW182/TNRC6A: GAAAUGCUCUGGUCCGCUA;
GCCUAAAUAUUGGUGAUUA. TNRC6B: GCACUGCCCUGAUCCGAUA;
GGAAUUAAGUCGUCGUCAU. TNRC6C: CUAUUAACCUCGCCAAUUA;
GGUAAGUCCUCCAUUGAUG.

siRNA against human DICER 39 UTR: CCGUGAAAGUUUAACGUUU.
siRNA against GFP: AACACUUGUCACUACUUUCUC. siRNA against lucifer-
ase: CAUUCUAUCCUCUAGAGGAUGdTdT; dTdTGUAAGAUAGGAGAUC
UCCUAC.

siRNAs were transfected by Oligofectamine or Lipofectamine RNAi Max
(Invitrogen) at a final concentration of 200 nM in OIS cells and 100 nM in
HNFs. In the siRNA titration experiment OIS cells were transfected in parallel
with 20 nM and 200 nM siRNA oligonucleotides. For siRNA transfection with
deconvolved siRNA oligonucleotides we used 50 nM for smart pools and
12.5 nM for deconvolved siRNAs.
Real-time quantitative PCR. Total RNA was isolated from cells using TRIzol
(Invitrogen) or RNAeasy kit (Qiagen) according to the manufacturer’s instruc-
tions, and treated with DNase before reverse transcription. For small RNA isola-
tion we used the mirVana miRNA Isolation Kit (Ambion). cDNA was generated
using the Superscript II Reverse Transcriptase (Invitrogen) and used as a template
in real-time quantitative PCR analysis. TaqMan MicroRNA Assays (Applied
Biosystems) were used for the evaluation of mature miR-21 and rnu44 and
rnu19 expression levels (assay numbers 000397, 001094 and 001003). 18S or
b-actin was used as a control gene for normalization. Real-time quantitative
PCR reactions were performed on an Applied Biosystems ABI Prism 7900HT
Sequence Detection System or on a Roche LightCycler 480 Sequence Detection
System. The reactions were prepared using SyBR Green reaction mix from Roche.
Ribosomal protein P0 (RPP0) was used as a human and mouse control gene for
normalization.
Primer sequences for real-time quantitative PCR. RPP0: TTCATTGTGGGAG
CAGAC (forward), CAGCAGTTTCTCCAGAGC (reverse); human endogenous
DICER: AGCAACACAGAGATCTCAAACATT (forward), GCAAAGCAGG
GCTTTTCAT (reverse); human endogenous and overexpressed DICER:
TGTTCCAGGAAGACCAGGTT (forward), ACTATCCCTCAAACACTCT
GGAA (reverse); human DROSHA: GGCCCGAGAGCCTTTTATAG (forward),
TGCACACGTCTAACTCTTCCAC (reverse); human GW182: CAGCCAGTCA
GAAAGCAGTG (forward), TGTGAGTCCAGGATCTGCTACTT (reverse);
mouse DICER: GCAAGGAATGGACTCTGAGC (forward), GGGGACTTCG
ATATCCTCTTC (reverse); mouse DROSHA: CGTCTCTAGAAAGGTCCTAC
AAGAA (forward), GGCTCAGGAGCAACTGGTAA (reverse).
RNase A treatment and RNA complementation experiments. Cells were plated
on poly-D-lysinated coverslips and irradiated with 2 Gy of ionizing radiation. One
hour later HeLa cells were permeabilized with 2% Tween 20 in PBS for 10 min at
room temperature while I-SceI-transfected NIH2/4 cells were permeabilized in
0.5% Tween 20 in PBS for 10 min at room temperature. RNase A treatment was
carried out in 1 ml of 1 mg ml21 ribonuclease A from bovine pancreas (Sigma-
Aldrich catalogue no. R5503) in PBS for 25 min at room temperature. After RNase
A digestion, samples were washed with PBS, treated with 80 units of RNase
inhibitor (RNaseOUT Invitrogen 40 units ml21) and 20mg ml21 of a-amanitin
(Sigma) for 15 min in a total volume of 70ml. For experiments with mirin, NIH2/4
cells were incubated at this step also with 100mM mirin (Sigma) or DMSO for
15 min. Then, RNase-A-treated cells were incubated with total, small or gel-
extracted RNA, or the same amount of tRNA, for an additional 15 min at room
temperature. If using mirin, NIH2/4 cells were incubated with total RNA in the
presence of 100mM mirin or DMSO for 25 min at room temperature. Cell were
then fixed with 4% paraformaldehyde or methanol:acetone 1:1.

In complementation experiments with synthetic RNA oligonucleotides, eight
RNA oligonucleotides with the potential to form four pairs were chosen among the
sequences that map at the integrated locus in NIH2/4 cells, obtained by deep
sequencing. Synthetic RNA oligonucleotides were generated by Sigma with a
monophosphate modification at the 59 end. Sequences map to different regions
of the integrated locus: two pairs map to a unique sequence flanking the I-SceI
restriction site, one to the Lac-operator and one to the Tet-operator repetitive
sequences. Two paired RNA oligonucleotides with the sequences of GFP were used
as negative control. Sequences are reported below.

Oligonucleotide 1: 59-AUAACAAUUUGUGGAAUUCGGCGC-39, oligonu-
cleotide 2: 59-CGAAUUCCACAAAUUGUUAUCC-39, oligonucleotide 3: 59-AU
UUGUGGAAUUCGGCGCCUCUAGAGUCGAGG-39, oligonucleotide 4: 59-CC
UCGACUCUAGAGGCG-39, oligonucleotide 5: 59-AGCGGAUAACAAUUU
GUGGCCACAUGUGGA-39, oligonucleotide 6: 59-UGUGGCCACAAAUUG
UU-39, oligonucleotide 7: 59-ACUCCCUAUCAGUGAUAGAGAAAAGUGA
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AAGU-39, oligonucleotide 8: 59-CUUUCACUUUUCUCUAUCACUGAUAGG
GAGUG-39. GFP 1: 59-GUUCAGCGUGUCCGGCGAGUU-39, GFP 2: 59-CU
CGCCGGACACGCUGAACUU-39.

RNAs were resuspended in 60 mM KCl, 6 mM HEPES, pH 7.5, 0.2 mM MgCl2,
at the stock concentration of 12mM, denatured at 95 uC for 5 min and annealed for
10 min at room temperature.

DICER RNA products were generated as follows. A 550-bp DNA fragment
carrying the central portion of the genomic locus studied (three Lac repeats, the
I-SceI site and two Tet repeats) was flanked by T7 promoters at both ends and was
used as a template for in vitro transcription with the TurboScript T7 transcription
kit (AMSBIO). The 500-nucleotide-long RNAs obtained were purified and incu-
bated with human recombinant DICER enzyme (AMSBIO) to generate 22–23-
nucleotide RNAs. RNA products were purified, quantified and checked on gel. As
a control, the same procedure was followed with a 700-bp construct containing the
RFP DNA sequence. Equal amounts of DICER RNA products generated in this
way were used in a complementation experiment in NIH2/4 cells following RNase
A treatment.
Small RNA preparation. Total RNA was isolated from cells using TRIzol
(Invitrogen) according to the manufacturer’s instructions. To generate small
RNA-enriched fraction and small RNA-devoid fraction we used the mirVana
microRNA Isolation Kit (Ambion) according to the manufacturer’s instructions.
The mirVana microRNA isolation kit uses an organic extraction followed by
immobilization of RNA on glass-fibre (silica-fibres) filters to purify either total
RNA, or RNA enriched for small species. For total RNA extraction ethanol is
added to samples, and they are passed through a filter cartridge containing a
glass-fibre filter, which immobilizes the RNA. The filter is then washed a few times
and the RNA is eluted with a low ionic-strength solution. To isolate RNA that is
highly enriched for small RNA species, ethanol is added to bring the samples to
25% ethanol. When this lysate/ethanol mixture is passed through a glass-fibre
filter, large RNAs are immobilized, and the small RNA species are collected in
the filtrate. The ethanol concentration of the filtrate is then increased to 55%, and it
is passed through a second glass-fibre filter where the small RNAs become immo-
bilized. This RNA is washed a few times, and eluted in a low ionic strength
solution. Using this approach consisting of two sequential filtrations with different
ethanol concentrations, an RNA fraction highly enriched in RNA species #200
nucleotides can be obtained18,27.
RNA extraction from gel. Total RNA samples (15 ng) were heat denatured,
loaded and resolved on a 15% denaturing acrylamide gel (13 TBE, 7 M urea,
15% acrylamide (29:1 acryl:bis-acryl)). Gel was run for 1 h at 180 V and stained
in GelRed solution. Gel slices were excised according to the RNA molecular weight
marker, moved to a 2 ml clean tube, smashed and RNA was eluted in 2 ml of
ammonium acetate 0.5 M, EDTA 0.1 M in RNase-free water, rocking overnight at
4 uC. Tubes were then centrifuged 5 min at top speed, the aqueous phase was
recovered and RNA was precipitated and resuspended in RNase free water.
G1/S checkpoint assay. WI-38 cells were irradiated with 10 Gy and 1 h afterwards
incubated with BrdU (10mg ml21) for 7 h; HCT116 cells were irradiated at 2 Gy
and incubated with BrdU for 2 h. Cells were fixed with 4% paraformaldehyde and
probed for BrdU immunostaining. At least 100 cells per condition were analysed.
G2/M checkpoint assay. HEK 293 calcium phosphate transfected cells were irra-
diated with 5 Gy and allowed to respond to ionizing-radiation-induced DNA
damage in a cell culture incubator for 12, 24 or 36 h. Then, at these three time
points after irradiation, together with not irradiated cells, 1 3 106 cells were col-
lected for fluorescence activated cell sorting (FACS) analysis, fixed in 75% ethanol
in PBS, 30 min on ice. Afterwards, cells were treated 12 h with 250mg ml21 of
RNase A and incubated for at least 1 h with propidium iodide (PI). FACS profiles
were obtained by the analysis of at least 5 3 105 cells. In the complementation
experiments HEK 293 cells were transfected using Lipofectamine RNAi Max
(Invitrogen) and 48 h later irradiated with 5 Gy. Cells were then treated as
explained above.
Immunoblotting. Cells were lysed in sample buffer and 50–100mg of whole cell
lysate were resolved by SDS–PAGE, transferred to nitrocellulose and probed as
previously described14.

For zebrafish immunoblotting protein analysis, 72 h post-fertilization (hpf)
larvae were deyolked in Krebs Ringer’s solution containing 1 mM EDTA, 3 mM
PMSF and protease inhibitor (Roche complete protease inhibitor cocktail).
Embryos were then homogenized in SDS sample buffer containing 1 mM
EDTA with a pestle, boiled for 5 min and centrifuged at 13,000 r.p.m. for 1 min.
Protein concentration was measured with the BCA method (Pierce) and proteins
(50—900mg) were loaded in an SDS-12% (for cH2AX and H3) and SDS-6%
polyacrylamide gel (for pATM and ATM), transferred to a nitrocellulose mem-
brane, and incubated with anti-cH2AX (1:2,000, a gift from J. Amatruda28), H3
(1:10,000, Abcam), pATM (1:1,000, Rockland), ATM (1:1,000, Sigma).
Immunoreactive bands were detected with horseradish-peroxidase-conjugated

anti-rabbit or anti-mouse IgG and an ECL detection kit (Pierce). Protein loading
was normalized to equal amounts of total ATM and H3.
Zebrafish embryo injection, cell transplantation and staining. Zebrafish
embryos at the stage of 1–2 cells were injected with a morpholino against
Dicer129 diluted in Danieau buffer. The morpholino oligonucleotide was injected
at a concentration of 5 ng nl21, and a volume of 2 nl per embryo. To assess the
efficiency of the morpholino to block miRNA maturation, we co-injected the
morpholino with in vitro synthesized mRNA, encoding for red fluorescent protein
(RFP) and carrying three binding sites for miR126 in the 39 UTR17. The oligonu-
cleotides carrying the binding sites for miR126 used for construction of the
pCS2:RFPmiR126 sensor are: 59-GCATTATTACTCACGGTACGAATAAGG
CATTATTACTCACGGTACGAATAAGGCATTATTACTCACGGTACGA-39

and 59-CGTAATAATGAGTGCCATGCTTATTCCGTAATAATGAGTGCCA
TGCTTATTCCGTAATAATGAGTGCCATGCT-39. The construct was verified
by sequencing and used to synthesize mRNA in vitro using the mMessage Kit
(Ambion). mRNA encoding for RFPmiR126 sensor was injected alone or in com-
bination with Dicer1 morpholino at a concentration of 10 pg nl21. For cell trans-
plantation experiments, we injected donor embryos with a mixture of dicer1
morpholino and mRNA encoding for GFP (5 pg nl21). Approximately 20 cells
were transplanted from donor embryos at dome stage (5 hpf) to uninjected host at
the same stage. Successfully transplanted larvae (displaying GFP1 cells) were
irradiated as described below. Mature miRNAs were reverse transcribed to pro-
duce six different cDNAs for TaqMan MicroRNA assay (30 ng of total mRNA for
each reaction; Applied Biosystems). Real-time PCR reactions based on TaqMan
reagent chemistry were performed in duplicate on ABI PRISM 7900HT Fast Real-
Time PCR System (Applied Biosystems). The level of miRNA expression was
measured using CT (threshold cycle). Fold change was calculated as 22CT.

For immunofluorescence in zebrafish larvae, 72 hpf larvae were irradiated with
12 Gy, fixed in 2% paraformaldehyde for 2 h at room temperature. After equilib-
ration in 10 and 15% sucrose in PBS, larvae were frozen in OCT compound on
coverslips on dry ice. Sections were cut with a cryostat at a nominal thickness of
14mm and collected on Superfrost slides (BDH). Antisera used were zebrafish
cH2AX (gift from J. Amatruda28) and pATM (Rockland). GFP fluorescence in
transplanted embryos was still easily visible in fixed embryos. Images were
acquired with a confocal (Leica SP2) microscope and 363 oil immersion lens.
RNA sequencing. Nuclear RNA shorter than 200 nucleotides was purified using
mirVana microRNA Isolation Kit. RNA quality was checked on a small RNA chip
(Agilent) before library preparation. For Illumina hi Seq Version3 sequencing,
spike RNA was added to each RNA sample in the RNA: spike ratio of 10,000:1
before library preparation and libraries for Illumina GA IIX were prepared without
spike. An improved small RNA library preparation protocol was used to prepare
libraries30. In brief, adenylated 39 adapters were ligated to 39 ends of 39-OH small
RNAs using a truncated RNA ligase enzyme followed by 59 adaptor ligation to 59-
monophosphate ends using RNA ligase enzyme, ensuring specific ligation of non-
degraded small RNAs. cDNA was prepared using a primer specific to the 39

adaptor in the presence of dimer eliminator and amplified for 12–15 PCR cycles
using a special forward primer targeting the 59 adaptor containing additional
sequence for sequencing and a reverse primer targeting the 39 adaptor. The amp-
lified cDNA library was run on a 6% polyacrylamide gel and the 100 bp band
containing cDNAs up to 33 nucleotides long was extracted using standard extrac-
tion protocols. Libraries were sequenced after quality check on a DNA high
sensitivity chip (Agilent). Multiplexed barcode sequencing was performed on
Illumina GA-IIX (35 bp single end reads) and Illumina Hi seq version3 (51 bp
single end reads).
Statistical analyses. Results are shown as means 6 s.e.m. P value was calculated by
Chi-squared test. Quantitative PCR with reverse transcription results are shown as
meansofatriplicate6standarddeviation(s.d.)andPvaluewascalculatedbyStudent’s
t-test as indicated. n stands for number of independent biological experiments.
Statistical analysis of small RNA sequencing data. Statistical significance of
downregulation of normalized miRNAs in DICER and DROSHA knockdown
samples was calculated using the Wilcoxon signed-rank test.

The differences in the fraction of 22–23 nucleotides versus total small RNAs at
the locus between the wild-type, DICER knockdown and DROSHA knockdown
before and after cut were calculated by fitting a negative binomial model to the
small RNAs count data and performing a likelihood ratio test, keeping the fraction
of 22–23-nucleotide versus total small RNAs at the locus fixed across conditions
under the null hypothesis and allowing it to vary between conditions under the
alternative hypothesis.
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Protein activity regulation by conformational entropy
Shiou-Ru Tzeng1 & Charalampos G. Kalodimos1

How the interplay between protein structure and internal dynamics
regulates protein function is poorly understood. Often, ligand bind-
ing, post-translational modifications and mutations modify protein
activity in a manner that is not possible to rationalize solely on the
basis of structural data1. It is likely that changes in the internal
motions of proteins have a major role in regulating protein activity2–7,
but the nature of their contributions remains elusive, especially in
quantitative terms. Here we show that changes in conformational
entropy can determine whether protein–ligand interactions will
occur, even among protein complexes with identical binding inter-
faces. We have used NMR spectroscopy to determine the changes in
structure and internal dynamics that are elicited by the binding of
DNA to several variants of the catabolite activator protein (CAP)
that differentially populate the inactive and active DNA-binding
domain states. We found that the CAP variants have markedly
different affinities for DNA, despite the CAP2DNA-binding inter-
faces being essentially identical in the various complexes. Combined
with thermodynamic data, the results show that conformational
entropy changes can inhibit the binding of CAP variants that are
structurally poised for optimal DNA binding or can stimulate the
binding activity of CAP variants that only transiently populate the
DNA-binding-domain active state. Collectively, the data show how
changes in fast internal dynamics (conformational entropy) and
slow internal dynamics (energetically excited conformational
states) can regulate binding activity in a way that cannot be pre-
dicted on the basis of the protein’s ground-state structure.

The binding of cyclic AMP to the cAMP-binding domain (CBD) of
CAP allosterically induces a reorientation of the DNA-binding
domains (DBDs) in CAP, thereby switching CAP from the inactive
state, which does not bind to DNA, to the active state, which binds
strongly to DNA8 (Supplementary Figs 1 and 2). To dissect the con-
tribution of structure and internal dynamics to binding energetics, we
studied a series of allosteric mutants of CAP9,10 in the unliganded,
cNMP-liganded (cAMP- and cGMP-liganded) and DNA-liganded
states (Supplementary Fig. 3a).

NMR chemical-shift analysis (Supplementary Fig. 4) of all of the
CAP variants in the unliganded and nucleotide-liganded states showed
that the DBD resonances fall on the line that connects the resonances
of the corresponding apo form of wild-type CAP (apo-WT-CAP; the
inactive DBD state) and cAMP-bound wild-type CAP (WT-CAP-
cAMP2; the active DBD state) (Figs 1a and 2a and Supplementary
Fig. 3b). This observation indicates that the CAP variants are sampling
a rapid equilibrium between the inactive and active DBD conforma-
tional states. The relative populations in the two DBD states can be
determined from the chemical shift of the DBD resonances (Fig. 1b
and Supplementary Fig. 3b) because the average chemical shift, d, will
be a weighted fraction of the population in the two states8,11–13.

Relaxation dispersion analysis14,15 showed that, of the nine CAP
variants whose chemical shift was suggestive of the unique presence
of the inactive DBD state (Supplementary Fig. 3b), two variants—
CAP-T127L/S128I and CAP-S62F-cAMP2 (ref. 16)—underwent an
exchange between conformations on the microsecond-to-millisecond
timescale (Supplementary Fig. 5). Data fitting was indicative of a two-
site exchange process for both variants, with population of the excited

state being ,7% for CAP-T127L/S128I and ,2% for CAP-S62F-
cAMP2 (Fig. 2b and Supplementary Fig. 5a, b). The difference in
chemical-shift (Dv) values between the major and the minor confor-
mations of CAP-T127L/S128I and CAP-S62F-cAMP2, as determined
by relaxation dispersion measurements (Dvdisp), correlates with the
absolute 15N Dv values of the DBD residues measured between apo-
WT-CAP (inactive) and WT-CAP-cAMP2 (active) (Supplementary
Fig. 5c). Thus, the data provide strong evidence that the excited state
that the DBD transiently populates in CAP-T127L/S128I and CAP-
S62F-cAMP2 (ref. 16) closely resembles the active DBD conformation.

We have thus identified eleven CAP variants that differentially
populate the active DBD state, with population of this state ranging
from 2% to 100% (Fig. 1a, b). In general, the affinity of a protein for a
ligand is proportional to the concentration of the active binding
species17. Hence, population of the active DBD state by the CAP
variants is expected to correlate with the affinity of the CAP variants
for DNA, with higher populations in the active state giving rise to
stronger binding (Fig. 1b, open circles). However, the experimentally
measured affinities (Fig. 1c) showed no correlation with population of
the active DBD state (Fig. 1b, filled circles). CAP-S62F-cAMP2 (,2%
active DBD state) and CAP-T127L/S128I (,7% active DBD state)
were expected to bind with a 50- and 15-fold lower affinity than
WT-CAP-cAMP2 (,100% active DBD state); however, all three of
these CAP variants bound to DNA with the same affinity (Fig. 1b,
c). Similarly, CAP-A144T (,50% active) was expected to bind to DNA
with only a twofold lower affinity than WT-CAP-cAMP2; however, it
bound with a 50-fold lower affinity (Fig. 1b, c). Even for CAP variants
that populate the active and inactive states to the same extent (for
example, CAP-A144T and CAP-A144T-cGMP2) a 75-fold difference
in binding affinity for DNA was measured experimentally. Clearly,
factors in addition to the structure have a major role in modulating
the affinity of the protein–DNA interactions.

To determine the energetic basis of DNA binding to the CAP
variants, we used isothermal titration calorimetry (ITC) (Fig. 1c and
Supplementary Fig. 6). Interestingly, the various CAP proteins bound
to DNA using alternative thermodynamic strategies, with some inter-
acting with favourable enthalpy (DH) and others with favourable
entropy (DS) (Fig. 1c). Given that the CAP–DNA interface is not
affected by the amino acid substitutions, it is unlikely that the observed
large variations in the entropy and enthalpy of binding are caused by
alterations in the CAP–DNA contacts or by the amount of solvent that
is removed on complex formation. Indeed, a detailed NMR analysis
showed that the chemical-shift values of the DBD residues in all of
the CAP–DNA complexes are essentially identical (Fig. 1d and
Supplementary Fig. 7). Because the same DNA is used to form all of
the complexes and because several crystal structures have shown that
the CAP–DNA binding mode is invariable18, it was expected that
the surface that is buried on CAP–DNA complex formation would
be essentially identical for all of the CAP variants. This idea was
corroborated by our observation that the contribution of solvation
to the energetics of binding was similar for all of the CAP variants,
as determined by measuring the thermodynamics of interaction in
water and deuterated water by ITC19 (Supplementary Information).
Despite solvation making a similar contribution to the binding
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energetics for all of the CAP variants, the experimentally measured
changes in binding entropy, D(2TDS) (where T is temperature),
spanned a remarkable range of ,35 kcal mol–1 (Fig. 1c).

To understand the origin of this large variation in binding entropy,
we sought to determine the role of fast (picosecond to nanosecond)
protein motions in the binding process by measuring changes in the
order parameter S2. S2 is a measure of the amplitude of internal
motions on the picosecond-to-nanosecond timescale and can vary
from S2 5 1, for a bond vector with no internal motion, to S2 5 0,
for a bond vector that is rapidly sampling multiple orientations20.
We determined the changes in the S2 of the side-chain methyl groups
(S2

axis) of CAP that were elicited by DNA binding (Supplementary
Fig. 8). S2 values are indicative of the amplitude of spatial fluctuations
experienced by a bond vector and thus can be related to conforma-
tional entropy21–23, as has previously been shown3,4,24–27.

DNA binding to each of the CAP variants resulted in a notable
redistribution of the amplitude of motions throughout the entire
protein in a distinct manner (Supplementary Figs 9–11). DNA binding
to WT-CAP-cAMP2 resulted in the majority of the residues becoming
more rigid (an increased S2

axis) (Fig. 2c), thereby giving rise to a large
and unfavourable change in conformational entropy (Fig. 2d). By
contrast, DNA binding to either CAP-S62F-cAMP2 or CAP-T127L/
S128I resulted in the majority of the residues becoming more flexible

(Fig. 2c), thereby giving rise to a favourable conformational entropy
change (215 and 29 kcal mol21, respectively; Fig. 2d). We previously
showed that the thermodynamics of the allosteric transition of the
DBD from the inactive to the active state is accompanied by a small
favourable entropy change16. Thus, we conclude that the calorimetrically
measured large entropy change that drives the strong binding of CAP-
S62F-cAMP2 and CAP-T127L/S128I to DNA is dominated by the large
and favourable conformational entropy change on complex formation
(Fig. 2d). In the absence of such a significant conformational entropy
change, the two CAP variants would bind poorly to DNA (Fig. 1b).

About 50% of the CAP-A144T molecules populate the active con-
formation (Figs 1b and 3a). Interestingly, the addition of cGMP to
CAP-A144T seems to have no effect on the DBD, and CAP-A144T-
cGMP2 populates the active DBD conformation 50% of the time
(Fig. 3a). Because both CAP-A144T and CAP-A144T-cGMP2 equally
populate the active species (Fig. 3a), they are expected to bind to DNA
with similar affinities. However, CAP-A144T binds to DNA with a 75-
fold lower affinity than does CAP-A144T-cGMP2 (Fig. 1b, c).
Thermodynamic analysis showed that the basis of this affinity differ-
ence is exclusively of an entropic nature, with the difference in entropy,
D(2TDS), for DNA binding to CAP-A144T and CAP-A144T-cGMP2

amounting to ,15 kcal mol–1 (Figs 1c and 3c). The difference in
the conformational entropy of binding between the two complexes,

8.008.058.108.158.208.258.30

104.0

104.5

105.0

105.5 G184

WT

S62F-cAMP2

A144T

A144T-cGMP2

A144T-cAMP2

WT-cAMP2

T127L/S128I

D53H-cAMP2

T127L/S128I-cAMP2

a b

c

DNA bound

7.77.87.98.08.18.28.3

103

104

105

106

1H (p.p.m.)

1H (p.p.m.)

15
N

 (p
.p

.m
.)

15
N

 (p
.p

.m
.)

G184

d

G141S

G141S-cGMP2

Inactive

Active

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5

0

20

40

60

80

100

A
ct

iv
e 

p
op

ul
at

io
n 

(%
 o

f t
ot

al
 p

op
ul

at
io

n)

Ka (×106 M–1 s–1)

≈

≈≈

−25

−20

−15

−10

−5

0

5

10

15

20

25 ΔG ΔH −TΔS

Th
er

m
od

yn
am

ic
 c

ha
ng

e 
(k

ca
l m

ol
−

1 )

−TΔSconf

A144T

S62F-cAMP2

T127L/S128I-cAMP2

A144T-cAMP2

WT-cAMP2

G141S-cAMP2

50-Fold increase
15-Fold increase

25-Fold decrease

11-Fold decrease

3-Fold increase

1

2

3

4

5

6

7

8

9

10

11

1 2 3 4 5 6 7 8 9 10 11

3
4

119

6 8

105

1

Figure 1 | CAP sampling of the active and inactive DBD states and the
energetics of DNA binding. a, Overlaid 1H–15N heteronuclear single
quantum coherence (HSQC) spectra of the CAP variants, showing the
resonance of the G184 amino acid, a residue located in the DNA recognition
helix (the F helix; Supplementary Fig. 1). The chemical shift of the recognition
helix residues is indicative of the conformational state of the DBD. The
chemical shift of apo WT-CAP (labelled WT) indicates the inactive, DNA-
binding-incompetent, conformation of the DBD, whereas the chemical shift of
WT-CAP-cAMP2 indicates the active, DNA-binding-competent,
conformation of the DBD. Each CAP variant is denoted by a number (grey
circles) and colour, which are the same in each figure panel. b, The relative
population of each CAP variant in the active DBD state as a function of the
variant’s theoretical (open circles) and experimentally determined (filled

circles) affinity for DNA. The relative population in the active DBD state was
determined from the chemical shift of the DBD resonance for those proteins
interconverting on the fast exchange regime and from relaxation dispersion
experiments (Supplementary Information). The theoretical affinity of CAP for
DNA is the affinity expected on the basis of the population in the active DBD
state considering a linear relationship. Ka, association constant.
c, Thermodynamic components (DG, DH and –TDS) of the binding of the CAP
variants to DNA. The conformational entropy as measured by NMR is denoted
2TDSconf. d, Overlaid 1H–15N HSQC spectra of CAP variants in the DNA-free
and DNA-bound state. The chemical shifts of the DBD resonances in the DNA-
bound state are essentially identical for all of the DNA complexes of the CAP
variants (see also Supplementary Fig. 7).
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D(–TDSconf), is ,25 kcal mol–1 (Fig. 3b, c). It is of particular interest
that although the two CAP variants populate the active DBD state to
the same extent, they have remarkably different affinities for DNA
because of the distinct responses of their conformational entropy to
DNA binding, which are reflected in the internal fast motions (Fig. 3b).
Similar behaviour is seen in the case of CAP-G141S and CAP-G141S-
cGMP2, with the two variants populating the active species to an almost
equal extent (Fig. 1b), but with CAP-G141S binding to DNA with an
order of magnitude weaker affinity, driven by the large difference in
conformational entropy (Fig. 3c). Thus, our data show that unfavourable
changes in conformational entropy can markedly suppress a protein’s
DNA binding affinity, giving rise to a binding inhibition that cannot be
rationalized on the basis of protein structural data.

For some of the CAP variants, the experimentally determined
affinity for DNA was similar (within twofold) to the theoretical affinity

(expected on the basis of the population of the active DBD state).
This is the case for CAP-D53H-cAMP2, CAP-T12L/S128I-cAMP2,
CAP-G141S-cAMP2, and CAP-A144T-cAMP2 (Fig. 1b, c and Sup-
plementary Fig. 12). However, the thermodynamic strategies used by
these variants to interact with DNA are distinct, with the binding
being either enthalpically or entropically driven and accompanied
by large changes in conformational entropy. The difference in
the entropy of binding of these complexes spans a range of
,35 kcal mol–1 (Fig. 1c). Dynamic analysis demonstrated that the
response of each of the CAP variants to DNA binding is distinct, with
the change in conformational entropy spanning a range of
,40 kcal mol–1 (Fig. 1c). However, and despite the markedly different
dynamic changes, there seems to be a strong enthalpy–entropy com-
pensation that results in little or no effect on the affinity for DNA
(Fig. 1b, c).
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results in a poorly populated active DBD state (7% and 2% of the total
population, respectively). c, Effect of DNA binding on the methyl order
parameters, S2
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axis (after DNA
binding) 2 S2
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stick structure, and protein is shown as a ribbon structure. The methyl groups of
the alanine, isoleucine, leucine, methionine and valine residues are shown as
spheres. d, The total entropy of binding (2TDS) as measured by ITC, the
conformational entropy (2TDSconf) as determined by NMR, and the
dissociation constants (Kd) (both experimentally measured (Exper) and
theoretically expected (Theor) on the basis of the population in the active DBD
state) are shown for each of the complexes in c.
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Our results show that changes in conformational entropy can
dominate the total entropy of binding (Fig. 4a). Notably, there seems
to be a direct relationship between the total entropy of binding and the
conformational entropy of binding for the CAP complexes studied
here. In fact, conformational entropy determines not only the mag-
nitude of the total binding entropy but also whether the total entropy of
binding is positive (unfavourable) or negative (favourable) (Fig. 4a, b).
In some of the CAP variants, the change in conformational entropy
dictates whether the enhancement or inhibition of DNA binding
occurs, thereby strongly regulating protein activity (Fig. 4b). In other
CAP variants, despite considerable changes in conformational entropy
and thus in the total entropy of binding, the effect on the expected
binding affinity is negligible (Fig. 4b). The reason for this variation is
simply the anticipated enthalpy–entropy compensation28, a universal
phenomenon that is usually attributed to the nature of weak inter-
molecular interactions29. In certain CAP complexes, the compensation
is strong, resulting in little or no difference in the free energy of binding.
However, in several complexes, the observed marked alterations in
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entropy resulted in weaker enthalpy compensation, giving rise to dif-
ferences in affinity of as much as two orders of magnitude (Figs 1b, c
and 4b).

Notably, the relationship between the total binding entropy, as
determined calorimetrically, and the conformational entropy, as
assessed by changes in order parameters, is linear (Fig. 4c). There is
no a priori reason for such a linear relationship. However, the obser-
vation of this linear relationship provides reassurance that two key
propositions of this study are accurate. First, the entropy of binding
due to all factors other than conformational entropy (that is, solvation,
and translational and rotational degrees of freedom) is invariant
among the CAP variants (Supplementary Information). Second, the
magnitude of the error when determining the apparent conforma-
tional entropy changes by NMR is similar among the CAP variants.
If either of these propositions was inaccurate, a significant deviation
from linearity would be observed (Fig. 4c). Thus, our data strongly
support previous observations that changes in internal dynamics can
be used as a proxy for changes in conformational entropy24,25,30.

In conclusion, we have shown how the interplay between a protein’s
fast internal motions, which are intimately related to conformational
entropy, and slow internal motions, which are related to poorly popu-
lated conformational states, can regulate its activity in a way that
cannot be predicted on the basis of the protein’s ground-state struc-
ture. The data provide compelling evidence that the affinity of protein–
ligand interactions can be strongly modulated by the global response of
the internal dynamics, even when the binding interface is not per-
turbed. Such a marked global redistribution of the fast internal
motions gives rise to substantial conformational entropy changes, with
the strength of the enthalpy–entropy compensation determining the
effect on the free energy of binding (Fig. 4b). This mechanism provides
opportunities for regulating binding and enzymatic activities by
manipulating allosteric sites without altering the binding interface.

METHODS SUMMARY
Escherichia coli BL21(DE3) cells were transformed with plasmids encoding WT-
CAP or the CAP mutants and grown at 37 uC. All protein samples were purified
using two chromatography steps: affinity purification on a nickel-charged
Sepharose Fast Flow resin (GE Healthcare) and then size exclusion on a
Superdex 200 column (GE Healthcare). NMR experiments were performed on
Varian 800-MHz and 600-MHz spectrometers and Bruker 700-MHz and
600-MHz spectrometers at 32 uC. Backbone and side-chain methyl relaxation
experiments and data analysis were performed as described in the
Supplementary Information. ITC experiments were performed on an iTC200

microcalorimeter (MicroCal). Full methods are available in the Supplementary
Information.
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B Y  K A R E N  K A P L A N

Competition for research positions is 
fierce, and first impressions are crucial. 
In most cases, a written job application 

represents a potential employer’s first expo-
sure to an applicant. But assembling a list of 
qualifications and achievements is no simple 
matter. Should it be a short, snappy résumé or 
an exhaustive CV? How should it look? How 
technical should it be?

Early-career researchers need to know and 

understand the expectations of employers in 
different countries and sectors. The content, 
format, design and language of the application 
materials can influence a candidate’s chances of 
nabbing an interview. The wrong type of docu-
ment, or one that has too much, too little or 
irrelevant information, can propel an applica-
tion to the bottom of the pile — or disqualify it 
altogether. Given the state of the global econ-
omy, applicants can’t afford to commit faux pas 
that could jeopardize their chances.  

In all countries, the CV and résumé provide 

an overview of an applicant’s experience and 
achievements, and candidates need to know 
what to include, how to format the document 
and how to organize and present it visually. But 
accepted practices differ. In the United States 
and Canada, a CV is comprehensive, whereas a 
résumé is concise. In the United Kingdom and 
the European Union (EU), ‘CV’ and ‘résumé’ 
are generally synonymous, but there are varia-
tions. Researchers need to know when one, the 
other or a hybrid is most suitable.

NATIONAL DIFFERENCES
A US-style CV is usually an exhaustive, chron-
ological timeline of the applicant’s education, 
career and accomplishments. It starts with 
educational history and research experience, 
and includes a full record of awards, publica-
tions, grants received, conferences presented 
at, peer-review experience, committee work 
and other activities. Most early-career scien-
tists have CVs longer than ten pages, and not 
all the content will be relevant to the position 
sought.

A US-style résumé, by contrast, is a succinct 
and tailored summary of the applicant’s work 
and education, which focuses on his or her 
qualifications for the position. It should grab 
the reader’s attention: according to a study 
published this year, US recruiters spend an 
average of just six seconds reading a résumé 
before deciding whether to pass it on or bin it 
(W. Evans, Eye Tracking Online Metacognition: 
Cognitive Complexity and Recruiter Decision 
Making; TheLadders, 2012). Presentation and 
structure are therefore paramount: a résumé’s 
first page must highlight the applicant’s rel-
evant skills, knowledge and capabilities. 

The same study found that recruiters spend 
most of those six seconds on the applicant’s 
name, educational history, current position 
and most recent past position. The résumé 
should therefore keep descriptions of perti-
nent career and training experience and sig-
nificant grants, publications and awards very 
succinct. Most résumés, even for mid-career 
scientists, should not exceed three pages. “The 
résumé is typically shorter and simpler than a 
CV because a non-scientist is often the first 
reader,” says Joe Tringali, managing director 
of Tringali and Associates, a recruitment con-
sultancy in Manchester, New Hampshire. “It’s 
slightly salesy — it’s a marketing document, 
with less emphasis on publications and more 
on techniques and skills.” 

It is important for international researchers 
seeking US positions to note that résumés 
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should not include personal information or 
a personal photograph.

Appearance and layout are crucial for US 
résumés, although they are relatively insig-
nificant for CVs in comparison with content. 
In a résumé, the applicant’s name and contact 
information should be in large type at the top 
of the first page. There should be wide margins 
at the top, bottom and sides of each page and 
separating each entry; the main text must be 
no smaller than 11 point; and the font should 
be clean and easy to read.

THE RIGHT TOOLS FOR THE JOB
In general, say US hiring managers and careers 
advisers, applicants should send a full-length 
CV for research and grant applications (includ-
ing fellowships) in academia, government and 
non-profit organizations, whereas a résumé is 
best for non-research posts in government, the 
non-profit sector and industry. For academic 
research posts that involve some teaching, such 
as at small liberal-arts colleges, or for academic 
or industrial postdoctoral research, the best 
option is a hybrid style that includes relevant 
skills, capabilities and knowledge on the first 
page. It should also contain information such 
as full or partial listings of grants, awards, 
publications and experience as a reviewer or 
on committees, and could total between three 
and eight pages. If there is a great deal more 
information on publications, posters, confer-
ence presentations, books authored and so on 
that is relevant to the position being sought, 
applicants can send the hybrid but append a 
note saying that a full CV is available. 

The hybrid can also work well for profes-
sional-networking websites such as LinkedIn, 
where work and 
educational history 
should be informa-
tive and career expe-
rience clear, but an 
exhaustive list of 
publications, pres-
entations, committee 
work and other expe-
rience is unneces-
sary. It is important, 
however, to include 
relevant keywords 
online, because many 
recruiters search 
for job candidates 
on networking sites 
and use keywords to 
refine and narrow 
their search. Careers 
advisers say that here, too, it is often best to 
link to the full CV, or add a note saying that it 
is available on request.

For US industrial-research applications, 
a résumé is almost obligatory — unless the 
applicant knows for certain that they are send-
ing their submission directly to a scientist. If an 
advert requests a CV, résumé or both, it is best 

to send a résumé, but indicate that a full CV 
is available. If the advert provides no instruc-
tion and gives a generic e-mail address, such as 
careers@xyzbio.com, a non-scientist screener 
will usually view the document first, and will 
expect a résumé.

In the United Kingdom and the EU, the 
long-form CV is rare and employers in all sec-
tors are used to a style more or less identical to 
the US hybrid version. Applicants to UK posi-
tions should lead with contact information and 
personal data such as nationality, visa status, 
age and whether they have a driving licence, 
says Sarah Blackford, head of education and 
public affairs at the Society for Experimental 
Biology in London. She notes, however, that 
age is optional, and there should never be a 
photograph. Academic CVs should include 
references to attached appendices in which the 
applicant can more fully explain their research 
experience, publications, grants and confer-
ence presentations. 

The European Commission is trying to 
standardize job-application formats using an 
online tool for uploading CVs (go.nature.com/
yxm9r1). Unlike in the United Kingdom, CVs 
in the EU should include a photograph, says 
Emilia Daniłowicz-Luebert, an immunology 
PhD student at the Humboldt University in 
Berlin and team leader for the Careers in Life 
Sciences Project of the Young European Bio-
tech Network in Bertinoro, Italy. 

In China, CV formats are similar to the long-
form US style, says Zhou Zhonghe, director 
of the Institute of Vertebrate Paleontology 
and Paleoanthropology in Beijing. He says 
that most employers offer an online tool for 
uploading.

Applicants can ensure that they are pre-
pared for any eventuality by keeping multiple 
versions of résumés and CVs. Matt Hepworth, 
a UK-born immunologist at the Humboldt 

University who is seeking a second postdoc 
position, has two versions of a hybrid, which he 
has sent out for industrial and academic jobs 
in the United States, the EU and the United 
Kingdom. 

The first page of both versions includes a 
summary of his research focus and its implica-
tions for disease, but the industrial version also 
has a section highlighting his relevant skills 
and the techniques and protocols that he has 
mastered. The academic version lists confer-
ence presentations, travel grants and journals 
for which he is a peer reviewer. Hepworth’s 
academic version is five pages long; the indus-
trial version is three-and-a-half. “I really tried 
to restrict the length, even on the academic 
one,” says Hepworth. Staying concise seems to 
have paid off — Hepworth is negotiating for a 
US postdoc job that he hopes will eventually 
become a tenure-track research post. 

TAILOR TO FIT 
Applications should be tailored for the post of 
interest. When the US long-form CV is called 
for, candidates should tailor through their 
cover letter; otherwise, the CV itself should be 
adjusted. UK industrial-research applicants 
should consider the description of the position 
in the advert when composing their research 
summaries, highlights and all text outlining 
current and past research positions and fel-
lowships. “Use your positions as headlines and 
then demonstrate through your descriptions 
that you can meet the needs of that business,” 
says Alison Mitchell, deputy director of Vitae, a 
research-career-support organization in Cam-
bridge, UK. 

In all countries, it is likely that the first 
viewer of an industrial application will not 
be a scientist, so an applicant’s résumé (in the 
United States) or CV (in the United King-
dom and EU) should be peppered liberally 

Studies show that recruiters focus on CV and résumé hotspots (red) such as name and most recent job.

Applicants need 
to be aware 
of cultural 
differences 
in different 
countries.
Barbara Janssens
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Brian Fisher, an entomologist and curator at 
the California Academy of Sciences in San 
Francisco, has maintained funding from the US 
National Science Foundation (NSF) since 1994 
to collect and study ants from around the world. 
He has identified more than 1,000 species 
and studied their evolution. After a few US 
politicians suggested that his grants are wasteful 
government spending, he started considering 
different ways to fund his research. This year, 
Fisher found some success with crowd-funding 
through a website called Petridish.

How did your research become politicized? 
It started in 2010, when Senator John McCain 
(Republican, Arizona) listed my field work 
in East Africa — collecting ants and sharing 
their photos and information on the AntWeb  
website — as number six of what he considered 
the top 100 most wasteful projects funded by 
the American Recovery and Reinvestment Act 
of 2009. Since then, the project has been cited in 
at least six different Republican campaign com-
mercials as an example of how President Barack 
Obama’s administration wastes money. It has 
been interesting to get raked over the coals. But 
what caught me most off guard was that the 
critics, such as conservative radio personalities, 
weren’t necessarily focused on funding for ants; 
they were questioning whether the government 
should fund science at all. 

Has there been any fallout for your career?
I have a big research project, with 25 people 
involved worldwide. I’m worried about the next 
NSF funding cycle, and the negative publicity 
doesn’t help. So I’ve been looking at alternative 
sources of funding, including crowd-funding: 
small contributions from online donors. 

How has science funding changed since you 
got your PhD?
Scientists have become more like entrepre-
neurs, having to seek many sources of support. 
Ant research has always been on the fringe, 
getting by on crumbs of funding. But you used 
to be able to sustain your career on NSF fund-
ing. Now scientists need a portfolio of options.

How did you learn to create such a portfolio?
I dropped out of my first graduate programme, 
in biology, because the only money available 
required me to work on a project that I wasn’t 
passionate about. I spent a year incubating 
ideas and writing grant applications — figur-
ing out how to raise my own money — so that 
I could pursue research on ant diversity. Since 
then, I have raised well over US$750,000 from 

unconventional sources, including private 
donors, corporations and foundations, to create 
the Madagascar Biodiversity Center in Antana-
narivo, which identifies land for conservation 
and catalogues local species. I’ve also been able 
to create Ant Course: a field course offered in 
different countries to teach students about ant 
taxonomy and field-research techniques.

Describe your experience on Petridish. 
I wanted to secure at least $10,000 in funding  
to visit a remote, rugged, pristine forest in 
northwestern Madagascar, to collect ant species 
before the habitat is converted for cattle raising. 
My project was posted online for 45 days and 
I landed 94 backers — ranging from one who 
pledged more than $5,000 to 48 who pledged 
about $20 each. This was my first experience 
with crowd-funding and it was really hard, 
especially shooting the requisite video pitch. I’m 
used to investing three weeks of blood and sweat 
writing an NSF grant application, but speaking 
directly to the public was very different.

How might crowd-funding help science?
Scientists need alternative sources of money 
now, but that is just one of the benefits. Crowd-
sourcing helps to democratize science — the 
websites let amateur scientists participate. 
There is a public-relations aspect — you have 
to make clear the relevance of your research. I 
think every graduate student should try to get 
funding in this way, because the emphasis is 
on communication. They would need to focus 
their questions and make a pitch, but a few 
thousand dollars could be enough to support 
them. Graduate students need to learn how to 
advocate for their field — you can’t just hide 
inside the ivory tower. The walls are gone. ■

I N T E R V I E W  B Y  V I R G I N I A  G E W I N

with words and phrases mined from the 
advert. A computer will almost certainly 
do the initial screen to weed out non- 
viable candidates and assign ratings; appli-
cants shouldn’t risk their submission being 
deleted just because it didn’t contain the 
appropriate keywords. “Give them every 
reason to screen you in instead of screen-
ing you out,” says Tringali, who adds that 
résumés and CVs for industry should not 
be overly technical. 

In the interest of brevity, industrial 
applications should not include appen-
dices, says Blackford. Terry Jones, senior 
careers consultant at the Careers Group, 
University of London, agrees. “Some 
applicants think that hiring managers will 
be happier with a much longer account. 
But people are busy,” he stresses. “You 
need to get over some key points pretty 
quickly. It’s about clarity, not about endless 
detail.” Including irrelevant information 
about publications, grants, awards and 
presentations could also send the wrong 
message: “If industry sees someone with 
a huge publications appendix, they may 
think this person is still hanging on to 
academic culture,” says Blackford. 

Those applying to positions in Germany, 
Austria and parts of Switzerland need to be 
aware of cultural differences, says Barbara 
Janssens, PhD career manager for the Ger-
man Cancer Research Center in Heidel-
berg. If an advert is in German, employers 
in those countries expect CVs in the same 
language — not in English. CVs should 
include a professional photograph of the 
applicant, she says, and must be signed and 
dated. They should also include personal 
details such as date of birth and marital 
status, and copies or PDFs of diplomas and 
certificates. 

When applying for scientific positions 
in most other European nations, it is safe 
to send application materials in English, 
unless the advert is in another language. 
In that case, applicants should contact the 
employer to learn what language to use.

Ultimately, say careers advisers, appli-
cants need to suss out potential employers’ 
expectations for format, language and other 
uncertainties by reading the advert, check-
ing with mentors, reaching out to contacts 
who work for the employer and asking the 
employer themselves. The most brilliant 
research accomplishments can’t work in an 
applicant’s favour if the CV or résumé goes 
unread, as Sharon Milgram, director of the 
Office of Intramural Training and Educa-
tion at the US National Institutes of Health 
in Bethesda, Maryland, points out. “Don’t 
blow your chances,” she says, “by not giving 
me what I want.” ■

Karen Kaplan is assistant Careers editor 
for Nature.

TURNING POINT
Brian Fisher
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