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The university of the future

The traditional model of the US research university — based on the pre-eminence of the single-discipline

department — needs to be stretched and challenged.

long a source of admiration and wonder. The idyllic, wooded

campuses, the diversity and energy of the student populations,
and, most of all, the sheer volume of public and private resources
available to run them, have made them the envy of the world.

Seen from the inside, however, everything is not quite so rosy.
Setting aside the habitual complexity of medical schools, which have
separate healthcare and finance issues, the structure of these insti-
tutions is straightforward and consistent. The bedrock of each uni-
versity is a system of discipline-specific departments. The strength of
these departments determines the success and prestige of the institu-
tion as a whole.

This structure raises a few obvious questions. One is the relevance
of the department-based structure to the way scientific research is
done. Many argue that in a host of areas — ranging from computa-
tional biology and materials science to pharmacology and climate sci-
ence — much of the most important research is now interdisciplinary
in nature. And there is a sense that, notwithstanding years of efforts
to adapt to this change by encouraging interdisciplinary collabora-
tion, the department-based structure of the university is essentially
at odds with such collaboration.

A second set of issues surrounds the almost static nature of the
departmental system. In a country where most things are highly
fluid, the fields covered by departments, as well as the pecking order
between them, have remained largely unchanged for many years.
As people and money have flowed, particularly over the past twenty
years, to the south and the southwest, the strongest US universities
and departments remain embedded in the northeast and in Califor-
nia. League tables drawn up by the National Academy of Sciences
and others show little movement in this pecking order, even over
several decades.

—|—he American research university is a remarkable institution,

Another, perhaps more contentious, issue concerns the relevance
of the modern research university to the community it serves. The
established model, whatever else its strengths and weaknesses, reflects
the desire of the middle classes for undergraduate training that
prepares their offspring for a stable career. But how does it serve a
society in which people may have to retrain and recreate their careers
throughout their adult lives?

These questions are being asked throughout American academia,
but nowhere more searchingly than at Arizona State University (ASU),
a huge public university that is expanding to meet the needs of the
United States’ fastest-growing major city (see page 968). Michael
Crow, its president, is executing an ambitious plan to replace the tra-
ditional model with one in which both
influence and research excellence are
concentrated not in departments, but
in large, broadly based interdisciplin-
ary centres with clear commercial or
societal goals.

Whatever its outcome, this experi-
ment will not of itself uproot the tradi-
tional university system. Incremental
change, notably the establishment of stronger multidisciplinary enti-
ties such as Bio-X at Stanford University in California, and several
new centres at Harvard, may have a greater bearing on the overall
development of the system.

But ASU’s effort already tells us plenty about the likely direction
of the research university in the up-and-coming regions of America.
The university of the future will be inclusive of broad swaths of the
population, actively engaged in issues that concern them, relatively
open to commercial influence, and fundamentally interdisciplinary
in its approach to both teaching and research. |

"Thereis asense
that the department-
based structure

of universities is
essentially at odds
with collaboration.”

Taking the first step

China will join efforts to cut carbon emissions, but
should not be expected to lead them.

ith a new coal-fired plant coming online about once a
\/\/ week, China is on course to overtake the United States

as the world’s leading carbon dioxide emitter this year or
next, an official at the International Energy Agency said last week
(see page 954).

This means, of course, that unless China and other major nations
such as India and Brazil join a global effort to mitigate the effects
of climate change, tough targets and sophisticated carbon markets
across the developed world will eventually pale into insignificance.

But the onus is still on the developed nations, who created the prob-
lem, to lead that effort.

China is now working on a national plan that will lay out the meas-
ures it intends to take to deal with climate change. Despite all the
new power stations and the usual difficulty in discerning China’s
real intentions, there is one good reason to accept that its efforts are
sincere: it is in Chinass self-interest to confront the problem. Assess-
ments by both China and the Intergovernmental Panel on Climate
Change have made clear that the nation is likely to be hit hard by
climate change, which will increase pressure on water supplies and
cut agricultural yields.

In the United States, momentum for domestic action on carbon
emissions is growing. As it does so, the issue of how to ensure that
China and other developing countries are on board — the issue that
prevented the US Senate from ratifying the Kyoto Protocol in the
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first place — has resurfaced. Again, those who favour doing nothing
are citing possible inaction in developing countries as an excuse for
their own refusal to exercise leadership on the issue.

As before, attempts to force China and India into accepting caps on
their carbon emissions by refusing to take action without them are
doomed to fail. Developing countries have not played a significant
role in raising levels of greenhouse gases in the atmosphere in the
past, and their per-capita emissions remain far lower than those of
the wealthier nations.

Practical considerations, as well as moral ones, preclude the rapid
introduction of emissions caps and associated carbon-trading
schemes in developing countries. Cap-and-trade schemes are only
going to be effective in reasonably advanced economies, where
accurate monitoring and reporting of emissions is feasible.

One starting point may be to push developing countries to sign up
to more realistic goals than a blanket emissions cap, which as well as
addressing the problem of climate change will also deliver associated
benefits of high national priority. For example, building-efficiency
standards can simultaneously tackle problems of energy security,
materials shortages and air pollution in China. Bilateral agreements
between rich and poor nations to share clean-energy technologies
could help to ensure that these goals are met.

The Chinese government has taken some tentative steps towards
managing its energy consumption. It has pledged, for example, to

cut its energy intensity — the amount of energy used per unit of
economic growth — by 20% between 2005 and 2010 (it isn't, so far,
on course to meet this target). It has also put some fairly stringent
vehicle-efficiency standards in place. Consistent pressure to step up
efforts to meet such commitments could add up to significant reduc-
tions in emissions.

Carefully designed incentive mechanisms that encourage develop-
ing countries to engage in a global carbon market could also play a
role. The Kyoto Protocol established the Clean Development Mecha-
nism (CDM) in 2003. This allows industrialized nations to reduce
the costs of complying with Kyoto, essentially by paying individuals
in developing countries to adopt lower-polluting technologies than
they otherwise would.

Currently, the CDM is rather limited in scope. However, as inter-
est in a global carbon market grows, mechanisms of this type hold
out some promise for delivering real global emissions reductions.
The major developing nations are increasingly dependent on global
economic integration and cannot afford to become outliers in any
new global energy strategy that emerges.

In the short term, the best thing that wealthy countries can do
to motivate action in the developing world is to take action them-
selves. Congress should note that a demonstration of good faith will
be needed before the United States regains the credibility to engage
seriously with countries such as China on this issue. |

Conflicted contractors

Government agencies should act to ensure the
neutrality of research contractors.

role in the research operations of government agencies. These

companies are generously paid to do everything from surveying
endangered species to collecting and reviewing toxicology studies
of potentially dangerous chemicals. The information is then used by
research agencies or regulators to make critical decisions on public
health or the environment.

The relationship can be mutually beneficial: the contractors make
money, and the agencies can meet their research needs without
assembling a large army of government employees. But many con-
tractors also have private clients — and these are sometimes the same
companies that their public-sector clients are trying to regulate.

On page 958 of this issue, we report on an example of the problems
this can create. Last year, the US National Institute of Environmental
Health Sciences (NIEHS) hired a private firm, Sciences International
of Alexandria, Virginia, to help it review a chemical called bisphenol A,
which may affect the endocrine system. The contractor, it turns out,
also had private clients that produced bisphenol A. Environmentalists
cried foul, and the NIEHS has been forced to withdraw the contract.
This week, it announced that it would re-review all 20 chemicals that
Sciences International had examined.

Under the original contract, a panel of external scientists was due
to have the final word on the chemical’s safety — and there is no

P rivate contractors play a discreet but increasingly important
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evidence that the contractor was trying to manipulate them. But the
potential for a conflict of interest still seems to exist. In this case,
although the NIEHS required individual scientists on its advisory
panel to sign statements about possible conflicts, it didn’t place the
same requirement on the contractor.

The NIEHS is hardly alone in this. Individual researchers are
often screened quite rigorously for potential conflicts before they
participate in government reviews, but contractors are rarely asked
to disclose possible conflicts. Many agencies have standard warnings
about conflicts in their contracts, but few have comprehensive rules
about how companies should segregate their public and private work.
There is also little active oversight of declarations that the contractors
make, or fail to make.

In the United States, as elsewhere, reliance on contractors has been
steadily rising. The time has come for agencies to re-examine how
they use contractors, and how they screen for potential conflicts.
Agencies should create explicit conflict-of-interest guidelines similar
to those already in place for individual scientists. Contractors should
be required to divulge potential problems and should be given explicit
instructions on how to segregate government and private clients.
Agencies should also conduct periodic audits to ensure that contrac-
tors are delivering high-quality information.

The vast majority of contractors are honest brokers, and many
employ former government officials who are fully aware of what
their public-sector clients need and expect. But the system seems to
be open to abuse. By taking the right steps now, regulatory agencies
can prevent wasteful episodes such as the one at the NIEHS. More
importantly, they can ensure that they are receiving the data they
need to perform their missions. ]
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King of the swingers z
Biol. Lett, doi:10.1098rsbl.2007.0049 (2007) <
Sumatran orangutans like to take it easy:
new research has shown that the way they
move from tree to tree by swaying branches
saves them energy.
Susannah Thorpe of the University of
Birmingham, UK, and her colleagues studied
video footage of orangutans (Pongo abelii,
pictured) moving through the forest canopy.
To reach the branches of a neighbouring
tree, the orangutans shifted their weight
to set the branch they were clinging to
swinging. Thorpe's team calculated that this
maneouvre consumes half as much energy
as the orangutan would take to jump the
gap, and an order of magnitude less energy
than climbing down, walking across to the
next tree and climbing up again.
CANCER BIOLOGY quantum-mechanical tunnelling — the ATMOSPHERIC SCIENCE
hydrogen atoms hop through an energy .
Stop or grow barrier rather than over it, allowing the Winds of Change
Nature Cell Biol. doi:10.1038/ncb1567 (2007) reaction to proceed quickly. Their calculations ~ Geophys. Res. Lett. 34, 08702 (2007)
A gene that has confused cancer biologists suggest that this occurs because the catechol Debate over the effect of global warming
through seeming to have two opposing forms a tightly bound complex with the on hurricanes needs to factor in new data
roles — causing cells either to proliferate or radical, making the energy barrier narrow. on wind shear.
to permanently stop dividing — works in Wind shear — the difference in wind
a dose-dependent way. The finding, which PHYSICS speed between the top and bottom of the
applies to the Ras gene, comes from Lewis atmospheric layer in which tropical storms
Chodosh and his colleagues at the University Pull you rself together form — can tear apart storms before they
of Pennsylvania in Philadelphia. Phys. Rev. Lett. 98,156103 (2007) intensify. Now, Gabriel Vecchi of the National
The researchers made a transgenic mouse Wouldn't it be wonderful if flat-pack Oceanic and Atmospheric Administration
in which they could control the activity furniture came with one simple instruction: in Princeton, New Jersey, and Brian Soden
level of Ras in mammary cells. Athighlevels  justadd water? That's how the miniature of the University of Miami, Florida, have
of activation, the mammary cells stopped boxes designed by Charlotte Py of the City analysed data from 18 climate models to
dividing. But atlow levels, the cells multiplied  of Paris Industrial Physics and Chemistry assess trends in wind shear up to 2100,
into a precancerous state. If these low Ras Higher Educational Institution (ESPCI) and ~ assuming that global temperatures increase
levels persisisted for many days, tumours her co-workers are assembled. by a few degrees.
developed. The starting material is a Wind shear in the tropical g
The team proposes that Ras-induced thin polymer sheet, cut Atlantic Ocean is projected g
tumorigenesis occurs when mutations arise into geometric shapes to increase, inhibiting z
. . . =
that block the pathway that would usually measuring a few hurricanes; that in the <
stop the cells’ growth. millimetres across. western Pacific Ocean is
A water droplet placed expected to decrease.
CHEMISTRY at each shape’s centre
Quantum brew pulls the film into a SOLID-STATE PHYSICS

J. Am. Chem. Soc. doi:10.1021/ja063766t (2007)
The much-advertised health benefits of green
tea rely on an esoteric quantum-mechanical
process, say Angels Gonzélez-Lafont and her
co-workers at the Autonomous University
of Barcelona in Spain. They have used
quantum-chemical calculations to deduce
how catechol-containing compounds,
the antioxidant flavonoids in tea, mop up
damaging free radicals in the body.
Catechols defuse free ‘peroxy’ radicals
by giving to them a hydrogen atom. The
researchers say this switch happens by
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three-dimensional object
by capillary forces as the
water evaporates.
Triangles are
transformed

into pyramids,
crosses into
cubes, and
six-pointed
flower

shapes into
approximate
spheres
(pictured right).
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Getting warmer

Appl. Phys. Lett. 90,142511 (2007)
A theoretical analysis of
silicon’s ability to superconduct has
suggested a way to raise by an order
of magnitude the temperature at
which this property is seen.

Last year, researchers showed
that they could turn cubic silicon
— the form of silicon used in

electronics — into a superconductor
by blasting boron atoms into its
structure. However, this property only



appeared when the material’s temperature
was within 0.3 degrees of absolute zero.
Emmanuel Bourgeois and Xavier Blase
of the University of Lyon, France, calculate
that silicon doped with aluminium instead of
boron atoms could remain superconducting to
nearly 3 degrees above absolute zero, because
electrons in this system would be more
strongly coupled to the material’s vibrations.

FERTILITY

Scrambled eggs

Dev. Biol. doi:10.1016/j.ydbio.2007.03.006 (2007)
Recent work suggesting that bone-marrow
stem cells can migrate to mouse ovaries

and generate new eggs there has been
controversial because it challenges the long-
standing idea that mammals are born with a
limited stock of eggs.

Now researchers led by David Keefe of the
University of South Florida in Tampa and
his colleague Lin Liu, who also holds a post
at Sun Yat-Sen University in Guangzhou,
China, say they can find no evidence for
generation of new eggs in women. They
searched fruitlessly for markers of stem cells
or of meiotic cell division in ovarian cells
biopsied from 12 women aged between 28
and 53. It remains possible that new eggs
might be generated at younger ages.

COSMOLOGY
Wanted: gravity waves

Astrophys. J. 659, 918-930 (2007)
For gravitational waves, LIGO is the long arm
of the law. Its 4-kilometre-long detectors, at
two sites in the United States, are Earth’s best
bet for catching the elusive ripples.

So far, the detectors have yet to find any
hard evidence for gravitational waves.
But the latest results from LIGO — the
Laser Interferometer Gravitational-Wave
Observatory — do set a new limit on
the strength of the gravitational-wave
background. This background is the sum
of gravitational waves produced by distant,
cataclysmic events, such as stellar explosions
and merging black holes, and perhaps even
by the Universe’s own beginning. The new
limit, 13 times lower than before, tightens
constraints on cosmological models.

PLANT BIOLOGY

Border control

Science 316, 421-425 (2007)

Researchers have discovered a mechanism
by which plant roots limit the endodermis
— which contains cells that are important

for nutrient uptake — to a single layer

of cells (pictured below).

Specialization of root cells into endodermis
requires a protein called SHORTROOT
(SHR). SHR is mobile but travels only one cell
layer away from its site of production in the
centre of the root. What stops it?

Philip Benfey of Duke University in
Durham, North Carolina, and his colleagues
show that a protein called SCARECROW
(SCR), expressed in the endodermis, tethers
SHR in the cells’ nuclei and thus prevents
SHR movement beyond this layer. Formation
of the complex boosts SCR production,
further ensuring that SHR does not escape.

The team also found that analogous
proteins in rice behave in a similar way.

IMMUNOLOGY

HIV plays hide and seek

J. Cell Biol. doi:10.1083/jcb.200609050 (2007)
Researchers in the United Kingdom have
uncovered new details of how HIV-1
replicates in immune cells.

Inlymphocytes, viruses assemble at the
cell’s external plasma membrane. But in
macrophages, and possibly dendritic cells also,
assembly is often seen in compartments within
the cell, which previous work had suggested
were endosomes.

Mark Marsh and his colleagues of the
Medical Research Council Laboratory for
Molecular Cell Biology in London, building
on recent results that show HIV is produced at
the plasma membrane even in macrophages,
now report that the intracellular virus
assembly sites are plasma-membrane domains
connected to the cell surface. The function of
these domains is unknown, but the way the
virus hides in cells may have implications for
vaccine design.

©2007 Nature Publishing Group
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David M. Wilkinson
Liverpool John Moores
University, UK

An ecologist enjoys a smelly
experiment on a neglected link in
the food web.

| have long been fascinated by an
idea from the 1970s about rotting
food. Daniel Janzen, now at the
University of Pennsylvania in
Philadelphia, suggested then that
many of the noxious chemicals
secreted by microbes in decaying
food are produced to fend off large
animals, allowing the microbes to
keep the resource for themselves.

It's an intuitively appealing
hypothesis. Our own experience is
to be repulsed by putrid food, and
several studies have shown that
birds prefer fresh over rotted fruit.
Most recently, a careful study in
the seas off the southeasten United
States provided further support for
Janzen'sidea (D. E. Burkepile et al.
Ecology 87, 2821-2831; 2006).

In what must have been a
gloriously smelly experiment,
the researchers baited crab traps
with dead fish, either rotten or
fresh. The microbe-laden carrion
was four times less likely to be
consumed by scavengers than the
fresh fish.

This provides clear evidence
that microbes compete for food
with larger animals, something that
has been largely overlooked in the
huge ecological literature on food
webs and feeding relationships. But
it doesn't tell us how the chemicals
evolved.

Last year, | published with
colleagues a theoretical analysis
of the evolutionary implications of
Janzen'sidea (T. N. Sherratt et al.
Ecol. Modell. 192, 618-626; 2006).
Our model suggested that the
chemicals cannot have evolved
solely to protect against large
animals, because the temptation
for microbes to ‘cheat’ by free-
riding on toxin production by
others undermines the system.

The experiments done by
Burkepile et al. show that the effect
is real, but perhaps these chemicals
first evolved for other reasons, such
as inter-microbe competition?
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China struggles to square
growth and emissions

China this week postponed its scheduled
release of a national plan to deal with climate
change. But observers say the move is not so
much a delay in dealing with the issue as an
indication that the Chinese government is tak-
ing climate change more seriously — and that
this is as much to protect its own needs as it is
aresponse to international pressures.

China’s booming economy — it grew by 11%
in the first quarter of 2007 — has long worried
those trying to control the rise of greenhouse
gases in the atmosphere. And estimates made
public last week back up that concern: they sug-
gest that China will exceed the United States as
the biggest emitter of greenhouse gases as early
as the end of this year — not 2010, as energy
experts had previously forecast.

With a new coal power plant being built there
roughly every four days, China’s emissions are
undoubtedly soaring. The question is by how
much. A report released by Greenpeace on
24 April says that under a “busi-
ness as usual” scenario, they will
triple by 2050. But compared
with the United States, China’s
per capita emissions are still
quite low: in 2003, China emit-
ted 3.2 tonnes of carbon dioxide
per person, whereas the United States emitted
20 tonnes per person.

The Chinese government has consistently
argued that it cannot put caps on greenhouse-
gas emissions while the country is still develop-
ing. But the United States has refused to join
any international regulatory framework on
climate change, such as the Kyoto Protocol,
unless limits for developing countries are also
included.

China’s climate-change plan, which had been
set for release on 24 April, has now been put
off until next month. But urgent action seems
essential. A national assessment released in
January paints a grim picture for the country’s
future. It notes that over the past few years
there has been a 12% drop in water supply to
northern China. Without significant measures
to combat global warming, the report predicts
that the productivity of China’s three staple
crops — rice, wheat and maize (corn) — will
fall 5-10% by 2030, and will be close to 40% by
the second half of the century.

Such specific predictions are spurring the
government to act after many years of inaction,
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“Now China is greatly
concerned about its
vulnerability and
social stability.”

says Yang Ailun, a Beijing-based environmental
expert with Greenpeace. “Before, China always
relied on the same arguments about the histori-
cal responsibility of developed countries,” she
says. “That makes sense. But now China is
greatly concerned about its vulnerability and
social stability”

China is already committed to reining in
increases in energy use, and such efforts are
closely linked to the country’s ability to limit
emissions. It plans to close down 50 gigawatts’
worth of its least-efficient power plants by
2010. That would mean shutting down roughly
1,000 small plants. “If the small, old plants are
there, there is no way to decrease energy con-
sumption,” says Yang Fugiang, a Beijing-based
energy expert with the Energy Foundation.

These efficiency initiatives are part of the
country’s Five Year Plan for National Economic
Development for 2006-2010, which calls for
areduction in the amount of energy spent to
produce a unit of gross domes-
tic product by 20% within five
years. “The targets are tough,
but they are possible,” says the
Energy Foundation’s Yang.

Energy-efficiency targets
have, however, become a sore
point. The first year of this plan fell far short,
achieving only a 1.23% drop according to gov-
ernment figures. And so far, signs for 2007 are
not good, says James Brock, an independent
energy adviser in Beijing.

Brock has advised both the UK and US
chambers of commerce on Chinese energy
issues. He says he has witnessed the tension in
meetings at which officials from the National
Development and Reform Commission, which
recommended the 20% target, suggested to the
powerful State Council that the target can't be
met and should be recalculated. “They got read
the riot act,” says Brock.

Part of the problem is the difficulty in meas-
uring emissions precisely. These are generally
estimated on the basis of the types and amounts
of energy consumed. But remote-sensing stud-
ies of nitrogen dioxide concentrations — which
are also released during the burning of fossil
fuels — suggest that estimates based on energy
consumption could be too low (H. Akimoto
et al. Atmos. Environ. 40, 7663-7667; 2006, and
A.Richter et al. Nature 437, 129-132;2005).

Hajime Akimoto of the Frontier Research
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Predictions for China's emissions of carbon
dioxide could be underestimated by 15-20%.

Center for Global Change in Yokohama, Japan,
says the satellite data show a 50% increase in
nitrogen dioxide concentrations between 1996
and 2002. This compares with a 15% increase
calculated by the International Energy Agency
based on energy consumption over that
period.

Indeed, experts say the uncertainty is so great
that it is difficult to know how China’s carbon
emissions compare with those of the United
States. Gregg Marland, an environmental scien-
tistat Oak Ridge National Laboratory in Tennes-
see, says that crucial figures needed to estimate
China’s energy consumption are often miss-
ing. Changes in remaining stocks of coal go
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unreported, for example, or, for a single year,
afigure will inexplicably drop to zero. Mar-
land says that, as a result, any estimates of
China’s emissions could be off by 15-20%.
He adds that the considerable amount of
carbon dioxide produced in making cement,
ifincluded in the figures, could also tip the
balance. China produces 45% of the world’s
cement. “China could be exceeding the
United States right now;” Marland says.
Further details of China’s carbon dioxide
emissions may have to wait until next year,
when NASA plans to launch the Orbit-
ing Carbon Observatory. The satellite is
designed to provide high-resolution data
on worldwide carbon dioxide emissions. m
David Cyranoski
See Editorial, page 949

FOSSIL FOREST
Extinct species found in
coal mine.
www.nature.com/news

German scientists have
condemned a parliamentary
decision to stop primate
experiments at the
University of Bremen, calling
it unacceptable political
interference with the freedom
to conduct research.

Animal-rights activists
in the state of Bremen
have been campaigning for
years against the macaque
experiments of Andreas
Kreiter, a neuroscientist at
the university's brain research
centre. Now, in the run-up to
regional elections on 13 May,
the activists have finally won
cross-party political support.

Bremen's parliament
last month unanimously
asked the state government
not to reapprove Kreiter's
experiments from the end
of 2008, when his licence
becomes due for renewal.
Meanwhile, a commission of
scientists and representatives
of animal-protection groups
is to re-evaluate the scientific
value of Kreiter's research,
and assess whether the
experiments could be replaced
by non-invasive methods. Both
issues have been addressed
before by granting agencies
and by the local authorities and
ethics committees, Kreiter says.

Neither the state parliament
nor the state government can
order the university to close
down the centre. But Kreiter
fears that political pressure
will force the local authorities
not to approve further
experiments.

"“This decision was
motivated by the election
campaign,” says Matthias
Kleiner, president of the DFG,
Germany's main funding
agency for university research.
"“It's an attempt to interfere
with the constitutionally
guaranteed freedom to
research. We hope that the
approval authorities in charge

will decide solely on the basis
of applicable law."”

Primate researchers in
Germany are used to violent
protests. Kreiter's research,
on cognitive processes such
as attention, involves placing
electrodes in monkeys' brains.
He and his family were put
under police protectionin1997
after they received threatening
letters. Attacks have since
ceased, but in March animal
campaigners submitted to
Bremen's parliament 15,000

"It seems weird that
the same people who
have fought me to the
finish will now judge
my work."”

— Andreas Kreiter

signatures from people who
opposed the experiments.
Considering the ethical
pros and cons of animal
experiments is always crucial,
says Alexander Thiele, a brain
researcher at Newcastle
University, UK. But he says
that the level of political
interference with Kreiter's
project, which has been
approved both legally and
ethically, is “scandalous”.
Thiele had been offered a
professorship at the Humboldt
University in Berlin, which he
rejected when local authorities
last week denied approval for
his planned experiments on
visual attention in macaques.
He says that such blatant
political intervention at a local
level is less common in Britain
because experiments there are

©2007 Nature Publishing Group

Primate work faces German veto

approved by the Home Office.

The state science ministry
in Bremen, which oversees
the university, is also unhappy
with the parliamentary
decision. “This is very
disturbing,” says Holger
Bienhold, a ministry official in
charge of the natural sciences.
“It's hardly conceivable to
stop a professor from doing
legally and ethically approved
research.”

Kreiter has won around
€3 million (US$4 million) in
grant money from various
sources, including the DFG, the
federal science ministry, and
the European Union.

Kreiter is determined
to continue his research in
Bremen, and has started to
prepare for possible lengthy
lawsuits. The commission is
due to release its review of his
work is due in June. "It seems
weird to me that the same
people who have fought me
to the finish will now judge
my work," he says. “They will
most likely misuse every bit of
information they can get.”

But the experiments
are cruel to animals, says
Wolfgang Apel, president of
the German Animal Welfare
Association and organizer of
the petition against Kreiter's
work. The committee, he says,
will suggest how, and not just
whether, the experiments will
be phased out.

Alternatives to some types
of invasive experiments
on primates do exist. For
example, functional magnetic
resonance imaging can
effectively measure activity
in large groups of brain cells.
But to measure the activity
of individual neurons, which
is crucial to study cognitive
processes such as visual
attention, electrodes must
be directly inserted into a
monkey's brain. ]
Quirin Schiermeier
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Elusive flowering signal
pruned of mystery at last

Last week, two papers in Science reported the
discovery of florigen, a long-sought compound
with the power to make flowers bloom. But if
the celebration of its discovery seems a little
muted, it is because many researchers have
heard this claim before. And this time, the
reports come as an old one is retracted amid
charges of data manipulation.

The discovery of florigen was heralded in
2005, when another Science paper' claimed
that it was the RNA produced by a gene called
FLOWERING LOCUS T, or FT. But now the
authors of that paper have retracted their
findings, and in its stead come two papers that
say florigen is not FT RNA, but the protein
produced by the FT gene.

The finding could solve a riddle that has
been around since 1865, when German bota-
nist Julius von Sachs observed that illuminating
asingleleaf on a darkened morning-glory plant
was enough to prompt the plant to bloom. That
suggested that a signal travelled from the leaf to
the site of flower initiation. Some 70 years later,
the signal was christened florigen by the Rus-
sian plant physiologist Mikhail Chailakhyan.

The hunt was on, and physiologists spent
decades testing compounds extracted from

flowering plants, only to fail to find the compound
responsible. Over time, the florigen concept
fell out of fashion, giving way to a hypothesis
that the flowering signal was not a dedicated
compound but rather a complex mix of nutrient
and hormonal signals. “For a long time, flori-
gen was the f-word,” says Joe Colasanti, a plant
biologist at the University of Guelph in Ontario,
Canada. “You didn’t want to bring it up”

But the recent work shows that research-
ers were looking in the wrong places over all
those years, says Jan Zeevaart, an emeritus
plant biologist at Michigan State University in
East Lansing. Most people expected florigen to
be a small chemical compound. “They weren’t
looking for proteins,” he says.

Then, in August 2005, two papers reported
that although the FT gene produces RNA in the
leaf, the encoded protein acts in the tip of the
shoot, where flowers form. The simplest expla-
nation was that a product of FT — either the
RNA or the protein — somehow travelled from
the leaf to the shoot tip. Within a month, a team
led by Ove Nilsson of the Swedish University of
Agricultural Sciences in Umeé announced that
this product was FT RNA. Although that didn’t
rule out the possibility that the FT protein also

travelled from leaf to shoot, it suggested that
FT RNA was at least a component of florigen.
The discovery was significant enough to make
Science’s list of ‘Breakthroughs of the Year’
But now Nilsson has retracted the paper
and has accused Tao Huang, the paper’s first
author, of manipulating data. Nilsson says
Huang selectively excluded some data points
and statistically overweighted others. Huang,
who left Nilsson’s lab for a faculty position at
Xiamen University in China after the paper
was published, maintains that excluding the
data was justifiable. He says he circulated the
data — with excluded data points marked — to

J.BURGESS/SPL

Brain's speech site is revisited and revised

Analysis of two damaged brains,
preserved in a museum since
the nineteenth century, could
force neuroscientists to rethink
the area where language resides
in the brain.

In 1861, the French surgeon and
anatomist Paul Broca described two
patients who had lost the ability to
speak. One patient, Lelong, could
produce only five words, and the
second, Leborgne, could utter
only one sound — “tan". After
their deaths, Broca examined
their brains and noticed that both
had damage to aregion in the
frontal area on the left side.
Broca's area, as it became known,
is now thought to be the brain's
speech-processing centre.
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Broca kept the patients’ brains
for posterity, preserving them
in alcohol and placing themin
a Paris museum. And that's
where Nina Dronkers, of the
VA Northern California Health
Care System in Martinez,
and her colleagues picked
them up, in order to reinspect
the damage using magnetic
resonance imaging.

Leborgne's brain had been
scanned twice before, but
not Lelong's. And neither had
been compared with modern
interpretations of Broca's area.

Paul Broca: discovered a region of

the brain responsible for language.

After the team put the two brains
through a scanner, they came

up with a surprising finding: in
both patients, the damaged

area was much larger than the
region that is now considered to
be Broca's area.
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"We were noticing that what
people were calling Broca's area
encompassed large areas of the

frontal lobe,"” says Dronkers.

The scans show that neither

of the old brains had damage

that affected the whole region

now known as Broca's area. But
damage also stretched far

into other regions beyond

this spot.

Brocarealized this at the time,
says Dronkers, and noted that the
areas of damage were different
in the two patients. But his
conception of the area involved
in speech processing has become
simplified by others over time, the
authors argue. They published their
findings online earlier this

CORBIS



Root cause: the signal for flowering in the thale
cress Arabidopsis has been found to be a protein.

his lab colleagues before publication, but no
one objected to the exclusion. Huang has not
agreed to the retraction, calling it premature.

Nilsson’s retraction was published at the
same time that Science released the two new
papers™’. Both papers — one on the thale cress
Arabidopsis and the other on rice — report that
although FT gene expression is restricted to the
leaves, the protein can travel to the tip of the
shoot. And both papers fail to find evidence
for movement of FT RNA.

The timing of the papers, coupled with
what several researchers have described as an
unusually short, 40-day review, has led some
to speculate that the papers were pushed to
publication more quickly to coincide with the
retraction. But Katrina Kelner, Science’s deputy
editor for life sciences, says the review period
was not abbreviated. “It was sensible to have
them come out at the same time for maximum
clarity of the literature,” she says. “We coordi-
nated them, but the review process of those two
papers was in no way abnormal”

The new work comes with its own share of
caveats. Both groups rely on commonly used
but indirect measures of protein movement,
and some researchers have pointed out that key
controls are lacking.

Opverall, however, many experts say the new
papers are convincing. “None of these is really
the killer experiment,” says Detlef Weigel of the
Max Planck Institute for Developmental Biol-
ogy in Tiibingen, Germany. “But I would say
the overwhelming evidence is that the protein
moves.” Zeevaart goes even further. “The prob-
lem is solved,” he says.

But with a history as chequered as florigenss,
not everyone is ready to close the book. “It’s
always good to be cautious,” says Colasanti,
“especially in this field” |
Heidi Ledford

1. Huang, T. et al. Science 309, 1694-1696 (2005).

2. Tamaki, S. et al. Science doi:10.1126/science.114753 (2007).

3. Corbesier, L. et al. Science doi:10.1126 /science.114752
(2007).

N. DRONKERS

month in the journal Brain
(N. F. Dronkers, O. Plaisant,
M. T.Iba-Zizen and E. A.
Cabanis Brain doi:10.1093/
brain/awm042; 2007).
This misplaced focus

Dronkers. By assuming that
only one small area of the brain
is responsible for language,
clinicians might overlook other
regions involved in speech
production. In other words,

Others agree. "There's a
tendency for researchers to see
activation in somewhere like
Broca's area and to say ‘oh well,
we're tapping into a language

area’," says Joseph Devlin, a

could lead to problems when
diagnosing people with

language impairments, says
r

focusing too heavily on Broca's
area could be missing the point,
Dronkers argues.

The brain of Lelong, one of Broca's patients, about to be scanned.

neuroscientist at the University
of Oxford, UK, who images
language networks in the brain.
Newer imaging techniques
may also help researchers to
discover what Broca was unable
to see. Dronkers and Devlin
are both working on the use of
alternative imaging techniques
to investigate other regions of
the brain that may be important
in language processing but
which are not detected by
magnetic resonance imaging,
such as the tracts of white
matter that connect areas of
grey matter. [ ]
Kerri Smith
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ZOO NEWS

Puppy love
Researchers at Seoul National
University in South Korea will this
year mate Snuppy, the world's
first cloned
dog (right),
with Bona,
the world's
second

(and first
female) clone,
to check their
reproductive
abilities.

wh

NUMBER
CRUNCH

US$421,200 was the
amount paid at auction last week
for the skeleton of a mammoth
nicknamed ‘The President’ — a
record for such an artefact.

17 other items in the same sale of
palaeontological curiosities, which
was held at Christie's in Paris,
France, were also sold for world-
record prices.

US$1.53 millionisthe
total amount of cash splashed out
at the auction, mostly by private
collectors.

ON THE RECORD
¢This provesit's
possible for humans
to change the weather
on the world's highest
plateau.”

Yu Zhongshui, an official at China’s
Tibet meteorological station, on
the successful effort to create
snowfall over the city of Nagqu

by seeding clouds with silver
iodide particles.

OVERHYPED

Kryptonite

The name of Superman's nemesis
has been given to the newly
discovered mineral sodium
lithium boron silicate hydroxide,
because it happens to have a very
similar name to the formulation
for kryptonite quoted in the film
Superman Returns. The real-life
version, however, is not green,
does not come from outer space
and can't kill superheroes.

Sources: AFP, Associated Press, Daily
Telegraph, Natural History Museum

REUTERS/SEOUL NATL UNIV.
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Regulators pull contract
for chemical review

When US government regulators hired the
firm Sciences International to help review a
potentially dangerous chemical, they almost
certainly didn’t intend to ignite a political
firestorm.

But the company’s links to the chemical
industry have enraged environmentalists and
forced the National Institute of Environmental
Health Sciences (NIEHS) to pull the contract.
Last week, in the face of grow-

ing pressure from both Con- “The panel should be
gress and the public, theagency  shut down.”

announced that it would re-
review the 20 chemicals that the company had
been involved in studying.

Scientists, environmental groups and even
private contractors say that the situation high-
lights a weakness in federal environmental and
health regulation. Private companies hired to do
risk assessments are rarely required to disclose
conflicts of interest. And often, the companies
have relationships with the industries that the
regulators are charged with overseeing. “It is
definitely a problem,” says Sandra Schubert,
director of government affairs for the Environ-
mental Working Group, the watchdog based in
Washington DC that criticized the work.

The review involves bisphenol A, a chemical

commonly found in plastics, including baby
bottles and microwave containers. The chemi-
cal disrupts the endocrine system in mice, and
some researchers think that it might cause
similar effects in humans. Both Japanese and
European regulators say that more research
is needed to determine whether the chemical
is harmful.

In July 2005, the NIEHS hired Sciences
International of Alexandria,
Virginia, as part of a panel to
summarize hundreds of stud-
ies on bisphenol A. The firm
had done the same sort of work many times
before for the agency. But this time, the Envi-
ronmental Working Group caught wind of the
study and learned that Sciences International
had two clients — Dow Chemical and BASF —
that produce bisphenol A. In late February, the
advocacy group wrote to the agency demanding
areview of Sciences International’s role in the
study. After several weeks of mounting pressure,
the NIEHS announced that it was scrapping its
contract and reviewing the work already done
on bisphenol A and the other chemicals.

Several scientists involved in the review told
Nature they think Sciences International had
behaved ethically and impartially. “I really don’t

think that they were trying to influence the pro-
cess;” says Simon Hayward, a cancer biologist at
Vanderbilt University in Nashville, Tennessee.

But others contend that the company was
deliberately stacking the review literature in
favour of industry. “All those reports are sus-
pect;” says Frederick vom Saal, an endocrinolo-
gist at the University of Missouri at Columbia,
who was not involved in the review. “The panel
should be shut down”

Independent scientists on the bisphenol-A
panel were required to sign conflict-of-interest
forms, but Sciences International was not. The

Online resources threaten livelihood of libraries

The closure of five of the 26 regional

Tight budgets could bring even

initially cited a proposed budget

in professional staff time for every

libraries of the US Environmental
Protection Agency (EPA) last year
sparked international protest.
Congressional hearings were held,
and a government investigation was
launched. In February this year, the
president of the American Library
Association told Congress that the
closures have restricted access to
information in at least 31states.
The EPA is not alone — last
year, the Department of Energy
closed its headquarters library in
Washington DC. And now, NASA is
considering downsizing its network
of libraries — including the one at
its leading science-research centre,
the Goddard Space Flight Center in
Greenbelt, Maryland.
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more whittling of libraries in the
United States. “When budgets are
threatened, agencies tend to say
let's put the library on the chopping
block,"” says Tara Olivero, assistant
director at the American Library
Association in Washington DC.

Libraries are already working
to reinvent themselves in a digital
world in which online access is fast
reducing the need for rows of books
and stacks of journals. But a full
transition to electronic resources
might not save money as agencies
hope.

Officials at the EPA, whose
libraries provide a wide range of
information about environmental
protection and management,

cut of US$2 million — an 80%
drop from the previous year — as
the main reason for downsizing
its library network. Yet critics
point out that internal EPA studies
have suggested that having a
librarian saves between $3 and $7

©2007 Nature Publishing Group

dollar invested. Since the closures,
EPA librarians have struggled to
maintain the same level of cost
effectiveness. Onrequesting a
publication from another library,
they are sometimes told that the
item is not available and that no one

Replacing books
with electronic
resources may
not save money.



SCRATCHING DIAMOND
JUST GOT EASIER
Ultra-hard material made
in the lab without high
pressures.
www.nature.com/news
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A review on the safety of bisphenol A, found in baby bottles, is under scrutiny for conflicts of interest.

company did volunteer to report any poten-
tial conflicts of interest, according to Sciences
International’s president Herman Gibb. But he
says that there was no conflict because the staff
working on bisphenol A were not working for
private clients. “We didn’t do anything wrong,”
he says. “This is unfair with a capital ‘U”
Sciences International’s website says that
about half of its business comes from private
companies and half from the government,
and it is hardly alone in that regard. A brief

investigation by Nature turned up atleast halfa
dozen other firms that work simultaneously for
federal regulators and industry — sometimes
in the same area.

For instance, in 2005, Syracuse Research Cor-
poration, a non-profit company based in New
York, was hired by the US Centers for Disease
Control and Prevention to help review perchlo-
rates, which are reactive salts that can damage
the thyroid. At the same time, the company’s
defence division was partnered with Lockheed

KANER &J. B. LEVINE/UCLA

Martin, a firm that has been sued for leaking =
perchlorates. Syracuse has an internal panel
to review potential conflicts of interest, says
spokeswoman Lisa Mondello. In this case, she
says, the company collaborated with a division
of Lockheed that doesn’t handle perchlorates.
“It’s really not connected,” she says.

“The larger the company, the more it
becomes an issue;” says James Lamb, a toxicolo-
gist with the Weinberg Group, a consultancy
firm based in Washington DC that does regula-
tory work for private industry. Lamb says that
some companies, like Sciences International,
try to segregate industrial and government
work to limit conflicts, but few if any regulators
have rules about disclosing or managing such
issues. “Conflicts of interest have never really
been completely ignored,” he says. “But I really
don’t know what the legal process has been.”

In fact, the relationships are a legal grey area
that has troubled regulators in the past. In 2004, g
the US Environmental Protection Agency S
and the NIEHS came under fire for accepting
US$2 million from the American Chemistry
Council — an industry lobby group — to con-
duct a children’s health study (see Nature 432,
6; 2004). The agencies eventually withdrew
from the arrangement, and a subsequent inves-
tigation by the US Government Accountabil-
ity Office found that stronger guidelines were
needed. Both agencies say that they have since
rewritten their guidelines about directly taking
funds from industry. [ ]
Geoff Brumfiel
See Editorial, page 950.

knows where it is, says Bernadine
Abbott Hoduski, a former EPA
librarian.

The agency is working to convert
all EPA documents into an electronic
format, and its spokeswoman Jessica
Emond says that the project “has not
incurred additional cost". But critics
argue that for agencies considering
downsizing their physical libraries,
going electronic will almost certainly
require more, not less, money.

For a start, not everything can
be digitized, and dedicated staff
are needed to assess what material
should be put in digital form.
Content must also be produced
using technologies that will be
usable decades in the future. “In
many ways you need a higher
level of expertise to produce and
maintain an electronic service than
aphysical one," says Anne Kinney, a

NASA scientist and chair of a group
that recently assessed how the print
materials at the Goddard library
could be reduced.

The demand for library services
other than shelf space has shown no
sign of tapering off and, if anything,
has increased in recent years. To
ensure that electronic resources
don't result in costs simply
being transferred to individual
researchers, those services need
sustained funding, librarians say.

At the Naval Research
Laboratory library in Washington
DC, chief librarian James King says
that he has seen a dramatic falling-
off in the number of people walking
through the door. But “space is not
synonymous with service"”, he says.
Use of the naval library’s online
databases has doubled in the past
five years.

“There s arisk of people seeing
libraries only as warehouses," King
says. He and others argue that in
atime of information overload,
librarians have an ever-more-
valuable role in designing web
interfaces that facilitate browsing

"“Space is not synonymous
with service."

and focused searches. They also
create and operate databases
specific to the needs of the research
communities they serve, and have
intricate knowledge of electronic
resources across agency- and
university-library networks. And
in a world where new journals

are continually coming online,
librarians say they are best placed
to negotiate with publishers to
obtain the cheapest site-licence

©2007 Nature Publishing Group

contracts and to monitor the
changing needs of a specific
community of users.

For her part, Kinney envisions
adifferent future for the science
library. Instead of silent halls with
towering racks of books, smaller
meeting places could double up
as information centres, where
researchers can plug in their
laptops, hold discussions, and talk
to librarians about how to navigate
the myriad resources online.

NASA has not yet made any
decisions about closing any libraries,
but the issue is likely to remain on
the table: “The NASA budgetisn't
getting any bigger," notes Robin
Dixon, chief librarian of Goddard.
The challenge will be to cut back on
physical resources without cutting
back on service. [ ]
Lucy Odling-Smee
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Rival genetics projects build bridges

Projects that explore the world's
biodiversity might seem like natural
allies. But last week a workshop was
held in North Carolina expressly
to mend fences between two such
initiatives that have different
approaches.

Both projects use genetics
to catalogue the relationships
between organisms. The
Assembling the Tree of Life
project, funded by the US National
Science Foundation, explores the
evolutionary relationships between
different classes of organisms. And
the Consortium for the Barcode
of Life initiative, funded largely by
private foundations, uses short
DNA signatures to discriminate
between species.

Some systematists, such as those
in the Tree of Life project, think that

the upstart barcoding approach
ignores crucial information

that helps to define organisms,
such as their habitats and their
relationships with other species.
As aresult, the two

signal that a lot of the hostility
about barcoding has died down
and disappeared,” says David
Schindel, executive secretary of
the Barcode of Life project.

But others remain

groups tend to regard “The ]Olnt more reserved. "I still

eachotherwithmore  workshopisa have some scepticism

scepticism than H about barcoding,

friendliness. Slgnal that_a, lot depending on what
The workshop, of the hOStlllty to its goals are,” says

which was held on genetic barcoding  Cracraft.

19-20 April and has died down.” Proponents of

attended by about 40
scientists from both communities,
was intended “to build bridges",
says co-organizer Joel Cracraft,
an ornithologist at the American
Museum of Natural History in
New York.

For some, the occasion was
amilestone. “Thisreallyis a

barcoding have
encountered particularly tough
resistance to the idea that the
technology will help the world to
catalogue its fast-disappearing
biodiversity, by quickly identifying
new species based on DNA
differences from known species.
Systematists scoff at this idea and

say that because species have
varying levels of genetic diversity,
setting a uniform cut-off for how
much diversity distinguishes a
new species is tough.
But barcoders have now
published research showing
that their approach can work in
some contexts (K. C.R.Kerr et al.
Molecular Ecology Notes doi:10.1111/
j1471-8286.2007.01670.x; 2007).
And systematists have decided
to try to find common focus with
barcoders, rather than turning up
their nose at the entire enterprise.
The meeting's organizers
hope that these connections will
ultimately lead to collaborations.
But for now, they say, just getting
the scientists to talk to each other is
agood first step. ]
Erika Check

9260

©2007 Nature Publishing Group



M. LAKSHMAN/AP

Crop biodiversity project
receives seed money

Funding has been secured for a major
biodiversity project that could help
safeguard seeds and genetic data for up to
165,000 varieties of 21 food crops.

The project, carried out by the Global
Crop Diversity Trust and the United
Nations Foundation, will replenish stores
of seeds in poorly maintained seed banks
throughout the world and ensure that back-
up stocks are established. It will also create
a database that gives plant breeders access
to the genetic blueprints underlying the
different strains.

Designed to ensure that plant breeders
retain as much flexibility as possible in
creating improved crop strains, the project
will be paid for by a $30-million grant from
the Bill & Melinda Gates Foundation
and $7.5 million from the government
of Norway.

India puts Italian AGILE
satellite into orbit

Italy’s satellite AGILE was launched by
India’s PSLV rocket on 23 April, in India’s
first commercial launch solely for a foreign
spacecraft.

AGILE, which had been delayed for two
years as Italy’s space leaders debated the
launch, will provide the first measurements
of high-energy gamma rays since NASA’s
Compton Gamma-Ray Observatory fell
back to Earth in 2000. A NASA programme
called GLAST will make similar
measurements following its launch later
this year.

The PSLV is due to launch India’s
first spacecraft mission to the Moon,
Chandrayaan-1, in 2008.

AGILE manoeuvre: India's PSLV rocket takes off.

Cassini offers solution to
the riddle of the rings

Fresh light has been shed on why William
Herschel was able to sketch the rings around
Uranus in the late eighteenth century (inset).
Other astronomers were unable to confirm his
sighting with more powerful telescopes until the
Keck telescope on Hawaii confirmed the rings’
existence in 1977 (right).

Stuart Eves of Surrey Satellite Technology,
a UK satellite company, told the Royal
Astronomical Society's National Astronomy
Meeting in Preston that the Cassini mission
has shown that Saturn's rings are darkening
and expanding. If the same phenomenon
occurred around Uranus, he says, that
would explain why its rings have become
progressively harder to see. Herschel's
sketch shows the rings in the right orientation,
and his description that they are reddish has
also been confirmed.

Contaminated-blood
inquiry begins in Britain

An independent public inquiry has started
in Manchester, UK, into how thousands

of haemophiliacs were infected with HIV
and hepatitis C in the 1970s and 1980s by
being given contaminated blood products.
It follows related scandals in France, Japan,
Germany and the United States, where
similar proportions of haemopbhiliacs were
infected.

The inquiry, led by Labour peer Peter
Archer, will examine the timetable of
decisions to introduce heat-inactivated
clotting factors and products from the
United States that were known to be high-
risk because of the US practice of paying
donors. The focus of HIV infection will be
the narrow window between the discovery
of the virus as the cause of AIDS in 1983 and
the introduction of safe blood products in
1985. Haemophiliacs have long demanded
an inquiry, which could open the way for
compensation.

Germany relaxes rules
on postdoc contracts

A controversial rule disallowing scientists
in Germany from working on short-term
contracts for longer than 12 years — or 15
years in the case of clinical research — has
been retracted.

The rule was introduced in 2001 as part of
apackage of measures intended to improve
the lot of young German researchers by
limiting the duration of insecure postdoc
work (see Nature 415,257-258;2002). But
it was criticized from the beginning for
introducing unnecessary restrictions — and
for discriminating against women, who are

©2007 Nature Publishing Group

likely to take time off to start a family during
their 20s and 30s.

A replacement law that allows grant
money to be used to pay postdoctoral
researchers without time restriction came
into force last week.

Canada launches open-
access medical journal

An open-access medical journal has been
set up by editors who left Canada’s best-
known medical publication, the Canadian
Medical Association Journal (CMA]J), last
year in a disagreement over its editorial
independence.

The journal, Open Medicine, will be
published by a non-profit organization and
will not accept advertising from makers of
drugs or medical devices. It plans to sustain
itself mostly by voluntary contributions
for the first year and then start charging
authors to publish.

“We are launching Open Medicine as an
open-access journal because we believe the
current, closed-access model is inconsistent
with the values of medicine,” says co-editor
Anita Palepu. Palepu, seven colleagues
and 16 board members left the CMAJ
after two of its editors were dismissed for
publishing a politically sensitive news story
in the journal.

Correction

In our News Feature “Is French science in
decline...” (Nature 446, 854; 2007), the axis on
the graph should have read: “Gross domestic
expenditure on R&D as a percentage of GDP".
And the sentence “The challenge for French
research in which politicians can make the
biggest difference is the decline in government
spending” should have referred to ‘science’

not ‘government’ spending.
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BUSINESS

" The Stagecoach fleet now uses the Envirox
fuel additive in all its vehicles.

Nanotech growing pains

A licensing dispute over fuel additives could spell trouble for one of
Britain's nanotechnology stars, as Katharine Sanderson reports.

for Oxonica. Last August, the nanotech-

nology firm signed a £6-million (US$12-
million) deal to sell its nanoparticle-based fuel
additive to the Turkish oil firm Petrol Ofisi. But
now, that deal is in trouble — and Oxonica is
locked in a court battle over the intellectual
property behind the additive, called Envirox.

On 23 February, the company asked the High
Court in London to rule that it doesn’t need to
keep paying royalties for the product to Neuftec,
a company registered in the Caribbean island
of Dominica that first licensed the fuel-additive
technology to Oxonica in 2001.

Oxonica says that it now uses a different tech-
nology to make its additive, and that its product
therefore no longer falls under Neuftec’s patent.
The case is characteristic, analysts say, of the
intellectual-property arguments that are likely
to sear through the nanotechnology industry as
more ideas make the transition from research
to commercial products.

“When it comes to intellectual property, com-
panies will need to get together,” says Michael
Holman of Lux Research, a New York consul-
tancy firm that specializes in nanotechnology.
“A lot of areas have very dense and overlap-
ping patent spaces.” If such legal battles are to
be avoided, Holman says, companies that hold
patents on ideas will have to cooperate closely
and carefully with those, such as Oxonica, that
specialize in their practical application.

Envirox was originally based on an idea devel-
oped by two businessmen, Ronen Hazarika and
Bryan Morgan, who were looking for ways to
improve fuel efficiency and were conducting
their own, crude trials in their families’ cars.

In 2000, they patented an additive consisting

Q few months back, the outlook was bright

of nanoparticles of cerium oxide, an oxidation
catalyst, that had its surface treated to help it dis-
persein diesel. Morgan and Hazarika then set up
Neuftec in Dominica, and gave it control of the
patent. They also approched Oxonica with their
idea. Oxonica licensed the patent from Neuftec,
hired Hazarika in July 2001, and developed the
product as Envirox. A third company, Austral-
ian-based Advanced Nanotechnology, supplied
Oxonica with the cerium oxide particles used in
the additive.

Oxonica, which was started at the Univer-
sity of Oxford, UK, in 1999, says that Envirox
improved fuel efficiency by up to 11% in ini-
tial trials. The product soon became popular.
In 2004, Stagecoach, one of Britain’s largest bus
operators, said that it would use it in all of its
buses. Last week, the bus firm confirmed that it
was still doing so.

But Hazarika left Oxonica in September 2005
for undisclosed reasons. A year later, Oxonica
signed a deal with Petrol Ofisi to use Envirox in
its diesel fuel. But by then, Oxonica had intro-
duced a second additive, also based on cerium
oxide, from a different supplier. Oxonica claims
that this alternative additive does not fall under
Neuftec’s patent — but Neuftec disagrees.
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Hazarika, who now works for a Singapore
company called Energenics, says that Oxonica
refused to divulge the composition of its new
additive. “We were constrained by confidential-
ity from our supplier — we made that clear to
Neuftec,” says Kevin Matthews, chief executive
of the Oxford firm. Neuftec gave Oxonica an
ultimatum: reveal the details of the product by
23 February, or face legal action. “We wanted to
understand why they did it — what led to the
second product being developed and what the
composition was,” says Hazarika.

The day the deadline passed, Oxonica did
not give Neuftec the details, but instead took
the matter to court. “We filed to protect our-
selves,” says Matthews. “We asked the court to
take a judgment as to whether the product was
licensed or not” On 11 April, Neuftec filed a
defence and counter-claim against Oxonica at
the High Court.

Hazarika also claims that Oxonica is selling
its new additive on the basis of test results from
the first product — something that Matthews
denies. “Of course we have got new test results,”
he says. The difference between the products
concerns the surface treatment used to stabilize
the cerium oxide nanoparticles in the fuel, Mat-
thews says. He adds that Oxonica would like
to sell the two in combination — although it
won't use Neuftec’s formulation while the dis-
pute plays out in court.

Trial troubles

Meanwhile, Oxonica’s Turkish deal seems to
be in trouble. On 28 March, Oxonica issued a
statement saying that although initial field tests
with Petrol Ofisi in Turkey had shown a fuel
saving of 1-1.5%, a second trial was “incon-
clusive and it has not been possible to identify
whether there has been any improvement in
fuel economy”. These results were a “hit in the
shins” for Oxonica, says David Gittins, a chemi-
cal engineer who assesses new technologies for
Imerys Performance Minerals near St Austell,
UK. The company’s shares dropped after the
announcement (see chart).

In an extra twist, Advanced Nanotechnology
is now working with Hazarika’s new company,
Energenics, to try to sell the fuel additive in
North America. Even if it loses its battle with
Oxonica, Neuftec will still have its patents —
although Hazarika is unsure whether the same
additive will be used again. “The product is
tainted by what is going on in Turkey;” he says.

The case isn't the first of its kind and certainly
won't be the last, as nanotechnology products
and processes flood the market. “Oxonica need
to be able to get these intellectual-property
issues sorted out to get the value they need from
the technology;” says Holman. “It’s a lesson that
companies need to pay attention to.” n
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PIMP MY ANTIBODY

Antibody therapies have had more than their fair
share of crashes. But designers are at work on
faster, fancier new models, finds Erika Check.

ou know the scene. The mechan-

ics are in the body shop tinkering

with their toys, revving things up.

They’re reworking big ends, stripping
machines down to the basics, welding the back
half of one to the front half of another in search
of something new. They’re after something
unexpected, something flashy, something no-
one else has but everyone will want. It has to
be streamlined; it has to be powerful; it has to be
fast. And because these mechanics are custom-
izing the design of medically important anti-
bodies — not just pimping up their dragsters
and low-riders — it also has to be very reliable
and extremely safe.

The first therapeutic antibody, a mouse-
derived molecule introduced in 1986, suc-
ceeded in blocking the normal immune attack
on transplanted organs. But this was a jalopy
by today’s standards, and such molecules have
already been through two major redesigns.
In the first, scientists developed ‘humanized’
antibodies: safe, efficient molecules that more
closely mimic antibodies made by the human
body. In the second, companies worked out
how to mass produce them, making antibodies
serious contenders in the drug market.

Now antibodies are being souped up for a
third time, and this time the result is set to be
more radical. During the next decade, research-
ers and drug companies hope to introduce a
new convoy of antibody drugs that is safer
to patients and more lethal to pathogens or
destructive cells. Many members of this new
breed are fragments of antibodies that can reach
targets that whole antibodies cannot. Some
are proving useful for treating diseases once
thought to be way beyond antibodies’ range.

The latest spruce-up is partly motivated by
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rapid recent progress in biology. Scientists now
understand more about how antibodies inter-
act with their target molecules and how they
recruit the body’s own defences to help elimi-
nate them. This knowledge can be converted
into more effective therapies.

The redesign is also inspired by some very
public disasters that have occurred during the
past few years. In 2005, Biogen Idec, based in
Cambridge, Massachusetts, and Elan, in Dub-
lin, Ireland, were forced to temporarily remove
Tysabri — an antibody intended to treat mul-
tiple sclerosis — from the US market after it
was linked to a rare infection that can be fatal.
And last year, six volunteers ended up in inten-
sive care after taking an experimental antibody
drug made by the now-insolvent German com-
pany TeGenero'.

ANTIBODY STRUCTURE

Typical antibodies have a Y-shaped configuration.

Target protein

Antigen-
binding site
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These failures have prompted caution in the
design, trial and sale of antibody drugs. Biogen
Idec and Elan relaunched Tysabri last July under
a tightly controlled programme so that it can
track and respond to any suspected side effects.
And the scientists behind TeGenero’s approach
are now looking to treat patients’ cells outside
the body, which they hope will sidestep the
problems caused when their antibody was deliv-
ered straight into the bloodstream. “There is
definitely a consensus that if you are giving anti-
bodies to patients you should be jolly cautious;”
says Richard Begent, a doctor and researcher
at Royal Free and University College Medical
School in London, UK, who helped investigate
what went wrong in the TeGenero trial.

Revving up research
In the early 1990s, drug companies were dubi-
ous about antibodies because some of the earli-
est candidates didn’t work, and because they are
large molecules that are expensive and difficult
to make. It took the blockbuster success of drugs
such as rituximab — the first antibody approved
to treat cancer in 1997, developed by Genentech
and IDEC Pharmaceuticals — to coax major
drug companies to take a second look.
Antibody therapies have proved successful in
part because they work against some diseases
for which treatment options are scarce, such as
cancer. They also make money. “There’s nothing
like success in the marketplace to get pharma
to look at something really hard,” says Simon
Moroney, co-founder and chief executive of the
fifteen-year-old protein-design company Mor-
phoSys, of Martinsreid in Munich, Germany.
Today, 21 antibodies are approved for sale, and
the market is projected to be worth US$22 bil-
lion by the end of this year. Genentech, based
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in South San Francisco, California, has grown
from a small, cash-strapped start-up to a
multibillion-dollar biotechnology giant on the
strength of antibodies. Most major pharmaceu-
tical firms now have partnerships or in-house
discovery units devoted to antibody therapies,
and much of the basic research is being done by
them and in biotech companies.

It may seem audacious for scientists to try to
improve on our own antibodies, which are ele-
gantly constructed to recognize and eliminate
harmful cells and organisms from the body.
Natural circulating antibodies have a structure
that resembles a Y (see ‘Antibody structure’).
The portion of the antibody corresponding to
the arms of the Y is the Fab region. These arms
feature ‘hands’ and, just like the myriad shapes
and sizes of human hands, the Fab region’s
hands come in an endless variety of forms that
each recognize and dock with one of billions of
target molecules, such as structures on invad-
ing pathogens.

Once docked, the antibody’s business end
— the Fc region — goes to work. This portion
corresponds to the tail of the Y. It sends signals
to the body’s own assassins — cells and mol-
ecules that destroy whatever the antibody has
latched on to.

Bits and pieces
The Fab and Fc regions were both thought to
be essential to antibodies’ ability to seek out
potential threats within the body and mark
them for annihilation. So many scientists
scoffed when, in 2000, a 28-year-old researcher
named Ian Tomlinson and his
colleague Gregory Winter,
based at the prestigious Medi-
cal Research Council’s Labora-
tory of Molecular Biology in
Cambridge, UK, founded a
company on what seemed like
ahopeless premise. (Tomlinson
even left the institute to focus
on this project.) Winter’s team
had shown that it could create
‘domain antibodies’ consisting
of only a small stump of the Fab region, and
completely lacking an Fc region®. Tomlinson
and Winter claimed that these ‘abbreviated’
antibodies would be able to follow paths that
are off-limits to whole antibodies, such as
passing through the gut into the bloodstream.
Whole antibodies are too large to penetrate the
gut lining and must be injected directly into
the blood.

Seven years later, this play looks quite smart.
It turns out that the Fc region of an antibody,
which marks cells or molecules for destruc-
tion, isn’t always necessary. In some cases,
binding of the Fab region prevents a molecule

“Most major
pharmaceutical
firms now have

partnerships or
in-house discovery
units devoted to
antibody therapies.”

The disastrous trial of TeGenero's experimental antibody at Northwick Park holds important lessons.

from performing a detrimental action, mak-
ing its annihilation unnecessary. (Indeed, the
Fc region can even be dangerous; reactions
mediated by the Fc portion of the TeGenero
antibody are thought to have had a role in its
extreme side effects.)

Domantis, the company founded by Tomlin-
son and Winters and based in Cambridge, says
it has shown that its domain antibody against
a molecule known as tumour necrosis factor
alpha is effective in animal models of rheu-
matoid arthritis and chronic lung disease, and
preclinical trials are under way. Last December,
Domantis was bought for £230
million (US$461 million) by
drug giant GlaxoSmithKline.

The acquisition of Domantis
is a prominent endorsement
of a burgeoning area of inno-
vation: using pieces, parts or
combinations of antibodies.
Companies and academic
researchers are now testing all
sorts of pared-down or pieced-
together antibodies in the hope
that they will reach targets inaccessible to
the whole molecule, or hit already accessible
targets more effectively.

The varieties are seemingly endless. Some
consist of the entire Fab region; six such thera-
pies have been approved by the US Food and
Drug Administration (to prevent blood clot-
ting, for example, or treat snake bites) and
more are in clinical trials. Others are just a
tiny portion of the Fab region, consisting of
little more than a targeting domain — that s, a
single hand one of the antibody’s arms. Some
such fragments have been linked together in
doublets or triplets that bind to multiple targets
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or to different regions on the same target, thus
binding it more tightly. Domantis is working
on such linked antibodies. Even more frag-
ments have been connected to other molecules
such as stabilizing agents or drugs.

Scientists in Maryland and California, for
example, have glued together small segments
of a Fab region that attaches to a receptor
on human cancer cells. They linked it to the
chemotherapy agent doxorubicin in order to
target the drug exclusively to cancer cells’.
The question now is how effective this and the
many other innovative structures will be. Most
scientists suspect that this will depend on the
disease being treated and the specific structure
of the molecule designed to treat it.

Back-seat driver

Many researchers are focusing on the front
portion of the antibody, but there is also
increasing interest in the Fc region. The impor-
tance of this region was famously shown five
years ago when a group of researchers based
in France published a study on rituximab. This
antibody binds to and wipes out B cells, which
multiply in certain types of cancer. Rituximab
has been a miracle cure for some patients, but
fails to work in 30-50% of people with particu-
lar lymphomas.

The researchers divided patients on rituxi-
mab into groups on the basis of genetic varia-
tions in particular receptors that bind the Fc
region and help to kill whatever the antibody
has bound to. One group had receptors that
bind the antibody tightly, and another had a
form that bind it more loosely. Of those patients
with the tighter-binding form, 90% benefited
from rituximab, compared with only 50% of
those with the looser-binding variant®. This
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was a dramatic demonstration that interac-
tions involving an antibody’s back end can be
crucial to its effectiveness — “a pretty big step,”
says Greg Lazar of the biotechnology company
Xencor, of Monrovia, California.

Researchers and companies are now attempt-
ing to modify the rear end of antibodies so that
they bind their receptors more strongly and
boost a patient’s immune response. Xencor, for
instance, has retooled its entire business model
to focus on this idea. The field is rife with com-
petition, and companies are doing everything
from changing the structure and surface
properties of the Fc region to altering
its amino-acid sequence. It’s not
clear whether these attempts
will work. But it won’t take
long to find out, because clin-
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Genentech's success with rituximab drew big drug companies to antibody research.

ical trials of antibodies with Mag‘;“;‘&.‘:i
modified Fc domains have %&};‘;\,
already begun. e r tars”
Until now, many such . intrigued by the perplex-
therapies have been aimed at \\\\\\\\\“‘\\\\\ ing side effect of the nerve

cancer cells, which have their

own unique protein signature an

antibody can latch onto. Autoimmune
disease has been another focus, because anti-
bodies can interfere with specific overactive
proteins in the immune system.

New directions

But now companies are broadening their
sights. One of the most intriguing examples of
this began about ten years ago, when scientists
at Genentech were trying to treat a condition
known as peripheral neuropathy by injecting
patients with a form of nerve growth factor,
a protein that was lacking in the neurons of
their skin. The company stopped developing
the drug because it wasn’t working well and
because of potential side effects. Patients had
reported pain at the injection site and through-
out their entire bodies.

In 2001, Genentech spun out all of its efforts
to develop treatments for the nervous system.
Arnon Rosenthal, the Genentech executive
who left to run the spin-off company, was

lan Tomlinson backed the idea that fragments of
antibodies could be effective on their own.
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growth-factor trials. If inject-

ing the protein caused pain, he

wondered whether blocking the

protein might relieve it. Some thought this idea

wildly impractical, because nerve growth fac-

tor is thought to be essential for the survival of
neurons in the central nervous system.

Nonetheless, Ronsenthal’s company, Rinat
Neuroscience, decided to test the hunch — after
all, the pain market is vast, and no major pain
drugs had been developed in almost a decade.
The company produced an antibody to block
nerve growth factor and tested it
in animal models of cancer and
arthritis pain, then in human
volunteers. Last May, one month
after Rinat was acquired by the
drug giant Pfizer, company sci-
entists reported to a meeting of
the American Pain Society that
a single injection of the block-
ing antibody alleviated arthritis
pain in 79 patients for up to two
months.

Earlier attempts to treat nervous-system
disorders with antibodies ran into difficulties.
Biogen Idec and Elan’s troubled drug Tysabri,
for instance, is intended to prevent the immune
cells that cause nerve damage in multiple
sclerosis from entering nervous tissues. The
antibody binds to a protein known as integrin
alpha-4 on these cells. But it had been on the
market only a few months when the company
had to pull the drug after two patients taking
it developed a rare brain infection. The com-
panies conducted a thorough — but incon-
clusive — investigation to try to discover what
could be causing the infections.

The Tysabri episode served as a warning
that antibodies for nervous-system conditions
can have unpredictable results — but it hasn’t
slowed the race to find them. Alzheimer’s dis-
ease is a particularly attractive target, because
the potential drug market is huge. The toxic

©2007 Nature Publishing Group

"Tysabri served
as a warning that
antibodies for

nervous-system
conditions can
have unpredictable
results.”

protein aggregations that cause this brain
disease could, in theory, be neutralized or
destroyed by an antibody.

One complication is that antibodies are large,
and so rarely cross the protective blood-brain
barrier. Even so, one clinical trial found hints
of efficacy. The trial, conducted by Elan in
conjunction with Biogen Idec, used a vaccine
designed to spur production of patients own
antibodies against the toxic proteins. The trial
was halted because it caused dangerous brain
infections in some patients’ — but autopsy
reports suggested that the vaccine did shrink
protein clumps in the brain®. Moreover, the
company says that some treated
patients lived more independ-
ently than did those in the con-
trol group.

Other companies have hur-
ried to start work on better
antibodies against Alzheimer’s
disease — ones that deliver anti-
bodies directly into the body
rather than trying to stimulate
their production with a vaccine.
Elan is farthest ahead, and is
running a 240-patient trial in conjunction with
Wyeth that is expected to wrap up next year.
Other major companies, such as Merck and Eli
Lilly, aren't far behind.

Should one of these treatments work, it
would mark a watershed in Alzheimer’s dis-
ease treatment, and a major milestone in the
expansion of diseases that might be treated by
antibodies. Designers are already thrilled by
the new mileage promised by their pimped-up
antibodies — and are all too eager to take them
for a spin. u
Erika Check is a senior reporter for Nature in
San Francisco.
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Arizona State Ulﬂﬁr’s_ity's president
P ichael Crow wants to shake up the

hierarchy of American universities.

-
i

THE ARIZONA EXPERIMENT

A shift in population, money and political influence to America’s ‘sunbelt states' is helping to

reshape its research universities. The first of two features looks at the far-reaching ambitions of
Arizona State University. The second asks whether a rush to create extra medical schools could
spread the region's resources too thinly.

tisahot February morning in the Arizona
desert, and Walter Cronkite, the legendary
American newscaster, is straining every
muscle in his 90-year-old body to break
the hard ground with a golden shovel.
Cronkite is in Phoenix to start construction
on a new home for America’s biggest journal-
ism school, in America’s largest university, in
what will soon be its third-largest city. He has
some generous words for his host, the president
of Arizona State University (ASU). Michael
Crow, Cronkite tells the crowd gathered for
the ground-breaking, is “a true visionary of our
time. He entered the city and took the reins of
the university, and gave it direction and energy
beyond what anyone could have imagined”
Strong words coming from the ‘most trusted
man in America. But the energy is palpable
across ASU, including its campus here in down-
town Phoenix where construction cranes speak
to Crow’s ambition. In the past four years, since
he left Columbia University in New York to take
the reins in Arizona, Crow has had one goal in
mind. Put simply, he wants to leave behind the
Harvard template, and build a new American
university for the twenty-first century.
Thekey to Crow’s vision is to break away from
the department-based model of most universi-
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ties, and instead build up excellence at problem-
focused, interdisciplinary research centres. US
research universities, Crow argues, “are at a fork
in the road: do you replicate what exists, or do
you design what you actually need?” By his reck-
oning, centres that teach students to communi-
cate with the public and to tackle real problems,
such as water supply, are more relevant to today’s
needs than, say, a chemistry department.

Crow’s ideas for ASU have some powerful
supporters. “It has become a very different and
very exciting institution,” says Frank Rhodes,
former president of Cornell University in New
York and the one-time chair of the US National
Science Board. “It is going to be a prototype for
the rest of the country”

Not everyone is convinced. Some think that
Crow has over-reached, attempting to turn
a public university with a mixed reputation
into a research hub of international repute. For
instance, critics have attacked plans for a medi-
cal school in Phoenix — supported by Crow, but
being built by Arizona State’s erstwhile rival, the
Tucson-based University of Arizona — as being
extravagant and politically inspired (see page
971). In addition, Crow has been involved in
noisy public disputes with ASU’s student news-
paper over allegations that he tried to censor
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its content to please Ira Fuller, a Mormon con-
struction magnate who has donated more than
US$160 million to various university projects.

Before arriving at ASU, Crow had a reputation
as a talented but headstrong university leader.
A political scientist who specialized in science
and technology policy at Iowa State University,
he entered full-time university administration as
avice-provost at Columbia University, one of the
top private research universities in the United
States. There he helped to establish the Earth
Institute — now led by economist Jeffrey Sachs
— to tackle interdisciplinary environmental
problems. He also pursued a vainglorious effort
to save Biosphere 2, the Earth-sciences experi-
ment-cum-greenhouse built in the Arizona
desert and funded by Texan billionaire Ed Bass.
It was his sojourns to Biosphere 2 that first drew
him to the youngest and, arguably, brashest of
the contiguous United States. “I liked the atti-
tude here,” Crow recalls.

Talk to any academic who has accepted or
rejected a position at ASU recently — and there
are plenty of them — and this attitude invari-
ably comes to the fore. For your typical American
university professor from either coast, the idea of
moving to Phoenix is about as appealing as a stint
in the nineteenth-century wild-west community
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portrayed on HBO’s series Deadwood. Yet the
size and the sheer energy of the city and the
project can overcome initial misgivings. A sur-
prising number of top-flight individuals — from
Nobel-prize-winning economist Edward Pres-
cott to the biologist and former research chief
of SmithKline Beecham George Poste — have
taken the plunge.

ASU was already growing its research from
a modest base, with an interdisciplinary bent,
before Crow turned up. In 2002, the university
was involved in setting up the Translational
Genomics Research Institute (TGen), a gene-
tics research centre run by Jeffrey Trent, former
scientific director of the US National Human
Genome Research Institute. Today TGen has
about 300 researchers, an annual research
income of $60 million, and eight spin-off com-
panies under its belt.

Crow’s role has been to publicly raise the flag
of bold reform, get politicians and philanthro-
pists on board, sign up some star academics and
build interdisciplinary centres to house them.
Those established under his tenure include the
physically spectacular, $150-million Biodesign
Institute led by Poste; a School of Earth and
Space Exploration (SESE), headed by geologist
Kip Hodges; and the Consortium for Science,
Policy and Outcomes run by Dan Sarewitz, a
former Democrat staff member of the House
of Representatives.

Stylish approach
The Biodesign Institute, whose building won
R&D magazine’s award last year for the finest
new laboratory in the United States, houses
700 staff, including 100 faculty members who
are collaborating, drug-industry style, on new
approaches to molecular biology and genetics.
Biology, computing and engineering in par-
ticular, but also law, social sciences and other
specialties, are brought into the mix. Last year,
the institute attracted about $60 million in
public research funding. If all goes to plan, two
additional laboratory buildings will be built by
2009, at a further total cost of $300 million.
Poste has the air of someone more accus-
tomed to giving orders than following them,

“ASU is the
most radical
experiment

goingonin
American higher
education.”

— George Poste

but, like many of Crow’s recruits, he speaks
with an almost-childlike enthusiasm for the
project. ASU is “singularly the most radi-
cal experiment going on in American higher
education’, he says. “This is the fastest-growing
metropolitan area in the United States, and its
largest constellation of undergraduates. This
isn’'t just about the research; it is about the
future of these young people”

Michael Tracy, deputy director of the insti-
tute, admits that he hesitated before coming to
Arizona from his previous position at Stanford
Research International, a contract research
group in California. But he says that he has
been impressed by the extent to which Arizo-
na’s residents have bought into the university’s
plans. “Local people realize that the area needs
ahigh-value proposition,” he says. “They have
really embraced the idea”

Kip Hodges, who came from Massachusetts
Institute of Technology (MIT) in Cambridge
last July to lead ASU’s new School of Earth and
Space Exploration, shares this enthusiasm. “It
is a wonderful thing to be part of a place that is
becoming, rather than a place that has been,”
he says of Phoenix.

SESE, which has 36 faculty from many dis-
ciplines, hopes to be in a new, purpose-built
building by 2009. It aims to pull together exper-
tise in engineering, computation and Earth
and space science (ASU is a leader in Mars
exploration) to obtain a better understanding
of problems on this planet and farther afield.
At first, Hodges suspected that ASU’s empha-
sis on serving Phoenix was parochial — “after
all, what has MIT ever done for Boston?” he
asks rhetorically. “But for SESE, it is a matter
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Arizona State
University's Biodesign
Institute is set up to
foster collaborations
between researchers.

of the relationships between the Earth and Z
society” For example, the centre plans to study =
how society coevolves with changes in water &
resources. “It is obviously important for Phoe-
nix, but it is important for the rest of the world,
too,” Hodges says. Addressing such problems
requires a huge collection of skills, including
archaeology, the physics and chemistry of
water, evolution, anthropology, human ecol-
ogy, climate and palaeoclimatology. The centre
aims, for instance, to build a comprehensive
model of the entire Colorado river basin.

ARIZONA

Heatislands

Water issues are also to the fore at the Global
Institute for Sustainability, an interdisciplinary
centre led by Chuck Redman, an anthropolo-
gist and long-time ASU faculty member. The
institute brings together about 50 faculty, all of
whom also have departmental appointments,
to study the relationship between people and
the environment, especially in urban areas.
A focus of interest, Redman says, is to develop
building materials and coatings that are suited
to ‘heat island’ cities such as Phoenix, where
temperatures can exceed the surrounding area
by as much as 8 °C.

Unlike these other centres, the Consortium
for Science, Policy and Outcomes is a unit
that Crow founded in Washington DC and
brought with him to ASU. On Tuesday morn-
ings, he even teaches class there, engaging in
a double act with centre director Sarewitz in a
three-hour seminar with about 30 undergrad-
uate and graduate students. Crow’s a talented
teacher. He pulls students into Thomas Kuhn’s
ideas on how scientific paradigms change by
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alluding to a friend who died of the immune
disease lupus, and illuminates policy questions
by referring to people he knows, such as Jack
Marburger, the US presidential science adviser,
and Jim Collins, an ASU biologist who runs
the National Science Foundation’s biological-
sciences directorate.

All of this is part of an overall picture that
puts strong precedence on three things: high-
quality, interdisciplinary research; access for
large numbers of students from Phoenix’s
racially and socially diverse population; and
relevance to the needs of the city and the
region. Parts of the vision predate Crow’s
arrival, but the university has become very
much Crow’s project. “You have got to give
him credit for attacking on multiple fronts
simultaneously;” says Trent.

Fast forward

Phoenix may be the ideal place to host the
vision. “This is a university that is being built
at the same time as the city is being built,” says
Crow. On a wall in his office, an aerial view
displays the phenomenal growth of a city
whose developed area already exceeds that
of Los Angeles. The population of Phoenix
and its suburbs has grown rapidly to nearly
4 million, and is projected to reach around
8 million within the next quarter century.

Yet for Crow and his disciples, this newness
is the greatest part of the appeal. The city has
no establishment to overthrow; even Los Ange-
les is an establishment town by comparison.
Asked why people come here, Crow’s answer
is straightforward: “Quality of life,” he says.
For most of the city’s youthful population
that means space to live and drive, not opera
or bookshops. That suits Crow, the son of an
car mechanic, just fine: ‘Someone once said to
me, ‘some of you blue-collar PhDs are quite
smart,” he recalls with glee.

The question of what kind of university will
best serve this new American university is yet to
be answered. The model Crow mentions most
frequently is that of the University of London
which, although now fraying, includes every-
thing from the élite Imperial College to stalwart
specialized colleges such as Goldsmiths and

"It is a wonderful
thing to be part
of aplace thatis

SWP becoming, rather

X i ; than a place that
\\& has been."

' — Kip Hodges

Path to success: ASU will provide resources for a
diverse community.

Birkbeck, which provide vocational training
and adult education.

Arizona, with its booming population and
slim infrastructure, faces some of the same
challenges as Victorian London — and it sees
strong universities as part of the solution. The
relationship between public universities and
legislature in most American states is tradition-
ally a difficult one. Universities are regarded by
many state legislators as expensive and dan-
gerous hotbeds of radicalism and free love (a
relationship searingly portrayed by Jane Smiley
— a friend and former Iowa State colleague of
Crow’s — in the comical novel Moo). But in
Arizona, the free love is between the legislature
and the state university system, of which ASU
is the largest part.

Conservative lawmakers and the state’s liberal
governor, Janet Napolitano, are united in their
support for the university’s expansion. A state
referendum in 2000 allocated $1.5 billion in
sales tax revenue over 20 years to research in
the state university system. Two years later, the
legislature gave $400 million more.

And private money is flowing too. In a young
city with a thin scholarly tradition, private phi-
lanthropy should be a hard sell. But the involve-
ment of people like Fuller, who never attended
the university but delivered newspapers near
its main Tempe campus, and William Carey, a
financier who gave $50 million to ASU’s busi-
ness school in 2003, have shown that this door,
too, can be prised open.

The programme still has its detractors. Aca-
demics who don’t agree with the new interdis-
ciplinary paradigm say that they have been
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trampled underfoot. Take Robert Pettit — a
chemist and long-time director of the Can-
cer Research Institute at ASU until he lost the
position in 2005. Pettit had clashed with Crow
over various issues, including the relationship
between his lab and new; interdisciplinary cen-
tres at the university. Still a tenured professor at
ASU, Pettit says that the arrival of the new insti-
tutes “has been very destructive to faculty and
student morale and has placed ASU in serious
financial jeopardy”.

Richard Zare, head of chemistry at Stanford
University and another former chair of the
National Science Board is, like Rhodes, an
authority on US research universities. But he
thinks that ASU’s emphasis on the interdis-
ciplinary may come unstuck. “It will learn,
as others have in the past, that you can’t have
strong interdisciplinary programmes without
strong departments,” Zare says.

But to Crow, the hierarchy among estab-
lished US university departments is too rigid.
“If you are the 25th-best geology department,
you are trapped!” he says. “Your chances of get-
ting to be fifth-best are zero” The interdiscipli-
nary approach, he says, offers more promise.

Meaningful measures

Measuring achievement for the new ASU falls
to the university provost, Betty Capaldi. A typ-
ical Crow hire, Capaldi was already co-leader
of a project that collates detailed, comparative
statistics between US universities. So no one
is likely to accuse her of fudging the numbers.
Capaldi, however, is rather coy about how
the performance of the new ASU should be
measured. The centres can “use anything they
find meaningful’, she suggests. “We are asking
every unit to talk to us about how they would
measure success. If you are unique — compare
yourself to yourself,” she says.

It will take years to determine whether
the experiment has been a success. Senior
ASU faculty assert that the commitment to
interdisciplinary research and broad student
access have already developed deep roots at
the university. And the enthusiasm that it has
rekindled in such diverse and seasoned char-
acters as Walter Cronkite and George Poste is
certainly infectious.

But the entire project undoubtedly hangs
on Crow’s unique style of leadership. The
approach is unusual, as Rhodes notes, because
presidents of US universities often have to con-
tent themselves with refining what they have
already got. “The polishing of the status quo is
much more comfortable;” he says. At ASU, he
says, “there is a kind of rugged individualism
that says — we will just make this happen” m
Colin Macilwain is a reporter and editor for
Nature based in Edinburgh.
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Medicinal properties

rom Florida to California the story is
much the same. Local political leaders,
noting that there are too few doctors to
serve their state’s growing population, are
arranging to build new medical schools. These,
they say, will perform cutting-edge research and
generate successful biotechnology companies,
as well as training the much-needed doctors.

The projects are planned on the basis that
they will do research that attracts funding from
the National Institutes of Health (NIH), the
main US biomedical-research agency. But the
NIH’s budget, which was doubled from $13 bil-
lion to $27 billion by 2003, has since stagnated
— raising questions about where the funds will
come from.

Critics also argue that there may not be
enough qualified students who will want to
enrol at the medical schools. The doubters say
that there’s little likelihood that the new schools
will generate clusters of biotech companies and
the associated economic benefits promised by
their champions. In short, the critics charge,
taxpayers in the cities in question have been
hoodwinked into backing expensive white
elephants that will weaken the states’ existing
medical schools, leaving medical education
and research worse off than they were before.

“This is a very expensive experiment,” says
Joseph Cortright, a consulting economist in
Portland, Oregon, and co-author of Signs of
Life, an analysis of biotechnology clusters pub-
lished by the Brookings Institution in Wash-
ington DC. “There is no way to determine if
it will succeed”

Medical-school campuses, some costing
several hundred million dollars, are cur-
rently planned or being built in Athens, Geor-
gia; Houston, Texas; three different cities in
Florida; Phoenix, Arizona; and Riverside,
California. Of the various states pursuing this
policy, Florida has proved particularly keen.
During his time in office, former governor
Jeb Bush championed initiatives that will
expend more than $1 billion on building and
equipping biomedical-research institutes in the
state (see page 1112).

Class act

In the past decade, the Florida legislature has
created three new medical schools — two of
them in the past 12 months. Florida Interna-
tional University in Miami and the University
of Central Florida in Orlando
will each open medical schools
that will accept their first
classes in 2009.

“Florida is a rapidly grow-
ing state, with an increasingly
affluent and ageing popula-
tion that accesses health care
frequently;” says neuroscientist
Terry Hickey, provost at the
University of Central Florida. “We are con-
vinced there is a physician shortage; by 2020,
that situation will be dire”

Officials at established Florida medical
schools are not impressed by the plan, however.
Abdul Rao, vice-dean for research at the Uni-
versity of South Florida in Tampa, says existing
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“The free market
doesn't work for
physician distribution

— you have to have
incentives.”
— David Goodman

institutions and universities are being under-
cut. “We need continued support for existing
medical schools,” Rao says.

When researchers receive a grant from
an agency such as the NIH, the university to
which they are affiliated gets additional funds
to cover overheads. But for the past three years,
the NTH’s total budget for these operational
costs has remained flat at $5.9 billion. That
means the new medical schools that come
online are simply increasing competition for
fixed resources.

Some specialists also take issue with the
largest single political selling point for the
new schools — the need for more doctors in
states with booming populations. Officials
at the University of California, Riverside, for
instance, argue that the planned $500-million
medical school set to open in
2012 is needed to help reverse
a shortage of doctors in the
surrounding area.

This point of view has
some sympathizers. Edward
Salsberg, a veteran healthcare
planner who now directs the
Center for Workforce Studies
at the Association of Ameri-
can Medical Colleges in Washington DC, says
that the United States needs to increase the
number of doctors it trains by 30% by 2020.

But David Goodman, a paediatrician at
Dartmouth University in Hanover, New
Hampshire, who leads a project that assesses
US healthcare needs, takes issue with this. He
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Medical schools under construction on sites such as Lake Nona in Florida (left) may help to produce more doctors to treat Florida's poor.

says that the problem is not how many doctors
there are, but how they are distributed. “There
has been fantastic spinning of the need for
more physicians,” he says.

In the United States, a private doctor can
practise anywhere and, as a result, more tend to
congregate in high-income or desirable com-
munities, leaving some areas underserved.
Miami is a prime example, as about three-quar-
ters of its residents live in areas that are medi-
cally underserved, according to Goodman’s
analysis (D. C. Goodman et al. Health Affairs
25, 521-531;2006). But because of its pockets
of wealth, he says, Miami actually has far more
doctors than some other US cities. It has 40%
more per capita than Minneapolis, Minnesota,
for example. But on average, people in Miami
live shorter lives, are subjected to more treat-
ments and are less happy with their care than
patients in Minneapolis, he says.

School of thought

Goodman claims that training yet more
doctors will just add to the excess without
addressing the needs of the medically under-
served. “The free market doesn’t work for
physician distribution,” he says. “You have to
have incentives to have physicians practise in
needy communities.”

History also suggests that when states build
medical schools, the resulting graduates won't
necessarily practise in the vicinity. Doctors
in the United States typically take speciality
residencies that last up to six years, and can be
anywhere in the country. In 2005, for exam-
ple, Florida State University in Tallahassee
lost halfits first medical class to residencies in
other states.

And another objective — that of broadening
the diversity of communities from which med-
ical students and researchers are drawn — is
problematic, too. Public-health specialists all
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agree that recruits need to be drawn from dis-
advantaged communities in order to provide a
better service for these groups.

In Florida, the greatest needs are in African-
American and Hispanic communities. But
among Florida State University’s first gradu-
ating class of 27, there were only two Afri-
can-Americans. And among the 50 medical
students graduating this spring,
only three are African-Ameri-
cans and three Hispanics.

To fill up places, many
medical schools in the states in
question already draw students
from outside the United States
and pay their full tuition and
stipend costs. In Florida State
University’s PhD programme, which began in
2004, half the 21 students are undergraduates
from overseas universities. “The number of
applicants was very low; kind of pathetic,” says
microbiologist Myra Hurt, associate dean of
research at Florida State University’s medical
school. “But we are committed to developing a
very robust research programme.”

Joint venture

In Phoenix, Arizona, a new satellite campus of
the University of Arizona College of Medicine,
based about 200 kilometres away in Tucson, is
taking shape. City leaders hope that the school,
which is now recruiting its first class of 24
students, will help to invigorate downtown
Phoenix, strengthen biomedical research at
Arizona State University (see page 968) and
spawn a biotechnology hub.

The Phoenix school will be operated under a
partnership between the two state universities.
Arizona governments have so far put more than
$130 million into the project, which is projected
to cost around $470 million. In five years’ time,
the campus hopes to accommodate a total of
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“If you want to crack
into the top 50 US

medical schools,
you have to grow."
— Gary Stuart

450 medical students, nearly 500 PhD students
and almost 300 postdoctoral researchers.

“If you want to crack into the top 50 US
medical schools, you have to grow,” says
Phoenix lawyer Gary Stuart, a member of
the Arizona Board of Regents. “But the Uni-
versity of Arizona medical school in Tucson
couldn’t grow, because it is land-, patient- and
resource-locked. We wanted to
make something bigger, better
and faster. The Phoenix campus
made sense at every level”

Yet academics at the existing
College of Medicine in Tucson
view the project with some
apprehension. “Everybody has
concerns about how they will
pay for this huge effort,” says biologist Stuart
Williams, who recently resigned his position
as chairman of college’s bioengineering depart-
ment to take up a post at the University of
Louisville in Kentucky.

Raymond Nagle, a pathologist and former
deputy director of Arizona’s only federally
designated cancer-research centre in Tucson,
shakes his head when he hears news reports
pledging that the new campus will create a
biotechnology industry in Phoenix. “I wish
them well; Thope they succeed,” he says. “I just
haven't seen the evidence they will”

And Joe Panetta, head of the consultancy
BIOCOM in San Diego, says it is too late for
the areas around the new medical schools to
compete with the likes of San Francisco, Bos-
ton and Research Triangle in North Carolina.
Arizona lacks the venture capital, industrial
partners and specialized legal and scientific
services. But legislators are optimistic that one
day their cities can host all of these services with
abrand new medical school at their core.  m
Rex Dalton, Nature's West Coast
correspondent.

J. GREENBERG / ALAMY



CORRESPONDENCE

A logged forest in Borneo is better than none at all

SIR — We welcome your encouragement for
integrating conservation with other land use
in Borneo (“Timber and tapirs” Nature 446,
583-584;2007). However, your picture of
rampant logging and forest destruction in
Indonesian Borneo (Kalimantan) requires
modification. Many Indonesian timber
companies now contribute to conservation.
About 10% of Borneo is under strict
protection. If no more than this forest is
maintained, habitat loss and fragmentation
will have a severe impact on many rare and
wide-ranging species such as the Bornean
clouded leopard Neofelis diardi, or the
endangered Storms stork Ciconia stormi.
Maintenance of any additional forest offers
numerous potential conservation benefits.
With half of Borneo’s remaining forests,
about 200,000 square kilometres, under active
forestry concessions, these areas are of key
conservation importance. For example, we

estimate that 75% of the Bornean orangutans
Pongo pygmaeus live in forest concessions.

Given political realities, extensive forest
areas will endure only if they yield economic
benefits. Production forestry in Borneo’s rain
forests is selective: only a few trees are
removed from each hectare, and what
remains is still forest. We recently reviewed
how such practices affect Borneo’s wildlife
(E. Meijaard et al. Life after Logging CIFOR,
2005). We found that, for forest fauna, logged
forest is considerably better than no forest.

Strict protection status currently makes
little difference to forest loss in Kalimantan
(L. M. Curran et al. Science 303, 1000-1003;
2004). This reflects the challenge of patrolling
and managing extensive areas with limited
resources. In contrast, many timber
companies have the capacity to manage and
protect large areas of forest — and it makes
good business sense to do so.

Timber companies wish to access the
burgeoning ‘green market’ in certified timber.
Four Indonesian natural forest concessions
have already achieved internationally
recognized Forest Stewardship Council
standards, and more are trying to do so.
This demonstrates a commitment to
conservation-friendly management.

Our monitoring of one of these concessions
implies forest losses below 0.1% per year,
compared with the Kalimantan average

0of 2% (D. O. Fuller et al. Conserv. Biol. 18,
249-254;2004).

We urge wider recognition and support
for such conservation hopes. Without this
support, forests will continue to disappear.
Erik Meijaard*, Douglas Sheil
*The Nature Conservancy, Indonesia Forest
Program, Balikpapan, East Kalimantan, Indonesia
TCenter for International Forestry Research,
Bogor, West Java, Indonesia

Millennium: invest in

L] L]

country statistical systems
SIR — Your Editorial “Millennium
development holes” (Nature 446, 347;2007)
is timely in highlighting the complexities of
monitoring the ambitious development goals
on which the world is focused. As you note,
the uneven quality of data means that our
confidence in reported or predicted
achievements varies by country and by
indicator. Your call for more investment in
evidence-based approaches is welcome, but
the solutions are more complicated than this.

A significant handicap in a country’s
efforts to evaluate interventions is the
requirement, by multiple agencies, to
monitor multiple indicators for multiple
internationally led projects. Its scarce
resources can be undermined by the creation
of parallel reporting structures, by demands
for overlapping surveys for different
purposes, and by financial support that is
skewed to meet the donor’s needs to report
internationally. This results in an ever-
widening gap between national capacity and
international expectations, and the influx of
more international experts to fill the ‘holes’

Agencies and donors want national
estimates of Millennium Development Goal
indicators in order to make international
comparisons and to monitor their
investments. Because the underlying
country data are often weak, agencies develop
predictions or estimates to fill data gaps. But
countries need more than national averages;
they require intimate knowledge of changing
disparities in indicators of access and
outcomes, by administrative areas and
between socio-economic groups. This
knowledge can be gleaned only from
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empirical data collected through information
systems that are reliable at sub-national level.
Additional investment is required, but it
should be directed to supporting countries’
efforts to strengthen their own statistical
systems in order to produce the evidence they
need nationally and sub-nationally. Until
international agencies agree to provide
coordinated support, the disparities will
remain unnoticed and the ‘holes’ unfilled.
Sarah B. Macfarlane*, Madeleine Thomsonf,
Carla L. AbouZahr:
*Global Health Sciences, University of California,
San Francisco, Box 0443, 3333 California Street,
San Francisco, California 94143, USA
fInternational Research Institute for Climate and
Society, Earth Institute at Columbia University,
New York, New York 10964-8000, USA
‘tHealth Metrics Network, World Health
Organization, 27 Avenue Appia,
1211 Geneva 27, Switzerland

Millennium: big effort has
produced statistical results

SIR — Your Editorial “Millennium
development holes” (Nature 446, 347; 2007)
states correctly that better data are needed to
track progress towards the Millennium
Development Goals. In 2002, the United
Nations secretary-general mandated UN
agencies and other international
organizations to provide the best available
data to monitor progress toward the agreed
goals. It became immediately evident that, as
you state, many countries lacked the capacity
to produce and report the necessary data.
Now, all but 17 of the countries involved
have trend data for at least half the indicators.
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The international agencies to which you refer
carefully review available national data
sources used in compiling the indicators, and
formulate methodologies when estimates are
needed to assess trends in the various regions.
These methodologies are then reviewed by
international and national experts.

Data gaps have been clearly identified, and
efforts to assist countries in the production
and use of the necessary data have been
scaled up. Statisticians from UN member
countries have also reviewed the quality and
availability of data to monitor the goals and
have provided recommendations. At the
2006 and 2007 meetings of the UN Statistical
Commission, a forum for the heads of
national statistical systems, more than 130
countries reported on their progress in
implementing these recommendations.
Although noting that deficiencies still exist,
the commission agreed that real progress has
been made, and called for improved funding
and political commitment to support the
development of statistics. We believe the
national and global statistical systems have
benefited immensely from these efforts.

The global statistical system has made
a huge effort to improve data quality and
availability, from helping to conduct
censuses and surveys in difficult areas to
improving vital registration systems. This
has produced visible results.

In addition, rather than using lack of data
as an excuse for inaction, many countries
have increased the use of existing data to
prepare and implement goal-based strategies
and to conduct rigorous research and
assessment of their programmes.

Paul Cheung
United Nations Statistics Division, 2 UN Plaza,
DC2-1670, New York, New York 10017, USA
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When good drugs go bad

How can we best reduce the risk of severe adverse reactions to marketed drugs? An international group of
scientists argues that a global research network is needed to identify genetically at-risk populations.

life-history of a drug — from preclini-

cal screening through to clinical trials
and, importantly, after the drug is marketed
and tested for the first time on the popula-
tion at large'. Although serious adverse drug
reactions (SADRs) that can cause fatalities or
severe morbidity are relatively rare once a drug
is marketed, they are estimated to be the fourth
leading cause of death in the United States, not
far behind cancer and heart disease. It is esti-
mated that each year about 2 million patients
in the United States experience an SADR when
using marketed drugs, resulting in 100,000
deaths. Similar numbers have been estimated
for other Western countries’.

SADRSs can lead to drug withdrawals, depriv-
ing some patients of otherwise beneficial drugs,
and unfortunately, may not be recognized for
years after a drug has been on the market.
Regulators, drug companies, physicians and
their patients would all like tools to better pre-
dict the apparently unpredictable.

Nineteen drugs have been withdrawn from
the US market since 1998 because of unpre-
dictable patient fatalities (see table, page 977;
ref. 4). Yet what constitutes an unacceptable
SADR is not easily defined: it depends both
on the seriousness of the disease being treated
and the availability of safer alternative thera-
pies. For example, for life-threatening cancers,
potentially fatal SADRs will be tolerated, but
for an antihistamine, even the slightest risk of
an SADR is not acceptable. Regulators therefore
have to review the evidence for individual drugs
on a case-by-case basis.

Safety issues can arise throughout the

Predictive tests

The consequences for any
patient who experiences an
SADR can be catastrophic.
In an era when patients have
many therapy choices, it
is unthinkable that select-
ing drugs for individual patients remains an
empirical exercise, and that risk factors for
many SADRs — and in particular genetic risk
factors — remain largely unknown.

One possible solution is to develop pre-
dictive genetic tests for SADRs. Since the
sequencing of the human genome, there has
been much talk about personalized medicines
targeted to individual patients. We share these
dreams, but it is unlikely that such research will

exercise.”

“It is unthinkable that
selecting drugs for
individual patients
remains an empirical

lead to a large number of (‘yes’ or ‘no’) litmus
tests for SADRs — as with all medical tests, the
results will require interpretation. Most prob-
ably, a useful genetic test may reveal whether a
risk factor is present — thereby increasing the
probability of an SADR — or absent, reducing
the probability. Such tests are far from perfect,
but they can provide doctors and patients with
many more options than they have now; the
doctor can decide to use another drug, adjust
the dose or monitor the patient more closely.
In addition to generating predictive tests, we
believe an important goal of pharmacogenomic
studies of SADRs is to under-
stand molecular mechanisms
for developing safer drugs.
What are the possibilities for
discovering genetic predictors
of SADRs? An early example
showing that genetics can help
to determine apparently unpre-
dictable drug toxicity was the finding dur-
ing the Second World War that an inherited
deficiency of glucose-6-phosphate dehydro-
genase can cause severe anaemia in servicemen
treated with the antimalarial drug primaquine’.
Data gathered over subsequent decades have
shown that genetic susceptibility contributes
to other SADRs, and several genetic tests for
predicting SADRs with known mechanisms
have already been approved for clinical use®.
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Thus, early successes led to the identifica-
tion of single-gene variants causing unusual
drug responses. More recently, progress in
genomics, including the International Hap-
Map Project (www.hapmap.org), has created
opportunities to discover additional genetic
risk factors for SADRs. However, there are
many serious issues and challenges, scientific
and societal, that need to be addressed if the
promise of applying genomics to the predic-
tion of SADRs is to be fulfilled. The research
required is expensive, with no guarantee of suc-
cess. Further, even if tests are developed, they
may not be cost-effective for clinical use or they
may over- or under-predict the patients who
are truly at risk from SADRs. It is also possible
that certain SADRs do not have a significant
genetic component or that risk is a complicated
mixture of environmental and genetic factors
that are too difficult to sort out.

Unknown mechanisms

What are the biggest research challenges to
overcome? Interactions between genetic and
non-genetic risk factors are unavoidable in
many SADRs. For example, a patient’s overall
health status may place them at a higher risk
of an SADR, so those with heart disease will
have increased risk of drug-induced cardiac
arrhythmia. Similarly, interactions between
multiple drugs amplify the risk of SADRs,
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contributing to several drug withdrawals in
the past decade (see table). These issues also
complicate identification of SADR cases;
for example, when monitoring liver toxicity,
should people with pre-existing liver disease
be excluded?

Another challenge in discovering genetic
markers for risk of SADRs is that in most cases
we have little or no information about the
underlying biological mechanisms. Experience
shows that preclinical safety testing in animal
models often cannot predict SADRs. For exam-
ple, there was no hint from animal studies of
the risk of severe shock and liver and kidney
damage that was suffered by the six individuals
who took part in the first-in-man evaluation of
the monoclonal antibody TGN 1412 last year.

Most SADRs can be classified into two
groups: those that can be predicted because
they are related to the drug’s beneficial effects
(for example, bleeding complications with anti-
coagulant therapy) and SADRSs that are unre-
lated to the drug’s effects (such as unexpected
liver toxicity). In the latter case, it is much
harder to identify genetic risk factors that may
predict SADRs because no mechanistic infor-
mation is available. In the absence of biologi-
cal understanding, one potential approach is
to apply genome-wide scans to patient groups
with identifiable SADRs to discover genetic
variations (for example, single nucleotide poly-
morphisms) associated with that group.

Upping the numbers

But by far the most challenging issue in iden-
tifying genetic risk factors for SADRs in mar-
keted drugs is that the numbers of cases are
too small for adequate genetic analysis. This
problem is compounded by failure to identify
drugs as the causative agent in many SADR
cases or by under-reporting of SADR cases by
health practitioners. Under existing systems of
voluntary reporting, some estimates suggest
that only 1-10% of cases are ever reported’.
To acquire sufficient numbers for statistical
analysis, it is usually necessary to combine
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This multiple-sclerosis patient lost out when
natalizumab was withdrawn from the market.
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For a number of drugs, serious adverse reactions are detected only after they have gone on the market.

cases across diverse clinical settings.

Hence, identifying predictive genetic mark-
ers requires greater numbers of cases and
controls in different ethnic groups than are
generally available from individual medical
centres. Even in the best of circumstances,
with the identification of genetic markers that
seem to be associated with an SADR, there
is the problem of false positives, particularly
when the markers are identified by genome-
wide scans or testing of many candidate genes
during clinical trials. Therefore, although rep-
lication of results is now the standard for such
genotype-phenotype associations, this may
not be possible when studying SADRs in any
single patient population given their frequency
and potential complexity.

In our view, a global pharmacogenomics
network is needed to study SADRs. Often, no
single site or even country can generate a suf-
ficient number of cases within a reasonable
time. Several multicentre networks are already
being developed. The EUDRAGENE project
funded by the European Commission involves
a multicentre collaboration of ten European
countries, thereby targeting a potential patient
population of 350 million®. Its goal is to estab-
lish a freely shared case-control collection of
DNA samples for six known SADRs — includ-
ingliver injury, tendon rupture, muscle toxic-
ity and psychosis.

Another nationwide example of a multi-
centre consortium for studying SADRs is the
Canadian Genotypic Adjustment of Therapy
in Childhood (GATC) project that builds upon
Canada’s national healthcare system, targeting
close to 80% of children in Canada. SADRs in
children are a significant problem because less
than one-quarter of pharmaceuticals licensed
in North America have been tested in paedia-
tric populations. Differences in the way child-
ren metabolize drugs may cause adverse effects
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that are seen less commonly in adults’.

The experience of GATC and EUDRAGENE
highlights several issues that must be faced
when forming a global network. To acquire
suspected SADR cases, EUDRAGENE relies
on existing national or regional systems of
spontaneous reporting of cases by physicians.
Among cases reported to EUDRAGENE, many
are excluded because they fail to meet preset
criteria, patients cannot be located after the
initial report, or physicians or patients refuse
to participate. From these experiences it is esti-
mated that at least 2,000 suspected cases will
need to be investigated to obtain 200 to 250
useful cases and controls with DNA samples.
This means that for an SADR that occurs in 20
patients per million people per year (such as
torsades de pointes, a potentially fatal cardiac
arrhythmia), the EUDRAGENE population
would generate only 700 cases per year. Active
surveillance could result in many more cases
being included.

Ethnic diversity

In addition to making it possible to collect
adequate numbers of cases and appropriate
controls, a global network has the advantage of
involving multiple ethnic groups. It is the rule
rather than the exception that the frequencies
of gene variants involved in the metabolism,
transport and action of drugs differ among
various populations, with some variants
occurring almost exclusively in one ethnic
group". A global consortium would also be
of great value in identifying environmental, as
well as genetic, determinants of SADRs among
diverse population subgroups.

Further, a global network would standardize
criteria used to identify SADR cases. Currently,
criteria for specific SADRs vary considerably
among studies, making it harder to replicate
individual findings and to combine cases
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from multiple studies. For example, one of the
commonest causes for US drug withdrawal
in the past decade has been an adverse reac-
tion that can lead to torsades de pointes''. The
arrhythmia, although quite distinctive on an
electrocardiogram, often requires a specialized
cardiovascular practitioner to differentiate it
from other cardiac disturbances. Further, some
studies focus on early features of the electrocar-
diogram rather than on the arrhythmia itself.
Similar issues arise when defining SADR cri-
teria for patients experiencing drug-induced
liver injury'. Here, even significant increases
in liver enzymes may not indicate clinically
important liver injury: drug-induced eleva-
tions in liver enzymes may reverse, even with
continued use of the drug, and may not lead
to permanent injury. Therefore, identifying
true cases of drug-induced arrhythmia or liver
injury needs careful criteria and monitoring.

Funding the network
What needs to be done to build a global SADR
network? Adequate funding for regional net-
works of trained doctors, pharmacists and
research nurses is essential, as is technical sup-
port for medical databases and DNA bank-
ing. None of this comes cheap. But it may be
achieved at a fraction of the cost of SADRs
to the healthcare system. Some estimates
put these costs at approximately US$40 bil-
lion to $50 billion per year worldwide. And
a pharmaceutical company can lose as much
as $1 billion if a marketed drug has to be
withdrawn. These are costs that are currently
passed on to patients.

The United States lacks a national healthcare
system and a single post-marketing surveil-
lance system for SADRSs, so it is at a disad-
vantage compared with Canada or Europe,
although this is starting to change. The Phar-
macogenetics Research Network, sponsored
by the National Institutes of Health (NIH), has
several centres studying genetic risk factors
for SADRs, and is forming partnerships with
healthcare systems such as the Health Mainte-
nance Organizations’ Research Network and
the Veterans Administration hospitals. The US
Food and Drug Administration has also initi-
ated collaborations with various stakeholders,
including the NTH, academic institutions and
the pharmaceutical industry,

DRUGS WITHDRAWN FROM THE US MARKET SINCE 1998

Drug name Approved | Withdrawn | Use Risk
Mibefradil 1997 1998 High blood pressure/ Drug-drug interactions
chronic stable angina Torsades de pointes
Bromfenac 1997 1998 Non-steroidal Acute liver failure
anti-inflammatory
Terfenadine 1985 1998 Antihistamine Torsades de pointes
Drug-drug interactions
Astemizole 1988 1999 Antihistamine Torsades de pointes
Drug-drug interactions
Grepafloxacin 1997 1999 Antibiotics Torsades de pointes
Etretinate 1986 1999 Psoriasis Birth defects
Alosetron* 2000 2000 Irritable bowel Ischaemic colitis;
(2002)* syndrome in women complications of constipation
Cisapride 1993 2000 Heartburn Torsades de pointes
Drug-drug interactions
Troglitazone 1997 2000 Diabetes Acute liver failure
Cerivastatin 1997 2001 Cholesterol lowering Rhabdomyolysis
(2002)* Drug-drug interactions
Rapacuronium 1999 2001 Anaesthesia Bronchospasm
Levomethady! 1993 2003 Opiate dependence Fatal arrhythmia
Rofecoxib 1999 2004 Pain relief Heart attack; stroke
Valdecoxib 2001 2005 Pain relief Skin reactions (SJS)
Natalizumab* 2004 2005 Multiple sclerosis Brain infection
(2006)*
Technetium (99m | 2004 2005 Diagnostic aid Cardiopulmonary arrest
Tc) fanolesomab
Pemoline 1975 2005 Attention-deficit Liver failure
hyperactivity disorder
Pergolide 1988 2007 Parkinson's disease Valvulopathy
Tegaserod 2002 2007 Irritable bowel syndrome Angina; heart attack; stroke
with constipation

* Remarketed with restrictions. Data from this table are from ref. 1 and were updated by Shiew-Mei Huang.

by the HapMap Project. As low-cost genome-
sequencing methodologies become available in
the next 5-10 years, it will be possible to iden-
tify rare genetic variants that associate with
SADRs in individual patients.

Efforts to secure sufficient resources for a
global network should involve national and
international funding agencies (including the
NIH, the World Health Organization and the
European Commission), along with other
stakeholders such as the pharmaceutical indus-
try, regulatory agencies and health-provider
organizations. Recent advances

to focus on SADRs related to
cardiovascular and liver tox-
icity. These multiple activities

“A global SADR
network will not be
cheap, butitwillbea

provide hope for the continued
development of genetic tests
to predict SADRSs. At least half

need to be expanded and coor-
dinated to develop a coherent
US strategy for the conduct and
funding of SADR research.
These regional SADR net-
works are an important step towards a global
network. Once established, a global network
should identify specific SADRs that have the
highest priority for study and focus on criteria
for diagnosis, study design and data analysis.
Genetic analyses of patient groups and healthy
controls can build on the genetic data generated

fraction of the current
cost of SADRs to the
healthcare system."”

a dozen genetic tests that can
predict adverse drug reactions
for a range of treatments are
or soon will be ready for use
in clinical practice’. The avail-
ability of these genetic tests are noted in revised
product labels that should reduce the incidence
of SADRSs.

We believe that the promise of emerging
genomic technologies offers an opportunity
to alert and educate clinicians and the pub-
lic about the problem of SADRSs, as well as

©2007 Nature Publishing Group

to enhance reporting of rare cases that may
ultimately reduce the incidence of SADRs. A
key first step is the establishment of a global
SADR pharmacogenomics network. [
Kathleen M. Giacomini is in the Department

of Biopharmaceutical Sciences, University of
California, San Francisco; Ronald M. Krauss is

at the Children's Hospital Oakland Research
Institute; Dan M. Roden is at the Vanderbilt
University School of Medicine; Michel
Eichelbaum is at the Stuttgart Institut Klinische
Pharmakologie; Michael R. Hayden is at the
University of British Columbia; and Yusuke
Nakamura is at the University of Tokyo.
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In a hole in the ground...

What happens when you find a hobbit — or a unicorn?

The Discovery of the Hobbit: The
Scientific Breakthrough that Changed

the Face of Human History

by Mike Morwood & Penny Van Oosterzee
Random House: 2007.326 pp. Aus$34.95.
To be published as A New Human by
HarperCollins/Smithsonian in May.

Henry Gee

The unicorn, wrote Jorge Luis Borges (in Kafka
and His Precursors), is universally regarded as
a supernatural being of good omen. But there’s
a problem: despite its folkloric familiarity, we
wouldn’t know how to recognize a unicorn
if we met one in real life. It “does not figure
among the domestic beasts, it is not always
easy to find, it does not lend itself to classifica-
tion,” Borges continues. “It is not like the horse
or the bull, the wolf or the deer. In such condi-
tions, we could be face to face with a unicorn
and not know for certain what it was.”

Most science consists of elaborations on well-
tested themes. The discovery of something
genuinely unexpected, however, kicks over
the traces. Even the discoverers find it hard
to accommodate the new arrival in a picture of
the world that they have, perhaps inadvisedly,
taken for granted.

Many manuscripts received by Nature are full
of the confidence of scientists who know pre-
cisely what they have found and why it is impor-
tant. But a paper that landed unannounced
on my desk on 3 March 2004 was surprising,
not only for the extraordinary discovery that
it reported, but for the matter-of-fact, almost
muted, tones in which it was described. Read-
ing between the lines, it seemed as if the dis-
coverers of Sundanthropus floresianus weren't
entirely clear in their own minds about what
manner of unicorn they had unearthed.

The report, although hard to interpret, is easily
summarized. Peter Brown of the University of
New England in Australia and his colleagues
described a hitherto unknown and extinct
member of the human family from a cave called
Liang Bua on the island of Flores in Indonesia.
The skeleton was archaic in form and extremely
small — smaller even than Lucy, the primitive,
pre-human hominid discovered in Ethiopia
whose species (Australopithecus afarensis) died
out around 3 million years ago.

But there were two big surprises, as Mike
Morwood, co-principal investigator of the joint
Indonesian and Australian project on Flores,
relates in his book The Discovery of the Hobbit.

s o

Home to a hobbit: Homo floresiensis was found in Liang Bua cave on the island of Flores in Indonesia.

The first is that the Flores hominid lived as
recently as 18,000 years ago. The second is that
the form of the remarkably tiny skull, especially
its teeth, suggested a more derived ancestry, not
from Australopithecus or any other (unknown)
primitive hominid, but from a form of Homo
— perhaps a population of Homo erectus that
was marooned on Flores a million years ago
and had undergone the kind of endemic dwarf-
ing seen in the native, pony-sized elephants
already found on Flores. The prior existence
of stone tools dating back 800,000 years from
elsewhere on Flores suggested the second sce-
nario. And yet the jarring anachronism of the
Flores hominid — literally so, given its recent
date and weird morphology — prompted the
authors to place their creature in its own genus,
at least for the present, as Sundanthropus, or
Sunda man.

The referees responded with one accord.
To be sure, the creature was strange, but the
strangeness might be a consequence of its size.
The skull, though, was clearly that of a mem-
ber of our own genus, Homo. In addition, one
referee commented specifically on the specific
name, floresianus, noting that generations
of students would dub it flowery anus. The
authors duly changed the generic and specific
name to Homo ﬂoresiensis and, after several
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iterations, that was the name attached to the
fossil when the discovery was published in
Nature on 28 October 2004.

The rest, as they say, is history. In The Discov-
ery of the Hobbit, Morwood and science writer
Penny Van Oosterzee relate the discovery, its
background and the fallout. To be fair, it’s not
great literature, but it is of vital importance,
standing as the first, book-length, ‘official
account of the discovery. Here you will learn
how and why the researchers came to be in
such a remote place, what they found, and
the considerable logistical and administrative
obstacles they faced.

Disbelief and doubt were not confined to
the researchers and their circle. As Morwood
recounts, hardly had the finds been made
public than commentators queued up to
declare Homo floresiensis not a new species, but
a pathological specimen of modern humans,
Homo sapiens, perhaps suffering from some
form of microcephaly. This was despite the
presence of not one specimen but several,
now known to have existed perhaps as long as
95,000 years ago.

Such reaction is common in the wake of new
hominid discoveries, which are routinely dis-
missed either as pathological humans (Homo
neanderthalensis) or apes (Australopithecus
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africanus and Sahelanthropus tchadensis).
Such reactions say less about the facts than
the mindsets of commentators, who might be
unwilling to have their comfortable views of
the world so forcibly changed. Confronted with
what might be a genuine unicorn, many would
prefer to see a pantomime horse with a spike
glued to its head.

After that, research fades into hypothesis,
and thence into myth. It was perhaps inescapa-
ble that the researchers chose to name their find
‘hobbit; after those small, secretive and entirely
fictitious residents of J. R. R. Tolkien’s Middle-
earth. It may be telling that the researchers
couldn’t even agree on this soubriquet, but it
was wished upon them by the press.

And what of Homo floresiensis? Although
the most parsimonious view is that it is Horno
erectus writ small, Morwood reminds us that
evolution is not obliged to be parsimonious,

and that the very existence of H. floresiensis
reminds us that much remains undiscovered.
In which case, perhaps the researchers were
right to begin with in supposing that their
creature represented a hitherto unknown and
primitive hominid that arrived in southeast
Asia, from places unknown, long before Homo
evolved.

The unicorn remains as it always did, frus-
tratingly elusive. This year, the researchers will
return to Liang Bua to see if they can discover
more. But stories such as this demand a mytho-
logical beast altogether less serene. It is as if the
researchers had set out to discover some new
form of fossil mouse, only to find that they had
grabbed a dragon by the tail instead. And as
any devotee of Harry Potter will remind you:
Draco dormiens nunquam titillandus. ]
Henry Gee is a senior editor of Nature and the
author of The Science of Middle-Earth.

A user's guide to

The Shock of the Old: Technology in
Global History Since 1900

by David Edgerton

Profile/Oxford University Press: 2007.
320 pp. £18.99/%$26

Andrew Nahum

As an academic discipline, the history of
technology has spent many decades refining
models of technological change. There has
been a move from a relatively deterministic
‘engineering darwinism’ to considering tech-
nologies, at least in part, as being elicited and
selected in the light of social values, aspirations
and prejudices.

The polemical thrust of David Edgerton’s
book The Shock of the Old, however, is that
this analysis of the succession of technologies,
techniques and machines has the wrong focus.
It is hopelessly biased towards innovation and
novelty, and implicitly creates a tidy ‘timeline
of progress. Moreover, things are not always
as they seem. For example, B-52 bombers, an
important part of the US Air Force today, are
almost 50 years old and might be flown by the
grandsons of their first pilots. In the Second
World War, more than half-a-million horses
dragged the ‘mechanized’ German army into
Russia, while Britain's wooden Mosquito air-
craft outpaced metal Messerschmitts.

Counter-intuitive examples such as these
are the firecrackers of Edgerton’s original and
timely book, which has been promoted and
packaged on the basis of the title and these old-
new teasers. However, the author does not fully
complete this advertised mission, for his real
agenda is to promote an analysis of technology
that is rooted in use and in practice, rather than
in innovation and invention.

“One particularly important feature of use-
based history of technology,” Edgerton argues,

980

technology

“is that it can be genuinely global” Rather than
focusing on the dichotomy between the tech-
nology-rich developed world and what Edger-
ton calls the ‘poor world; usually presumed to
be deficient in technology or furnished only
with second-hand or debased versions, user-
based history engages “with all the world’s
population, which is mostly poor, non-white
and half female”.

This reading of the dislocation between the
present reality and our “reheated futurism” is
typified by a section on urban development
entitled ‘Not Alphaville but bidonville, which
notes that by the end of the twentieth century,
“most of the largest cities in the world were
poor places where once Paris, London and New
York led in scale and opulence”. Whether built

from the oil drums (bidons) of North Africa,
or the crates used to import tractors to Durban,
these urban centres are home to distinctive,
and effective, local ‘creole technologies’ about
which we understand far too little. The book
is filled with powerful and thought-provoking
examples derived from Edgerton’s enormous
experience of the mainstream history of tech-
nology, but also, unusually, of South America
and other parts of the ‘poor world..

With his emphasis on use, the author takes
us into areas that most accounts of technology
overlook, such as slaughterhouses and execu-
tion chambers. In one of the most valuable
essays he reminds us that many people (per-
haps most?) engage with technology through
repair and maintenance. According to this
perspective, the technological story of Toyota
or Mercedes is not exemplified by the produc-
tion lines and industrial culture of Nagoya or
Stuttgart, emblematic though these may be in
technological history. Equally important are
the communal repair sites of Ghana known
as ‘magazines, where tools are rudimentary
— “hammers, spanners in incomplete sets,
files and screwdrivers” — but where the vehi-
cles are reworked to be indefinitely maintain-
able, within their local system, and where those
who repair them get to know them much more
intimately than do drivers or mechanics in any
rich country.

The account is a compelling tour de force and
a corrective. My own institution, the Science
Museum in London, does not entirely escape;
he scolds it for an ‘innovation timeline’ that
orders the showcase gallery “grandly” enti-
tled ‘Making of the Modern World’ However,
as curators, we believe it is most effective
to engage with audiences, initially at least,
through what they know about technology.
We may regret that an older historiography
of technology dominates public understand-
ing, but this is the case nonetheless, so icons

A hands-on approach: mechanics in Cuba maintain old American cars indefinitely using basic tools.
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such as Stephenson’s Rocket help us to engage a
wide audience. Of course, we also aim to add a
deeper and more nuanced understanding, and
those who penetrate a little farther into the gal-
lery find an exactly parallel (and very popular)
timeline display on the technology of everyday
life — familiar and once-familiar artefacts that
have earned a presence through use at home,
in the workplace and at play.

Icons of invention do exist in our imagi-
nations, but Edgerton seems unprepared to
accept that humans navigate their culture by
identifying exceptional events and discontinu-
ities. Nor is he concerned with exploring the

intriguing mental and cultural processes that
make certain inventions or episodes memor-
able and emblematic. But this is not to deny
the great importance, and the interest, of what
he has started here.

Ultimately, the pursuit of a more global or
democratic history is not unproblematic. What
would a use-based history of technology be
like, and how would it be more than a natural
history? It would not be a replacement for other
accounts, perhaps, but one running in parallel.

Finally, there is more to understanding than
argument alone, and the author is often most
persuasive when he is, perhaps unknowingly,

being impressionistic and descriptive. One
passage in particular was especially evocative
and, almost in itself, seemed to validate the
whole historiographic attempt: “Travelling
through the poor world it is hard to miss. .. tiny
metal-working shops where the most complex
bit of machinery may well be an oxyacety-
lene, or electric, torch for welding?” It is from
such shops that “at dusk, bright intermittent
light from welding illuminates streets all over
the world” [ ]
Andrew Nahum is principal curator of technology
and engineering at the Science Museum,
Exhibition Road, London SW7 2DD, UK.

The fall of a wonder drug

Penicillin: Triumph and Tragedy

by Robert Bud

Oxford University Press: 2007. 344 pp.
£30, $55

Hugh Pennington

Alexander Fleming discovered penicillin in
September 1928. He sent his initial observa-
tions to the British Journal of Experimental
Pathology on 10 May 1929 and they were
published a month later. The paper made little
impact. It is very different now, of course. Anti-
quarian booksellers salivate at the thought of
a copy and value it not far short of the price
of a first edition of a James Bond book by
another Fleming.

The circumstances surrounding the discov-
ery of penicillin have been described many
times. Most accounts are celebratory, some
hagiographic. The best one, which is neither,
is Ronald Hare’s The Birth of Penicillin and the
Disarming of Microbes (Allen & Unwin, 1970).
Hare was there, in the Inoculation Department
of St Mary’s Hospital in London, when Fleming
made his discovery.

Robert Bud’s book Penicillin is the sequel
to Fleming’s story and is far from celebratory.
The development of antibiotic resistance gets
more space than tales of therapeutic success;
these are the tragedy and triumph of its sub-
title. A major theme is penicillin as a brand.
Driving the book is the notion that the casting
of penicillin as a ‘wonder drug’ has done more
harm than good. The case is persuasive. By the
1950s, penicillin was cheap enough and safe
enough to be used freely and on a grand scale
by general practitioners and veterinarians, and
the perception of its impact caused not only
the general public but many medical special-
ists to imagine they were living in an era that
would soon see the end of infectious disease as
a public-health problem. Penicillin was given
much of the credit for the undoubted decline
in infection that had taken place in Europe
and North America. But it was the abundantly
available clean water for drinking and washing
that had seen off cholera, typhoid and typhus.
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Penicillin was promoted as a miracle cure in the Second World War.
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to typify the power of the
science that had led to the
Anglo-American victory.
But he also covers the con-
troversies: how influential
politicians, journalists and
newspaper owners can-
onized Fleming, rather
than Howard Florey, who
led the team that turned
penicillin into a drug; and
how penicillin joined the
Frisch-Peierls memoran-
dum on the manufacture
of the atomic bomb and the
cavity magnetron as British
scientific achievements
from which it could be said
that the Americans had
unreasonably benefited.
Bud goes on to recount the
development of penicillin
derivatives designed to deal
with resistant bacteria and
public policy responses to
the same problem. He ends
on a pessimistic note: in
essence, the strength of the
brand has been outmatched
by bacterial evolution.

A focus on the people

Better diet was responsible for the decline
in tuberculosis that had been going on for a
century. Immunization had made smallpox
and diphtheria historical diseases. With the
benefit of hindsight we can see that the Strep-
tococcus bacterium that caused scarlet fever
— an organism particularly susceptible to
penicillin — was becoming less virulent on its
own. But of course, from the moment peni-
cillin became generally available, profligate
prescription began promoting the spread of
resistant pathogens.

Bud shows that the creation of penicillin
as a brand owed much to the Second World
War and that the strength of its image served
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and institutions involved
— scientists, policy-makers, propagandists,
‘big pharma’ and governments — gives a story
full of human interest that general readers will
enjoy. But this is only the half of it. By and large,
the microbes are missing, although in fairness
that would have needed another volume. The
abiding triumph of penicillin over Treponema
pallidum, which turned syphilis from a
common scourge to a clinical curiosity, and
its difficult relationship with Staphylococcus
aureus, which was the organism on Fleming’s
famous Petri dish and continues today as
MRSA, are big stories too. [ ]
Hugh Pennington is in the School of Medicine,
University of Aberdeen, Aberdeen AB9 2ZD, UK.
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A sense of proportion

A painting of Federico Zuccari, the founder of the academy of arts in Rome,
clearly demonstrates his credentials in geometry.

Martin Kemp

Why, in the portrait shown here, is the
founding father of the Roman academy
of arts, Federico Zuccari, depicted
displaying some rudimentary geometric
diagrams? He shows us a point, parallel
and perpendicular lines, angles of 60 and
45 degrees, triangles, a circle, a semicircle
and a square. Below the diagramsis a
sectioned human figure with an oddly
detached arm.

He has drawn these diagrams on a board
or primed canvas with the white chalk
gripped in its metal holder. His right hand,
emerging from its white linen cuff, is poised
with the precise refinement of a Victorian
lady sipping tea from the finest porcelain.

The posthumous portrait of Zuccari,
which can be seen in the exhibition ‘Direr e
I'ltalia” (Direr and Italy) at the Scuderie del
Quirinale in Rome until 10 June, was painted
by Giovanni Maria Morandiin 1695 to mark

the centenary of the Accademia di San Luca.

St Luke was the patron saint of painters,
which is why the Italian art academy bears
his name. The large creased document in
the painting is a Papal bull assigning the
Church of Santa Martina to the painters as
the base for their devotions.

Zuccari's pens and brushes protrude
through the thumbhole of his painter’s
palette, held by a knotted ribbon. We can
easily read the Latin inscription, "AEQUA
POTESTAS", a phrase from Ars poetica by
the Roman author Horace that alludes to
the “equal daring” of the poet and painter
in creative invention. The painter, then,
is the equal of the poet and operates with
a high level of papal favour. But why the
geometry?

The answer lies with what had become
the stock opening sections of Renaissance
treatises on geometry for painters. Leon
Battista Alberti wrote the first of these,

De pictura, in 1435. He began with the
definitions of point, line, surfaces and
triangles, taking his cue from Euclid. Step
by step, he built towards the three-
dimensional construction of painter's
perspective according to the rules of
geometric optics.

This euclidian grounding became a
long-lasting tradition. When the English
landscape painter J. M. W. Turner was
appointed professor of perspective at the
Royal Academy of Arts in London in 1807,
he schooled himself and his charges in the
basics of Euclid's Elements. To a modern
spectator familiar with Turner's evanescent
landscapes suffused with veils of colour,

this dedication of the geometric basics
comes as something of a surprise.

Zuccari was an intellectually ambitious
author on the visual arts, well versed in
all the leading ideas. The sectioned figure
testifies to his knowledge. It is taken from
Four Books on Human Proportion by Albrecht
Direr, the German painter and print-maker.
Diirer was the first to formulate systems of
proportion for figures of all types: fat and
thin, tall and short, stocky and attenuated,
and even children.

Direr's books on proportion and geometry
have a claim to be the most influential of
all artists' books on the worlds of art and
science, as they pioneer several practical
techniques in geometry. Zuccari has copied
the figure, whose head is 1/7 of his total
height, larger than the norm.
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Geometry was not just useful for
perspective and proportions, but was
something that should be seen to be
known. Emerging in the Renaissance from
apredominantly artisanal tradition, artists
were keen to brandish the ‘science’ of
their art. Geometry played a crucial role in
their quest for more elevated status, both
intellectually and socially.

As with any profession that harbours
growing pretensions, the public parade of
expertise is important. They sold their skills,
so there was a little point in painters having
knowledge of geometry unless they were
seen to haveit.

Martin Kemp is professor of the history of art
at the University of Oxford, Oxford OX11PT,
UK. His new book, Seen | Unseen, is published
by Oxford University Press.
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Disappearing act

The bizarre absence of certain gene classes in eukaryotes is key to understanding their
evolution and complex links with prokaryotes.

James A. Lake

Eukaryotic evolution is something of
a Gordian knot. Using single genes to
unravel it won't work, as the genomes of
eukaryotes (animals, plants, fungi and
protists) are derived from those of several
prokaryotes (eubacteria and archaebac-
teria). So the focus has shifted towards
analysing flows of gene populations, and
even of entire prokaryote genomes, into
eukaryotes. These more holistic studies are
revealing the complex genetic and evolu-
tionary connections between eukaryotes
and prokaryotes.

Until recently, everyone assumed, based
on a single ribosomal RNA gene, that
eukaryotes descended from archaebac-
teria — extremophilic prokaryotes distinct
from ‘true’ bacteria, or eubacteria. Now we
know that’s not the case. More than two-
thirds of the nuclear genes of the yeast
Saccharomyces cerevisiae, for instance, are
derived from eubacteria, and the balance
from archaebacteria. What we know of
gene losses and gains also indicates that the
eukaryotic genome probably resulted from
the fusion of archaebacterial and eubacte-
rial genomes, effectively turning the tree of
life into a ring of life. But how did evolu-
tion come up with the strange distribution
of eubacterial and archaebacterial genes we
see in eukaryotes today?

In prokaryotes there are two major gene
classes: operational and informational.
Operational genes are involved mainly in
day-to-day processes of cell maintenance,
and code for amino-acid and nucleotide
biosynthesis as well as related functions.
Informational genes feature primarily in
transcription, protein synthesis, DNA
replication and other processes to convert
information from DNA into proteins.

Because eukaryotes are derived from
archaebacteria and eubacteria, one might
expect to find an archaebacterial and a
eubacterial copy of each nuclear gene.
But strangely, archaebacterial operational
and eubacterial informational genes are
almost completely absent from eukary-
otes, even though the first eukaryote
contained two sets of informational and
operational genes.

This well-documented correlation
between phylogenetic origin and gene
disappearance is paradoxical because
no one understands how these classes of
genes left the scene. I call this correlation,
which provides an important clue to the
early evolution of eukaryotes, the Janus

paradox. Like the two faces of the Roman
god Janus, thought to represent the Moon
and the Sun, the phylogenetic origins of
informational and operational genes in
eukaryotes are as different as night and
day. Finding a gene distribution such as
this is the statistical equivalent of finding
that a coin tossed at night (Janus’s archae-
bacterial face) always comes
up heads (informational
genes), and tossed dur-
ing the day (Janus’s
eubacterial face) always
comes up tails (opera-
tional genes).

But before we look
at possible causes of
the Janus paradox,
we need to under-
stand the interactions
between operational
and informational
genes. In some ways,
gene transfers between
prokaryotes mimic pat-
terns of telephone use.
Some people only call
their family and friends,
for instance. This is similar
to the pattern of transfer of informational
genes between closely related prokaryotes.
Others add distant associates to their basic
phone lists — analogous to the broader
transfer of operational genes between
prokaryotes. The ‘complexity hypoth-
esis’ attributes the reduced transfer rate
seen in informational genes partly to the
observation that their proteins are often
deeply integrated into large complexes
such as the ribosome. So to function,
transferred informational genes must fit
into complex pre-existing structures, effec-
tively restricting their transfers to closely
related prokaryotes (family and friends).
Transferred operational genes, as mem-
bers of smaller, less complex structures, fit
in more easily, allowing them to function
when transferred over larger phylogenetic
distances (family, friends and associates).

Combining two genomes into one
nucleus would not have been simple. We
know, for example, that two sets of ribo-
somal RNA operons — genes controlled
asa unit — cannot coexist in the same cell.
Recent attempts to fuse a cyanobacterial
genome into the genome of a host Bacillus
subtilis, a common soil bacterium, were
successful only when the cyanobacterial
ribosomal RNA operons were removed
from the fusion chromosome. We also

©2007 Nature Publishing Group

Putting the pieces together

know from experiments on reconstituting
ribosomal subunits that, consistent with
the complex interactions within the ribo-
some, even a single damaged protein can
completely inactivate protein synthesis.

This suggests a possible explanation for
why the eubacterial informational genes
disappeared. Because two types of ribos-
omal genes cannot exist in the
same nucleus, the archaebac-

terial ribosome may simply

have been the lucky survi-
vor when one of the com-
ponents in the eubacterial
ribosome was inactivated.
Once this chance inacti-
vation occurred, it was
probably only a matter
of time until all eubacte-
rial informational genes
were eliminated, given
the extensive interactions
between the ribosome
and informational
proteins.
Unfortunately, I
have no good sug-
gestion for why the
archaebacterial oper-
ational genes were eliminated. I hope that
this will motivate some readers to think
of hypotheses and experiments. It could
be that somehow, the ready availability of
operational genes within the eubacteri-
ally derived cellular organelles led to the
preponderance of eubacterial operational
genes.

Whatever explanations of the Janus
paradox are unearthed, it will be exciting
to follow the quest. How the eukaryotic
cell came to be is one of the greatest enig-
mas in biology. It is a story so complex
that no single gene can tell it. Only entire
genomes can. [ ]
James A. Lake is distinguished professor
in the Departments of MCD Biology and
Human Genetics, and in the Molecular
Biology Institute, University of California,
Los Angeles, 242 Boyer Hall, Los Angeles,
California 90095, USA.
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Resourceful invaders

Tim Seastedt

Plant species that colonize new environments tend to favour habitats with ample water and nutrients.
But invasive plants can be more efficient in their use of resources than that observation might imply.

There are few places on Earth that are not sus-
ceptible to invasions by plants intentionally or
accidentally introduced into areas outside their
native ranges. Such species can wreak ecologi-
cal and economic havoc in their new habitat,
hence the continuing search for long-term
solutions to control them'. With the findings
of Funk and Vitousek?, however, described on
page 1079 of this issue, that endeavour has just
become more difficult.

Invasive plants must first colonize and then
persist in their new environment. A small
percentage of these may then become abun-
dant and dominant components of the plant
community. For example, an annual grass,
cheatgrass (Bromus tectorum), was acciden-
tally introduced from Asia into grasslands
throughout the world, and now occupies
many millions of hectares in the environments
into which it was introduced. An ornamental
plant called the cartwheel flower (Heracleum
mantegazzianium) escaped its garden environ-
ments; it is now known as ‘giant hogweed’ and
is a serious problem on three continents. The
Monterey pine (Pinus radiata), originally from

a small area in the western United States, was
planted for wood production worldwide. This
tree is now considered a weed in many regions.
These examples illustrate the diversity of growth
forms that can characterize plant invaders.
Until now, most invasive species were
thought to be largely opportunistic, exploit-
ing changing environmental conditions and
human or natural disturbances. A survey of
available studies’ showed that most native
species equalled or outperformed invaders
for those traits known to be beneficial to the
survival and reproduction of the species. That
same analysis suggested that low-resource
environments are least susceptible to inva-
sions. Low-resource environments are those
that provide little in the way of light, water or
nutrients such as nitrogen and phosphorus.
A limitation in one or more resources has the
potential to exclude plant species from occu-
pying such habitats. Although exceptions to
invasion of low-resource habitats are known®,
findings from studies on ecosystem restoration
indicate that low-resource environments have
the lowest abundances of unwanted species’.

Figure 1| Pretty, but not wanted. Hawaii is especially vulnerable to invasive species, which include these two ornamental plants — firethorn (Pyracantha

In their paper, however, Funk and Vitousek®
show that invasive plants also have the ability
to compete in low-resource environments. In a
study that included a broad spectrum of differ-
ent forms of plant growth, and different habitats,
the authors show that, over short time periods,
invasive species tend to be more efficient at cap-
turing energy per unit of leaf mass or per unit of
leaf nitrogen. Water-use efficiencies are similar
between natives and invaders. Native plants tend
to retain their leaves longer than invaders, so
after longer time intervals the efficiencies for
exploiting light, water and nitrogen, with the
exception of one resource in one habitat, are
also similar. Nonetheless, the demonstrated effi-
ciencies of the invaders, accompanied by other
traits such as slightly higher seed production or
reduced mortality compared with the natives,
would make these species superior competitors
in low-resource environments.

Funk and Vitousek’s conclusion that diverse
plant groups — grasses, ferns, trees and garden
ornamentals (Fig. 1) — demonstrate high
resource-use efficiency is strong evidence
that invasive plants can indeed fare well under

angustifolia, left) and montbretia (Crocosmia pottsii x aurea). These species were included in Funk and Vitousek’s study’ demonstrating that invasive plants

are competitive in low-resource environments.

©2007 Nature Publishing Group
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low-resource conditions. The generalization
that native species have a ‘home field advan-
tage’ in such conditions is not valid. Recon-
ciling these results with existing studies is
possible, but the outcome broadens our view
of what characterizes successful invaders.

First, plant invaders include the usual
suspects — weeds capable of exploiting high-
resource, disturbed conditions. These appear
in gardens, along roadsides and, occasion-
ally, in natural areas. But such species do not
usually pose a long-term problem in natural
areas because they cannot compete once
resources such as soil nutrients become more
limiting.

A second group of invaders can be viewed
as those species that, in the process of being
introduced into new habitats, have escaped
enemies and/or formed fortuitous associa-
tions with other organisms. These associations
include beneficial soil microbes that assist the
invader in obtaining resources®”. The loss of
enemies and the gain of mutualist organisms
can provide invaders with more resources
than they would have obtained in their native
lands®. Some of these plants can out-grow and
out-reproduce native species in a wide range
of habitats.

Funk and Vitousek’ now show that there
are also many species that are well adapted to
low-resource conditions. This group might
also benefit from being attacked by fewer
pathogens and fewer herbivores, and from
more beneficial associations with soil organ-
isms. If this is the case, genetic constraints
may — at least in the short term — limit the
value of these benefits’. But the ability of these
species to invade and persist in new, low-
resource environments is at least undimin-
ished, and may be enhanced.

Funk and VitouseK’s take-home message is
less than encouraging for conservation biolo-
gists and restoration ecologists. Attempts to
exclude invasive species, by reducing the avail-
ability of resources for example, will not protect
these habitats from non-native species with the
traits shown in this study. Management activi-
ties that create or enhance low-resource habi-
tats are unlikely to prove effective barriers to
invaders, unless they are accompanied by the
planting of large numbers of equally adapted,
native species. |
Tim Seastedt is in the Department of Ecology and
Evolutionary Biology, and INSTAAR, University of
Colorado, Boulder, Colorado 80309, USA.
e-mail: timothy.seastedt@colorado.edu
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The answer is blowing in the wind

Yousaf M. Butt

A source of astoundingly energetic y-rays associated with a star cluster
might provide a clue to a century-old question: where do the cosmic rays
that constantly bombard Earth come from?

Massive stars have extreme lifestyles. They
are born in clusters of up to several thousand
members, blow fierce charged-particle winds
during their short lives, and die — more or
less together — in powerful supernova explo-
sions. Now comes word from the High Energy
Stereoscopic System (HESS) collaboration, to
be published in Astronomy and Astrophysics',
that y-rays of very high energy have been spot-
ted coming from the powerful young stellar
association Westerlund 2 located in the south-
ern sky' (Fig 1). This emission is of a higher
energy than ever seen before from a group of
stars, and pushes the limits of our understand-
ing of the processes behind it.

Stars typically emit light around the visible
part of the spectrum, where photons have an
energy of a few electronvolts (eV). The y-rays
that HESS detected have energies in the range
of tera-electronvolts (TeV), or 10" eV. Previ-
ously, TeV y-rays have been seen emanating
from only a handful of exotic celestial objects.
These include energetic pulsars (rapidly spin-
ning and highly magnetized neutron stars just
30 or so kilometres across); the huge interstel-
lar shock waves associated with the remnants
of powerful supernovae; binary systems of a
neutron star or a black hole coupled with a reg-
ular star; jets from distant ‘active galaxies’; and
the supermassive black hole thought to lurk at
the centre of our Galaxy. So the HESS collabo-
ration’s discoveryl, dubbed HESS J1023-575,
amounts to finding a completely new species
of celestial y-ray source. In fact, another TeV

©2007 Nature Publishing Group

source discovered recently” might also be a
member of the same species. Designated TeV
J2032+4130, this source is probably related to a
subgroup of powerful stars in the Cygnus OB2
stellar association’, but this identification is not
quite as firm as in the case of Westerlund 2.

The most likely model for the origin of these
highly energetic y-rays is that multiple, super-
sonic winds of charged particles blowing from
the dozens of massive stars (for our purposes,
stars bigger than 8 solar masses) create violent
plasma motions within Westerlund 2. This tur-
bulence can accelerate particles to TeV energies
(ref. 4 and references therein), and these particles
can then interact with the ambient material and
light to produce the detected y-rays. This type
of turbulent particle acceleration process is
called the second-order Fermi mechanism, or
Fermi-II acceleration for short. First-order Fermi
(Fermi-I) acceleration is thought to be at work
in the better-formed interstellar shock waves
created by isolated supernova explosions.

Could such an isolated supernova remnant
be behind the HESS J1023-575 detection? This
possibility is rendered unlikely by the presence
of a great deal of turbulence caused by the mas-
sive stars of the Westerlund 2 association. The
evolution of a supernova remnant would be
greatly perturbed in such an environment, and
it could hardly be considered as ‘isolated’

On the other hand, the possibility that one
supernova remnant or more could have added
to the turbulence created in Westerlund 2 by the
massive stars resident there, and thus provided

Figure 1| Turbulent
association. A composite
infrared image from
NASA’s orbiting Spitzer
observatory shows the
Westerlund 2 stellar
association. According

to observations from the
HESS telescope’, it seems
that turbulent processes
at work in the fierce winds
of the massive stars in
Westerlund 2 create y-ray
photons 10'* times more
energetic than visible light.
The same processes might
cause the acceleration

of the cosmic rays that
constantly hit Earth.

NASA/JPL-CALTECH/E. CHURCHILL (UNIV. WISCONSIN)
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a further power source for the Fermi-II pro-
cess most probably operating there, certainly
can't be discounted. Although Westerlund 2
is a young stellar association (it is roughly
2 million years old), massive stars ‘live fast and
die young’: they burn quickly and brightly. A
supernova might well, therefore, already have
occurred in Westerlund 2 — which might also
explain a deficit discovered’ in counts of the
most massive members of Westerlund 2. There
is no tell-tale sign of any supernova remnant in
the area, but we should not necessarily expect
there to be®: Westerlund 2’s medium is so hot
and rarefied that any remnant would leave a
barely detectable signature.

This brings us to the most important aspect
of the HESS findings'": their bearing on the
origin of cosmic rays. Cosmic rays are very
energetic particles — mostly protons, but also
heavier nuclei and electrons — that continually
rain down on Earth’s atmosphere from space.
No one knows for sure where in our Galaxy, or
beyond, they are accelerated.

It is widely believed that supernova rem-
nants are the main energy source powering the
acceleration of cosmic rays. But the accelera-
tion mechanism itself can be quite different,
depending on whether the remnant is iso-
lated (where Fermi-I acceleration dominates)
or is part of an interacting system of several
remnants embedded in a turbulent medium
such as a stellar association (mainly Fermi-II
acceleration)*”. Because the massive stars that
lead to supernovae are born together in stellar
clusters, roughly 80% of supernova explosions
are expected to take place near others within
a relatively short period of time*’ — much
like a closing fireworks display — creating a
large ‘superbubble’ filled with hot, tenuous,
turbulent plasma'®™"’.

Cosmic rays, it has been argued*””’, are
much more likely to be accelerated in such
superbubbles predominantly via the Fermi-II
process, rather than — or, possibly, in addition
to — in isolated supernova remnants where the
Fermi-I mechanism holds sway. The HESS
findings', which seem to confirm the viability
of turbulent, Fermi-II acceleration, whether by
massive stars alone or by supernova remnants
in concert with massive stars, will be welcome
news to the proponents of the superbubble
mechanism of cosmic-ray acceleration. But
there is considerable work still ahead.

At the theoretical end, it would be useful to
develop the details of superbubble models’,
such that concrete predictions of emissions
from realistic sources, from radio to TeV ener-
gies, can be made. Observationally, we must
now aim to go beyond examining only the
isolated supernova remnants as possible cos-
mic-ray acceleration sites. Even if the intrigu-
ing TeV-emitting isolated supernova remnants
that are already known can be shown to be
accelerating cosmic rays, it would not solve
the general cosmic-ray acceleration problem
for two reasons. First, the well-known and
catalogued isolated supernova remnants are a

distinct minority of the supernova remnants
in the Galaxy. Second, the precise mechanisms
of acceleration at work in the isolated super-
nova remnants and superbubbles are probably
different.

Luckily, a suite of sensitive ground- and
space-based y-ray observatories with acronyms
such as VERITAS, MAGIC, GLAST and AGILE
is now coming online. Together with HESS,
these hold the promise of a rich harvest of celes-
tial y-ray sources. Detecting the large, diffuse
and possibly overlapping superbubbles will be
very challenging and time-consuming, and per-
haps downright impossible with some current
instrumentation. But such objects ought to be
pursued with these and other lower-frequency
observatories if we are to understand how and
where cosmic rays are accelerated. ]
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The brain's garbage men

Helmut Kettenmann

Microglial cells, the immune elements of the brain, are activated in disease
or following injury. New findings indicate how these cells are switched on to
remove damaged cells and cellular debris.

Brain function is generally considered as the
activity of the neuronal network. So brain dys-
function or damage is thought to be caused
by a disturbance to this network through the
loss or malfunction of neurons. But the brain
also contains another population of cells called
glia, which in humans outnumber the neu-
rons. In the disease context, a subtype of glial
cells — the microglia — has attracted atten-
tion as sensors of any brain-damaging event.
In response to injury, for example, microglia
are activated, resulting in their interaction with
immune cells, active migration to the site of
injury, release of pro-inflammatory substances,
and the engulfment of damaged cells and
cellular parts by a process known as phago-
cytosis. On page 1091 of this issue, Koizumi
et al.' report that microglia express a particular
kind of cell-membrane receptor — a subtype
of the purinergic family — which mediates
their phagocytic activity*.

Generally, members of the purinergic
family of receptors are activated by the nucleo-
tide ATP, which not only serves as an intra-
cellular energy substrate but is also an
extracellular signalling molecule. Although
neurons and astrocytes — another subtype
of glia — normally release ATP, under disease
conditions any damaged cell can release this
molecule.

So far, at least 15 purinergic receptors have

*This article and the paper concerned' were published online
on 4 April 2007.

©2007 Nature Publishing Group

been identified, and these are separated into two
groups — the P2X ion-channel receptors and
the P2Y metabotropic (non-ion-channel) seven-
transmembrane-domain receptors. Microglia
express several receptors of each group, which
control their various functions under both rest-
ing and activated states. The P2Y , receptor has
been identified as an essential control element
for the movement of microglial projections, as
indicated by imaging studies in live animals™’.
This receptor is downregulated when microglia
are activated following injury to the brain.
Now, Koizumi and colleagues' report that
the opposite is true for P2Y receptors — that
is, following injury, these receptors are upregu-
lated and their activation triggers phagocytosis
(Fig. 1). The authors found that, on stimula-
tion with the P2Y-specific agonist (the UDP
nucleotide), microglia grown in cell culture
engulf fluorescently tagged particles. They
then studied cell death caused by the injection
of kainic acid into mouse brains, which pro-
duces damage to the hippocampal region. They
observed an increase in the expression of the
P2Y, receptor in the activated microglia.
Koizumi et al. also found that, in response
to the kainic-acid-induced injury, natural
levels of UTP increased. They therefore specu-
late that UTP and its degradation product
UDP might even be the natural ligands for
P2Y, receptors. They propose that both ATP
and UTP are released by damaged cells, but that
each mediates a distinct function of microglia:
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Figure 1| Microglial activation. Microglia are
activated in response to pathological events such
as disease or injury, and change from a ramified
to an amoeboid morphology. This enables them
to migrate to the site of injury. In the course of
microglial activation, P2Y,, receptors, which
mediate the motility of microglial projections,
are downregulated’. Koizumi et al.' now report
that, by contrast, P2Y receptors are upregulated
and trigger phagocytosis.

ATP regulates cell motility through the P2Y,,
receptor — and potentially later on during the
activation process via other purinergic recep-
tors — whereas UTP triggers phagocytosis
through P2Y, receptors. In other words,
ATP seems to send a ‘find-me’ signal from a
damaged cell, whereas UTP relays an ‘eat-me’
message, thereby alerting and activating the
microglia, respectively.

The findings of Koizumi ef al.! indicate that
nucleotides and purinergic receptors con-
stitute a core series of switches that control
microglial function. Purinergic receptors also
regulate other aspects of microglial activity, for
example the release of the pro-inflammatory
molecules, such as tumour-necrosis factor o
and interleukin-6 (ref. 4; Fig. 1). However,
these receptors are not the only elements that
control microglial activity, as other functions
of these cells, such as migration, are control-
led by several other elements. Following brain
injury for instance, migration of microglia
into the degenerating cell layer is mediated by
a protein called CXCR3 (ref. 5). In CXCR3-
deficient animals, not only is microglial
invasion impaired but so also is the removal of
the neuronal processes that have been deprived
of electrical input and thus are non-functional.
Therefore, it seems that microglia can remove
cellular parts, as well as whole cells™’.

The identification' of the P2Y, receptor as
a mediator of microglial phagocytosis could
aid the development of therapeutic agents
to interfere with microglial activity in brain

diseases. However, whether microglial acti-
vation is a beneficial event in the context of
neuronal degeneration and regeneration is
still debated. For example, it may be necessary
to remove electrical-input-deprived neuronal
projections for new ones to sprout and make
fresh connections. Similarly, irreversibly dam-
aged cells might need to be removed to make
space for newly generated neurons. On the
other hand, partially preventing microglial
activation represses the development of a
condition called experimental autoimmune
encephalomyelitis in mice, indicating that
microglia may augment brain damage under
some circumstances’. Nonetheless, one issue

is clear: the activation, and particularly the
phagocytic activity, of microglia must be under
stringent control because the brain has to
be protected from an unwanted response by
these cells. [ ]
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Iron findings

Philip W. Boyd

A huge phytoplankton bloom in the Southern Ocean yields estimates of
how a continuous supply of iron affects oceanic carbon sequestration.
Butiron is not the only factor — nutrient supply is crucial too.

The ocean is a daunting place to study, where
investigations must contend with a wide range
of scales — from intracellular to ocean basins,
from nanoseconds to seasons'. The difficul-
ties are evident in the variety of approaches
used to study the ecological productivity of its
microscopic algae, or phytoplankton. Small-
scale perturbation experiments, for example
incubating seawater samples in small bottles
with added elements such as iron, provide
useful information on phytoplankton phys-
iology and other intrinsic processes. They
cannot, however, represent processes occur-
ring across entire ecosystems, as the sampled
phytoplankton are enclosed and isolated. In
contrast, ‘mesoscale’ in situ studies, which
perturb patches of ocean on the scale of
hundreds of square kilometres, can address
ecosystem-scale questions’. But even month-
long experiments at this scale have flaws, such as
pronounced mixing of the enriched patch with
surrounding waters, altering its properties.
Elsewhere in this issue, Blain et al. (page
1070)° overcome these scaling issues by inves-
tigating a naturally occurring phytoplankton
bloom covering an area of 45,000 km*. Such
large blooms photosynthetically convert so
much carbon into an organic form that they
have a marked effect on the atmospheric carbon
dioxide concentration, and hence the global
climate: a significant proportion of the carbon
thus ‘fixed, known as particulate organic car-
bon, is sequestered in the ocean depths. Iron
is now recognized to be of equal importance
to nutrients such as nitrate’ in stimulating the
development of these blooms. A larger sup-
ply of iron to the surface ocean — from dust
deposition, for instance, as recorded from the

©2007 Nature Publishing Group

geological past® — can increase phytoplank-
ton productivity and thus carbon sequestration
and CO, drawdown®.

Blain and colleagues® used satellite images
to pinpoint an annually recurring bloom near
Kerguelen, an island archipelago in the South-
ern Ocean south of, and at a longitude about
equidistant from, South Africa and Australia.
This ‘natural laboratory’ was sustained for
months through constant iron and nutrient
enrichment from below (Fig. 1, overleaf). The
larger spatial and temporal scales of the bloom
permitted Blain and colleagues to address
questions inconclusively covered by previous
mesoscale iron-enrichment studies in polar
regions (see ref. 2 for a review). Chief among
these was how much of the carbon fixed by the
bloom was sequestered into the ocean depths.

The determinant of whether iron enrich-
ment can alter global climate is the magnitude
of carbon sequestration per unit of iron added.
During their 30-day study, Blain et al. report
10 to 100 times more carbon export per unit
of iron supplied than was estimated during
the previous studies. These higher ratios are
particularly significant, because they indicate
that the higher iron supply evident during
glaciation maxima’ had a greater impact on
atmospheric CO, drawdown than has generally
been assumed. The contribution of iron enrich-
ment to the total glacial-interglacial shift of 80
parts per million (p.p.m.) in atmospheric CO,
might therefore approach the upper bound of
24 p.p.m. cited recently”.

What are the reasons for this discrepancy>*?
Blain et al.’ provide two explanations. First, the
polar mesoscale iron-enrichment measure-
ments’ underestimated carbon export, because
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50 & 100 YEARS AGO

0

50 YEARS AGO

In1920 a German, Freiherr von
Pohl, propounded the theory

that certain rays emanate from
the Earth which are injurious to
the health of man... He followed
this with the publication of a
book...in which the use of the
divining rod is recommended

for detecting the presence of
such rays. Credence was given

to his theory by an astonishing
number of people, particularly

in Germany, Switzerland and

the Netherlands... Spread of the
belief, however, gave scope for
the activities of large numbers

of diviners, professional and
otherwise. They appeared mostly
to act in good faith, although one
feels that the lady who claimed
for her divining rod the ability

not only to detect the presence

of Earth rays, but also to extract
them from the ground and deposit
themin a ditch or rubbish heap...
was making rather a good thing
out of her neighbours' troubles...
Inthe Netherlands, agriculture
was at first unaffected by von
Pohl's theory, until about ten years
ago intensive propaganda on the
part of the diviners proclaimed the
efficiency of the protective boxes
for controlling animal and plant
disease. The propaganda was so
successful... that uneasiness was
felt in scientific circles.

From Nature 27 April 1957.

100 YEARS AGO

In addition to the usual record

of measurements taken during
the year 1906 at Epsom College,
the report of the college Natural
History Society for last year
gives the average height, weight,
and chest girth of all boys who
have been measured in the ten
years 1897-1906... On the whole,
the average Epsom College

boy would appear to be rather
superior in physique than inferior
to the average public-school boy.
One marked exception is evident
inthe curves for the ages 17 yr.
10 mo. to 18 yr. 4 mo., though...
the number of observations on
which the curves are based is,
for these months, much smaller
than the rest.

From Nature 25 April 1907.

Phytoplankton
bloom

tt tt

Kerguelen plateau

Figure 1| Kerguelen blooming. The Kerguelen plateau is about 600 m under the ocean surface; in
this region, internal waves enhance the vertical mixing of the deep waters above the plateau, which
have higher iron and nutrient concentrations, with those in the 80-m-thick surface mixed layer. Up
to half of the particulate iron and other nutrient elements were broken down (remineralized) to
dissolved forms in the upper ocean. Both of these processes supplied continual nourishment to the
phytoplankton studied by Blain et al.’, which — through photosynthesis and the subsequent sinking
of organic carbon into the deep ocean over several months — contribute to higher than previously
reported” sequestration of atmospheric CO, per unit iron supplied.

they were too short-term (lasting just weeks)
to observe its full extent. Second, they overesti-
mated iron supply: pulses of extra iron into the
surface ocean are prone to rapid removal, for
example by sticking to sinking particles.

The ratios of carbon export to iron supply
estimated by Blain et al. for particles sinking
from the Kerguelen bloom are very similar to
carbon-iron ratios in phytoplankton in high-
iron laboratory cultures’, pointing to little
biological modification of these ratios between
photosynthesis and subsequent sequestration.
The similarity of the ratios is difficult to rec-
oncile with recent reports that the organic
carbon on sinking particles is broken down
into dissolved forms, or remineralized, more
rapidly than is iron®. The authors also report
high stocks of zooplankton grazing on the Ker-
guelen blooms that would be absent from the
laboratory cultures. The presence of zooplank-
ton aids the remineralization of both iron and
carbon, and thus reduces carbon export while
resupplying iron to the phytoplankton.

The phytoplankton bloom at Kerguelen,
fuelled by a sustained supply of iron and nutri-
ents, was of exceptional duration, lasting some
months. Although it used up virtually all of the
iron and silicic acid in surface waters, it did
not deplete its nitrate stock. Under high-iron
conditions, a bloom should use equal amounts
of nitrate and silicic acid’. The implication is
that, despite the continuous vertical supply of
nutrients characteristic of the Kerguelen site,
the growth rate of the resident bloom is prob-
ably suboptimal owing to insufficient iron.

Together with other measurements’, Blain
and colleagues’ results provide a powerful tool
for modellers investigating the effects of the
mode of iron supply on ocean biogeochemistry.
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The main modes, in the geological past, have
been episodic iron enrichment of the upper-
most ocean through dust deposition and/or
sustained enrichment of overlying waters
through the upwelling of deep waters. The
sustained iron and nutrient supply through
internal wave activity at Kerguelen means
that the intensity — and, more importantly,
the ratio of its iron and nutrient supplies —
may differ from those of polar upwellings. A
quantification of the effects of upwelling and
internal waves on this ratio is needed to deter-
mine whether the Kerguelen data are a proxy
for the polar ocean during the glacial maxima.

But does Blain and colleagues’ evidence® of
more carbon export per unit iron supply mean
that iron enrichment is a viable short-term
climate-mitigation strategy? The authors say
no: the enhanced export resulted from bloom
longevity that was driven not just by sustained
iron enrichment, but also by continuous nutri-
ent enrichment. Moreover, the ratio of carbon
export to iron supply is notoriously difficult to
measure, and only a fifth of the phytoplankton’s
requirements were accounted for in the study’s
iron budget.

Nevertheless, the work is a novel and valuable
addition to the library of phytoplankton-
biogeochemistry studies. A final testament
to the challenges of marine research, and the
technical difficulties in assessing the efficacy
of iron enrichment as a climate-mitigation
strategy, is given by the story of Blain and col-
leagues’ sediment traps, particle interceptors
used to measure carbon sequestration at great
depth. These could not in the first instance be
recovered, but have just finally been salvaged
— one year on. ]
Philip W. Boyd is at the NIWA Centre for
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ATMOSPHERIC CHEMISTRY

A forest air of chirality

Euripides G. Stephanou

A sophisticated survey of certain volatile organic compounds in the air
over forest ecosystems shows how such work can reveal varied emission
patterns of different chiral, or mirror-image, forms of these compounds.

An unseen component of forest ecology is
the emission, by both plants and animals, of
a cocktail of volatile organic compounds into
the atmosphere. Emissions from plants exceed
those from animals by several orders of magni-
tude, and have various purposes, such as repel-
ling herbivorous animals or attracting specific
insects for pollination. A little-understood
aspect of the chemistry of these compounds
is the possibly different emission patterns of
different chiral (mirror-image) forms, known
as enantiomers, of the same compound. With
a Lear jet as one of their platforms, Williams
et al.' have undertaken an ecosystem-scale
sampling of air over tropical forest. As they
report in Atmospheric Chemistry and Phys-
ics, they find distinct differences between
the enantiomeric composition of a common
volatile compound emitted by tropical forest
compared with boreal forest.

Plant emission of volatile organic com-
pounds occurs on a vast scale, estimated at
1,150 Tg carbon (1 Tg = 10" g) annually>.
Many of these compounds are built up from
isoprene (C;) subunits and are traditionally
given the collective name terpenes’. Together,
isoprene and its monoterpene derivatives
(CoH,¢) make up 55% of the estimated emis-
sions”. Many monoterpenes are produced in
two enantiomeric forms: a-pinene, a common
example, occurs as both (+)-a-pinene and
(-)-a-pinene.

The light-induced oxidation of natural and
man-made volatile organic compounds affects
the chemical and physical properties of the
atmosphere®’. But although the importance of
different enantiomers for the biological activity
of a compound is well known, the implications
for atmospheric chemistry have not been estab-
lished’. Indeed, the global effect of compounds
such as monoterpenes has been estimated
by measurements and models that consider
the enantiomeric forms as one’. The work of
Williams et al.' is an attempt to use a detailed
enantiomeric characterization of monoterpene

patterns in the atmosphere as a tool to enable a
better understanding of the mechanisms under-
lying their emission from plants.

This is where the Lear jet came in. Williams
et al. took air samples from an aircraft making
flights of 3 hours, with a range of 1,800 km,
over the tropical forest of the northeast coast
of South America, and subsequently analysed
the monoterpene content. They also sampled
ambient air at the level of the forest canopy at
a site in Suriname, within the region surveyed.
The other sites of investigation were boreal
pine forest in Finland, samples being taken at
aheight of 8 m from the ground, and the green-
house of the botanical garden of the Johannes
Gutenberg University in Mainz, Germany,
where 8,500 plant species from all over the
world are cultivated.

Most notably, monoterpenes emitted from
the tropical forest showed an excess of the (-)
enantiomer of a-pinene, and also of the (+)
enantiomer of B-pinene. The monoterpene
emissions from a mixture of three tropical spe-
cies in the greenhouse of the botanical garden
likewise showed an excess of (—)-a-pinene.
Laboratory studies® have shown that both
enantiomers of a-pinene react at the same
rate with atmospheric oxidants (hydroxyl
radicals and ozone). So the dominance of one
enantiomer over the other does not imply
preferential atmospheric removal of one of
them. Rather, the explanation probably lies
in the factors influencing emissions by plants.
In that respect, studies of leaf chemistry” have
shown that the strength of isoprene emission
is a function of both light and temperature.
In contrast, although monoterpene emission
rates increase with temperature, plant spe-
cies show differential sensitivity to tempera-
ture; different monoterpenes can also exhibit
differing temperature dependence.

To interpret their observations, Williams
et al. compared the concentrations of isoprene,
(-)-a-pinene and (+)-a-pinene measured over
tropical forest. They observed a surprising
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correlation between (—)-a-pinene and isoprene,
but no correlation between its mirror image (+)-
a-pinene and isoprene. The converse applied
to emissions from the boreal forest: there was
a clear predominance of (+)-a-pinene and
(-)-B-pinene. A previous study’ conducted in
the same boreal forest showed that rates of emis-
sion of non-enantiomerically resolved a-pinene
were temperature dependent. On the basis of
both their own results' and this earlier work’,
Williams and colleagues propose that over
the tropical forest, emission of (—)-a-pinene
is — like that of isoprene — light-dependent,
whereas that of (+)-a-pinene over the boreal
forest is temperature-dependent.

Volatile organic compounds have a funda-
mental role in the coexistence of the flora and
fauna in ecosystems. But there is still much to
learn about the relationships and interactions
between species that can be related to an effect
of naturally produced compounds such as
monoterpenes. Studies® of the biosynthesis
and the enantiomeric composition of mono-
terpenes in forest trees has shown that different
enzymes (terpene cyclases) are responsible for
the production of the two enantiomers. This
supports the observation that enantiomeric
composition varies in different tissues and in
different individual trees®. Research aimed at
correlating the enantiomeric composition of
monoterpenes from different parts of specific
trees with the corresponding enantiomeric
composition of emissions by the same trees
under specific environmental conditions
— light, temperature and humidity — will
be necessary for a fuller understanding of the
mechanisms of the emission of volatile organic
compounds into the atmosphere.

Microbial degradation and plant metabolism
might be selective towards a specific enantio-
mer; but processes in the atmosphere such as
photo-oxidation are not. So chiral analysis will
be a powerful additional tool in atmospheric
chemistry for investigating the sources of emis-
sion and the fates of chemical compounds in
various environments’. The main message
of Williams and colleagues’ work is that eco-
system-scale field studies involving sophisti-
cated sampling and analytical techniques are
required to make sense of the biochemistry
and ecology of these natural emissions, and of
other physical and chemical observations in
the atmosphere. [ ]
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COMPUTING

The security of knowing nothing

Bernard Chazelle

'Zero-knowledge' proofs are all about knowing more, while knowing nothing. When married to cryptographic
techniques, they are one avenue being explored towards improving the security of online transactions.

Modern scientists, not unlike medieval monks,
keep their knowledge firmly grounded in trust
and authority. Unless it is part of their job
description to probe such matters, they take
it on faith that Genghis Khan defeated the
Khwarezmid Empire, that praying mantids
moonlight as sexual cannibals, and that man
landed on the Moon. There is only so much
a person can check: trust is the oxygen of the
scientific community.

Unless, of course, it has to do with online
shopping. Computer transactions tend to bring
out the paranoid in all of us. By all accounts,
that is a healthy reaction. We might be putting
our faith in online auctions, e-voting, compu-
ter authentication and privacy-preserving data
mining, but — with very different aims in mind
— so are the bad guys. More than a decade ago,
Oded Goldreich, Silvio Micali and Avi Wigder-
son showed how to make virtually any crypto-
graphic task secure'. But unfortunately, their
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otherwise remarkable scheme breaks down in
‘concurrent’ settings, which is another way of
saying that it fails where it really shouldn’t —
namely, on the Internet. Work by Boaz Barak
and Amit Sahai in recent years, however, offers
away out of this bind”.

The secret to secure online transactions is
the mastery of zero knowledge’: the art of prov-
ing something without giving anything else
away. Can I convince you that I am the better
chess player without ever playing a game, that
I am younger than you without divulging my
age, or that I can prove a hard theorem with-
out revealing my hand about the proof? Can
areferendum take place on the Internet that
leaks no information about voters preferences?
The concept of zero knowledge’, introduced
in the mid-1980s, helps us to formalize these
questions.

To illustrate the principle, let us say Petra
(the prover) and Virgil (the verifier) are shown

Cannon
Street

the subway map of a large metropolitan area
(Fig. 1). Blessed with superior mental powers,
Petra claims to see right away that it is possible
to visit every stop exactly once without leaving
the subway system, thus forming what is called
a hamiltonian path. Poor Virgil sees nothing
of the sort — the reason being his inability to
solve conundrums like the one at hand, known
as NP-complete problems.

Such problems have solutions that can be
verified in a number of steps proportional
to a polynomial in the size of the input data.
Whether all NP-complete problems can actu-
ally also be solved within that same time is an
open question, arguably one of the most press-
ing in all science. The answer is believed to be
no: this is why Virgil badly needs Petra’s help if
he is to be convinced of her claim.

A zero-knowledge proof takes the form of
a question-and-answer session between Petra
and Virgil that will leave Virgil convinced of the
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Fish Kettle y» Pitchfork
Pitchfork »» Antwerp
Antwerp » Daughters of Calvary

Daughters of Calvary » North Station

Figure 1| Tube tour. After decades of steady investment, Orbiville’s
underground-railway system (a) is finally blessed with its own hamiltonian
path, allowing one to visit every station exactly once without leaving the system.
Or so Petra believes. To convince Virgil of that development, she renames the
stations on the Orbiville metro map at random (b): North Station becomes
Fish Kettle, Antwerp becomes Pitchfork, Shoe Street becomes Antwerp, and so
on. She then hides the renamed map and the permutation table in a safe. Next,
Virgil tosses a coin: heads, Petra opens the locked box and Virgil checks that
the map was properly renamed, with each station appearing exactly once; tails,
Petra reveals only the pairs of names on the relabelled map (c) that form the
hamiltonian path. She also grants Virgil restricted access to the safe by revealing
to him only the path on the map formed by the pairs of names. In this way,
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North Station » East Station

Virgil can check that the alleged path not only visits each station once, but
also actually exists in the subway system — all the while being denied access to
the rest of the map. If Petra can perform this test a few times without raising
eyebrows (using freshly permuted names at each round), Virgil will leave
utterly assured of the existence of a hamiltonian path, yet clueless about its
layout. Why? If Petra did not have a valid path or cheated in the renaming, she
would have at least a 50% chance of getting caught at each round: either the
encryption or the path would have to be faulty. Heads could catch the first case,
and tails the second one. Repeating the test boosts Virgil’s confidence in Petra’s
claim beyond any reasonable doubt — or shatters it, as the case may be. At
each round, Virgil learns the encrypted map or the alleged hamiltonian path
with the renamed stations, but never both. This ensures zero knowledge.
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existence of a hamiltonian path, but that will
reveal nothing about it*. If Petra is mistaken or
in a cheating mood, Virgil will spot a contra-
diction in her responses and reject her ‘proof”
If Petra is correct, however, not only will Virgil
believe her claim, but he will learn nothing else
that he could not figure out on his own without
Petra’s help. Better still, no amount of devious-
ness in posing the questions on Virgil’s part can
alter that fact. Zero knowledge is a mechanism
for enforcing honest behaviour on both sides:
cheating would bring no benefits to Virgil and
it would expose Petra to the embarrassment of
getting caught. Little wonder that zero knowl-
edge is often held up as the ‘holy grail’ of secure
computing.

But do zero-knowledge proofs even exist?
Under widely accepted assumptions, the
answer is yes for any NP-complete problem®.
Were Petra to hand over the hamiltonian path,
Virgil would learn more than the mere truth of
her claim: he would know the itinerary itself,
something, we just argued, he could not find
on his own. To achieve zero-knowledge status
requires, as so often in life, dialogue, commit-
ment, and a bit of luck. To keep Petra from
deceiving him with inconsistent answers, Vir-
gil will ask her to commit to her claim once and
for all. This is the software equivalent of hiding
the hamiltonian path in a locked box that nei-
ther party can access until both jointly decide
to open it. In fact, the path must be relabelled
randomly, so that merely looking at it will not
help Virgil trace it in the original map. Why so

much suspicion? Because distrust is the very
ailment that zero knowledge seeks to cure: if
Virgil trusted Petra, after all, her good word
alone would be sufficient and no proof would
be needed.

The surprise is that, to enforce honesty
among distrustful parties, randomness must
be thrown into the mix. A nasty side effect is
that the conversation might go awry and lead
Virgil wrongly to conclude that a hamiltonian
path exists when none is to be found. This
should happen with a probability of below
50%. (Correct claims will never be rejected,
however.) Isn't this being inordinately lax? No:
by repeating the dialogue a few dozen times,
one can easily reduce the error probability to
onein a trillion.

For technical reasons, to carry on sev-
eral such conversations at the same time, as
might happen on the Internet, is a big no-no.
The issue is subtle, but to see why concur-
rency facilitates deception is not. Ever care to
‘beat’ your local chess-club champ? Here is
how you do it: arrange for Garry Kasparov
to play a match with you while you play
with the local champion simultaneously —
and do it online so neither one can see what
you're up to. The trick s to feed each player the
other’s moves: in all likelihood, you will lose
to Kasparov, but win against your neighbour-
hood champion.

The beauty of Barak and Sahai’s work” is
that they are able to overcome the pitfalls
of concurrency by deploying a sophisticated

arsenal of cryptographic techniques. One of
them is to relax the definition of zero knowl-
edge by enhancing Virgil's power to simulate
any potential dialogue with Petra. Anotheris to
squeeze long messages into shorter ones with-
out losing their security properties. Although
fairly complex, the Barak—Sahai technology
takes us one step closer to true security on
the Internet.

In 1962, US President John F. Kennedy dis-
patched Dean Acheson to Paris to offer Charles
de Gaulle photographic evidence of Soviet mis-
siles in Cuba. The French president declined
to see it, saying: “The word of the president of
the United States is good enough for me” Zero
knowledge is so blissfully easy in a climate of
trust. The challenge is to deal with liars and
cheaters. The continuing work of those such
as Barak and Sahai’ is giving us new tools to
do that on the Internet. |
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CHEMICAL BIOLOGY

Dressed-up proteins

Gijsbert Grotenbreg and Hidde Ploegh

Proteins aren't just defined by their constituent amino acids — structural
modifications can yield complex mixtures of protein forms. An approach that
controls the addition of such modifications may help to define their role.

Polypeptides freshly minted from the cell’s
protein-assembly apparatus are by no means
ready for active service. Both the peptide
backbone and its side chains may need to be
altered by post-translational modifications
(PTMs), the covalent attachment of chemical
groups that change the properties, and hence
the function, of newly generated proteins.
PTMs also control the degradation of aberrant
proteins and those at the end of their lifespan.
Such modifications dramatically expand the
compositional and functional complexity of
these molecules. Not satisfied with leaving
everything to nature’s whim, chemists are tak-
ing great strides in developing PTM-mimics.
On page 1105 of this issue', van Kasteren e al.
describe strategies that offer precise control
over the attachment of carbohydrates and
other PTM-mimics to polypeptides.

In nature, any given protein may exist asa
mixture of forms, each incorporating differ-
ent PTMs. Assessment of the contribution
made by each PTM to that protein’s function
demands that the individual components of
these mixtures should be isolated and identi-
fied. But separating the constituents from these
complex — and possibly dynamic — mixtures
is a dauntingly arduous task. The ability to
uniformly modify proteins at specific sites in
the molecule, using chemical approaches that
mimic the original PTM, is therefore essential
for progress in this area.

A few examples of this approach are already
known. One clever and synthetically straight-
forward example was reported recently’, in
which the side chains of cysteine amino acids
in proteins were selectively targeted to mimic
a particular PTM — the modification of lysine

©2007 Nature Publishing Group

amino-acid side chains with methyl groups.
The resulting molecules were used to assess the
role of this PTM in DNA-protein complexes
found in cell nuclei.

One intricate form of PTM that remains a
prize target for chemists is the attachment of
carbohydrates — glycans — either to nitrogen
atoms (N-linked) in the side chains of aspara-
gine amino acids, or to oxygen atoms (O-linked)
on the side chains of serine or threonine. In
living cells, glycosidase and glycosyl transferase
enzymes first trim N-linked glycans, then
extend them with sugars that can branch in
several directions, generating numerous varia-
tions on a theme. Glycosyl transferases also act
on O-linked glycans, imposing similar exten-
sions and modifications. To add to the com-
plexity, each sugar can bear different chemical
groups, and the linkages between sugars have
specific orientations. Many biological processes,
such as cellular differentiation and development,
cell adhesion, immune surveillance and inflam-
mation, rely to varying degrees on the correct
decoration of proteins with such glycans.

Van Kasteren et al.' have now responded to
the clarion call for improved synthetic methods
to modify proteins. Not only have they installed
carbohydrate PTM-mimics at specific loca-
tions in a protein, but they have also incorpo-
rated another important motif — a sulphated
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Figure 1| Dressing up proteins. a, The protein P-selectin recognizes and binds to its ligand, PSGL-1,
using covalently bound chemical groups (known as post-translational modifications, PTM:s) at the
ligand’s surface. The PTMs are a carbohydrate (sialyl-Lewis-X, orange hexagons) and a sulphated
amino acid (sulphotyrosine, blue hexagon with circle attached). b, Van Kasteren et al.' show that the
unrelated SSPG protein can be fitted with mimics of these PTMs so that it is recognized by P-selectin.
SSPG enzymatically converts X-gal molecules into a coloured product. This reporter function of the
modified SSPG was exploited to visualize P-selectin in tissue samples.

tyrosine amino acid — at another defined site
in the same molecule. To accomplish such a
feat of directed chemistry, a creative synthetic
strategy was required. The authors specifi-
cally appended their sulphotyrosine mimic to
the side chains of cysteines using a selective
‘disulphide exchange’ reaction. To attach the
carbohydrate PTM-mimic, van Kasteren et al.'
incorporated chemical groups (alkynes and
azides) into the glycan and the protein. These
groups react exceptionally well with each other
under near-physiological conditions™, but are
indifferent to all other groups present.

To target their PTM-mimics to precise loca-
tions, the authors used genetically engineered

APPLIED PHYSICS
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bacteria to create proteins either with cysteine
or with azide-containing or alkyne-containing
amino acids at the desired surface positions.
Azide-containing and alkyne-containing
amino acids do not occur in nature, so these
were incorporated by tricking the cell’s biosyn-
thetic machinery into installing them at posi-
tions where a methionine amino acid would
otherwise have occurred.

The uptake and incorporation of azide-
containing building-blocks into biomolecules
has previously proven its worth, as azide
groups can be selectively labelled by chemi-
cal means™’. Similarly, the tethering of carbo-
hydrates — from simple glucose to the complex

asolution is continuously
run through the channels
and particles can adsorb

on the channels' inner

carbohydrate known as sialyl-Lewis-X — to
proteins is not unprecedented’. But what makes
van Kasteren and colleagues’ work unique is
that two distinct PTMs have been installed on
a single polypeptide. This successful applica-
tion of two distinct chemical processes, involv-
ing reaction centres that recognize each other,
but which ignore the dense concentration of
chemical groups surrounding them, represents
a formidable achievement.

As a target to which they could apply their
technique, van Kasteren et al.' chose the pro-
tein P-selectin, whose presence in tissue is
indicative of inflammation and is also a useful
hallmark of cerebral malaria. P-selectin rec-
ognizes another protein, PSGL-1, by means
of two distinct PTMs — a sulphated tyrosine
residue and a sialyl-Lewis-X carbohydrate
— found at separate locations on the PSGL-1
backbone (Fig. 1). The authors took an enzyme
(Sulfolobus solfataricus B-glycosidase, SSBG)
that normally doesn't bind to P-selectin, and
decorated it with PTM-mimics to resemble
PSGL-1. The presence of SSPG can be revealed
when it converts a molecule known as X-gal
to a blue product. Would SSPG, dressed up
as PSGL-1, now allow the visualization of
P-selectin? The answer was a resounding yes.
The mere presence of the PTM-mimics posi-
tioned appropriately on the surface of SSBG
allowed it to be recognized by P-selectin, as
reported by the blue enzymatic reaction prod-
uct. In a convincing demonstration of the tech-
nique’s utility, PTM-bearing SSBG protein was
used to visualize chronic inflammation and
cerebral malaria pathology in tissue sections.

This work artfully brings together sev-
eral chemical tools to obtain pure proteins

How can tiny particles such
as molecules be weighed? A
cantilever, if small and flexible
enough, will bend under the weight
of amolecule adsorbed onto its
surface. A rather more sensitive
mass measurement is given by the
shift in the cantilever's resonance
frequency as mass is adsorbed. This
tiny resonance signal can be read
out electronically by integrating the
cantilever onto a silicon chip.
Previous demonstrations of
chip-based mass sensors include
the detection of a single virus
weighing as little as 9.5 femtograms
(1femtogramis 10~ " grams) in air
(A. Guptaetal. Appl. Phys. Lett. 84,
1976-1978; 2004), and weighing
a cluster of about 30 xenon atoms
— equivalenttoamere 7 x10~%
grams — inavacuum (Y. T. Yang
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etal. Nano Lett. 6,583-586; 2006).
But where the particles to be weighed
are suspended in solution (asis the
case, for example, in many biological
settings), the technique hits a snag:
the viscosity of the fluid damps

the resonator, and significantly
decreases its sensitivity.

Elsewhere in thisissue, Scott
Manalis and colleagues present
what might be described as a radical
solution to the problem: putting the
fluid inside the resonator (T. P. Burg
etal. Nature 446,1066-1069; 2007).
They have designed a vacuum-
sealed silicon microcantilever
with hollow channels (pictured),
connected to pressure-controlled
inlets and outlets for fluid delivery.

The device works in two modes. In
the first, which is particularly suited to
selective detection of biomolecules,

surface — which must
be specially prepared
for the purpose. The
authors demonstrate
how the mass change
can be followed by
monitoring shifts in the
resonance frequency of
the cantilever in real time
as proteins in solution become bound
to appropriate receptor molecules
that have been grafted onto the tube
surface.

Ina second mode, particles are
detected in transit through the
channels; this is useful for weighing
particles in dilute solutions. An
experiment in this mode determined
the distribution in masses, with a
resolution of one femtogram, for two
types of live bacterial cell, of average
masses 110 and 150 femtograms.

©2007 Nature Publishing Group

The work is an example of the
steady progress that is being made
in designing practical, inexpensive
and portable lab-on-a-chip
diagnostic devices. Although
further advances are required to
demonstrate a ‘killer application’

for Burg and colleagues' fluidic
sensor — a medically relevant
specific detection of viruses in blood
samples, for example — it is already
an elegant method for weighing tiny
particles in solution.

Liesbeth Venema
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carrying specific, complex-carbohydrate-based
PTMs. It remains to be seen whether pro-
teins other than conveniently sized reporters
such as SSPG will tolerate such manipulation
with similar ease. Nevertheless, by combin-
ing the genetic manipulation of proteins with
chemical reactions to selectively install bio-
logically active structures, van Kasteren et al.'
have taken a crucial step towards unravelling
the contributions of complex PTM patterns to
protein function. u
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MATHEMATICAL PHYSICS

Added dimensions to grain growth

David Kinderlehrer

A long-standing mathematical model for the growth of grains in two
dimensions has been generalized to three and higher dimensions. This will
aid our practical understanding of certain crucial properties of materials.

Most engineered materials, including metals
and ceramics, are polycrystalline — that is,
they are composed of myriad, small, crystal-
line grains, separated by interfaces or bounda-
ries (Fig. 1). Yet despite the ubiquity of such
grains, we know surprisingly little about
how they grow. On page 1053 of this issue,
MacPherson and Srolovitz' supply a precise
answer in three dimensions — indeed, in
any number of dimensions. The result is not
merely novel, but also intellectually exciting:
and it is exciting both for materials scientists,
who now know that this question has a suc-
cinct and elegant answer, and for mathema-
ticians, who can witness recondite methods
of integral geometry resolving a question of
material significance.

The study of crystalline microstructure
is ancient. Our ancestors fashioned stone
implements from tool-stones that had
special microstructures, and the excavation of
such tool-stones has informed our ideas about
human migration®. In the world of modern
materials, cellular networks are implicated in
many, varied material properties at many dif-
ferent length scales, including lifetime proper-
ties such as fracture toughness, and functional
properties such as electrical conductivity. Pre-
paring arrangements of grains and bounda-
ries suitable for a given application is a central
problem of materials science: the problem of
microstructure.

Over time, and especially with exposure to
elevated temperatures, grain boundary net-
works coarsen, and thus grains grow. Promot-
ing or preventing this process is of paramount
technological importance in many engineered
materials. Simultaneously, a grain configura-
tion must completely fill space and, in some
way, minimize energy’. In other words, it

is subject to both topological and thermo-
dynamic constraints.

The simplest coarsening mechanism is local:
each point on a boundary wall moves perpen-
dicularly, with a rate proportional to its surface
tension. But to understand the evolution of a
network, this microscopic description is unsat-
isfactory: one cannot inspect the surface ten-
sion at every point. Hence the central question:

©2007 Nature Publishing Group

how does the volume of a cell (which is easier to
measure) change? In the two-dimensional case,
the answer was given by John von Neumann*
in 1952 and William Mullins’ in 1956. Often
just called the ‘n — 6 rule; it states that the rate
of change of area, dA/dt, of a two-dimensional
cell with n sides is given by dA/dt=1y (n—6),
where y is a material constant. Thus, cells with
more than six sides grow (positive change in
area with time) and those with fewer than six
sides shrink (negative change). The familiar
pattern of regular hexagonal tiles is an equili-
brium configuration.

The equation is, in fact, a disguised version
of the familiar geometric fact that the sum of
the exterior angles of a polygon is 277 (360°). As
an irregular cell grows, its sides are assumed to
maintain equal surface tension and to meet at
vertices of interior angle 120° — as indeed they
do in the regular hexagon. It is interesting to
note here that the dimensionality of the meas-
urement implied in the equation (the number
of sides, which has no dimension) is two less
than what is being measured (a two-dimen-
sional change in area). The (n — 6) notation
contains all the ingredients for measuring and
counting cell features that extend to the three-
dimensional structures.

In this respect, MacPherson and Srolovitz’s
result in three dimensions has a familiar face,
as it were. It takes the form

dV/dt=y(Ze,—6L)

and thus relates the rate of change of (three-
dimensional) volume, dV/dt, of a cell to two

Figure 1| With the grain. The way in which the area of a two-dimensional granular structure — here,
a transmission electron micrograph of an aluminium thin-film structure — varies with time has been
known for more than 50 years. Only now have MacPherson and Srolovitz' managed the jump to three
and higher dimensions. (Scale bar, 200 nm; image courtesy of K. Barmak.)
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one-dimensional quantities: the cell’s linear
size, L, and the sum of the lengths of its edges,
e;, which is also one-dimensional. Just as in the
two-dimensional case, this equation accounts
for growth that maintains equalized surface
tension and constant angles at which grain
facets meet. The rate of change of volume is,
however, no longer a constant for a given cell,
but varies as its size changes. The n-dimen-
sional result maintains this property: the rate
of change of n-dimensional volume is related
to n — 2-dimensional features of the cell and
no others — in particular, no lower-dimen-
sional ones.

Why this is the case is a signature prob-
lem in integral geometry and geometrical
probability that also has an ‘ancient’ history.
It dates back at least to the Buffon needle
problem formulated in 1777 — in essence,
a method for using chance and geometry to
compute 7 — and was followed up by efforts
from many great names since’. One of these
was the twentieth-century Swiss mathemati-
cian Hugo Hadwiger. In a celebrated theo-
rem’”’, he stated that there is a unique way
to measure n-dimensional features — such
as the linear size of a grain or a grain facet as

depicted in a two-dimensional image — in a
space of equal or higher dimensionality, such
as three-dimensional space, that satisfies the
natural properties of additivity (roughly, that
the size of the union of disjoint objects is the
sum of their sizes) and homogeneity.

The Hadwiger measure was ‘hiding in
plain sight’ to solve the problem in hand,
but, in studying time-dependent evolution,
MacPherson and Srolovitz have extended it
and employed it in a dramatic new way. Their
result will be a crucial factor in meeting the
challenge of finding a complete theory of
microstructural evolution that satisfies both
topological and thermodynamic constraints,
asis required’.

MacPherson and Srolovitz's answer' to one
central question in materials science raises a
second equally fundamental question. A physi-
cal grain network is beset by inhomogeneities
and anisotropy, to name just two impediments
to ideal growth. Even in the abstract, the effect
of such features is unknown: we enter the
realm of stochastic analysis through simple
combinatorial events such as cell or facet dele-
tion'’. Such analysis, implemented with auto-
mated data acquisition in the laboratory and

large-scale simulation at the desk, will be the
future direction of the subject. The remarkable
and profound collaboration of mathemati-
cians and materials scientists exemplified by
MacPherson and Srolovitz’s advance looks set
to continue. [ ]
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STEM CELLS

Blood lines from embryo to adult

Hiroo Ueno and Irving L. Weissman

Does blood formation in mammalian embryos and adults have separate origins or a common source? The most
recent investigations into the question add a further chapter to this long-running story.

Thirty years ago the consensus view was that
blood formation — haematopoiesis — origi-
nates in stem cells in the embryo yolk sac,
with that same cell lineage going on to supply
the fetus and adult. This was supplanted by
the now-conventional wisdom that the yolk
sac serves only the embryo, and that an inde-
pendent origin of blood-forming stem cells
begins in the region of the developing fetus
known as the aorta—gonad-mesonephros
(AGM). In the latest turn of events, however,
Samokhvalov and colleagues (page 1056 of
this issue') provide powerful evidence that
yolk-sac haematopoiesis does indeed supply
the adult as well.

In mammals, blood cells are the first dif-
ferentiated cell types generated in early-stage
embryos. The first blood cells are found in mice
in the yolk sac at embryonic day (E) 7.0-7.5,
just 2 or 3 days after the undifferentiated con-
ceptus implants in the uterus. They first appear
as islands of blood cells, which are later sur-
rounded by the endothelial cells that will form
blood vessels. The yolk sac supports primitive
blood formation, with these early blood cells
being mainly nucleated red blood cells carry-
ing the embryonic and fetal-type haemoglobins
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that are presumably optimal for the develop-
ing embryo and then the fetus — a transition
that is marked by the formation of distinct
organs.

One and a half days after these blood islands
appear, at about the time the yolk-sac blood
vessels connect to the embryo proper, blood
formation in the embryo is first observed at or
near the dorsal aorta”. Blood-forming activity
attributed to haematopoietic stem cells (HSCs)
is evident in this region at around E10.5 (ref. 3).
The site of blood formation then migrates to
the fetal liver, thymus and spleen, and eventu-
ally to the bone marrow.

Is there a lineage relationship between yolk-
sac blood-forming cells and those found later
in the embryo, or are they generated sepa-
rately? In 1970, the answer seemed clear”. In
tissue culture, E7, 8 and 9 yolk-sac cells were
found to produce a subset of blood-cell types
in myeloerythroid colonies, which contain a
mixture of red blood cells and myeloid cells,
but not lymphocytes. Yolk-sac cells from simi-
lar stages also made the same type of colonies
in the spleens of irradiated mice 7 days after
injection into the mice. No such activity was
present in E7-8 embryos, and in culture the

©2007 Nature Publishing Group

embryo gained such cells only if co-cultured
with yolk sac.

In subsequent work’, in which E8-9 yolk-
sac cells were transplanted into the yolk
sacs of genetically distinct embryos at the
same stage, the cells entered ‘blood islands’
When these mice reached adulthood, their
bone marrow contained yolk-sac, donor-
derived marrow cells that, when transplanted,
gave day 10 myeloerythroid spleen colonies.
These yolk-sac-cell recipients also contained
donor-derived T lymphocytes in the thymus.
So it seemed that the issue was settled, as
only HSCs produce myeloerythroid and T cells
for life.

However, experiments involving a new
method of organ culture® apparently con-
tradicted these findings*’. In these assays, the
AGM contained blood-forming progenitors,
but much lower or no activity was observed
in the yolk sacs of fetuses of the same age. It
was also found that the blood-forming cells
in the yolk sac cannot engraft in marrow in
lethally irradiated adults in the way that they
can in same-age fetuses. In these studies™’,
the transplantable cells were first found in
the AGM. Hence, the current wisdom is that
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E7.0

Adult blood cells

Primitive streak

E7.5-E8.0

E8.5-E10.5 Adult
Embryonic
blood cells \
/ lllllll
Bone

marrow

Primitive streak
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Figure 1| Two models of embryonic and adult blood formation. a, The ‘separate’ model. Embryonic
blood-forming cells, generated in a region called the ‘primitive streak;, proliferate in the yolk sac,
migrate to the embryo proper, but eventually die out. The adult blood-forming cells, whose origin
in the early-stage embryo is unknown, are separately generated in the aorta-gonad-mesonephros
(AGM) region and later seed the adult bone marrow. b, The ‘common’ model. Adult blood-forming
cells in the AGM regions at least partly originate from RunxI-positive progenitors in the yolk sac.
Black and blue arrows show pathways of embryonic and adult blood-forming cells, respectively;
bold blue arrow is the pathway described by Samokhvalov and colleagues'. Regions of cells at the
primitive-streak stage: notochord (blue); somites (yellow); heart and cranial mesoderm (green);

extraembryonic mesoderm (pink)".

the yolk-sac-derived, primitive blood-form-
ing cells are transient and die, whereas all the
adult blood-forming cells originate from the
AGM (Fig. 1a).

Nevertheless, it remained possible that
HSCs in the AGM migrate from the yolk sac
to the embryo. In that case they would need
to undergo further maturation to successfully
make their way to the liver, where blood forma-
tion next occurs, before they could acquire the
ability to engraft in adult bone marrow. In fact,
in mice lacking a homing receptor for adult
HSCs, the integrin a,f, (ref. 6), haematopoiesis
never proceeds beyond the yolk sac to the fetal
liver”®. In addition, co-culture of E8.5 yolk-sac
cells with AGM-derived cells for 4 days pro-
duces adult-type HSCs that can reconstitute
adult bone marrow’. Like early yolk-sac cells,
embryonic-stem-cell (ESC)-derived blood-
forming cells do not engraft in adult marrow.
However, introduction of developmental genes
(Cdx4 and Hoxb4) into ESC-derived haemato-
poietic cells gives cells that have gained some
ability to become engrafted in adult bone
marrow'’. These studies® '’ suggest that, to
contribute to adult haematopoiesis, yolk-sac
blood cells have to be subject to further events
as they mature in embryos.

The origin of haematopoietic cells in early
embryos has been examined by fate-mapping

studies that allow the history of various cell lin-
eages to be followed. Progenitors of yolk-sac
blood cells are generated in a defined region in
early-stage embryos'', and common progeni-
tors of blood and endothelial cells, expressing
the genes brachyury and Flk1, are reported
to be produced in this region'’. The yolk-sac
blood islands are, however, formed by multiple
progenitors that are mainly already lineage-
committed to a blood or an endothelial fate. At
most, 15% of these yolk-sac blood cells could
derive from local progenitors that assume both
blood and endothelial fates; put another way,
only about 30% of blood cells could originate
from Flk1-positive progenitors'”. Thus there
seems to be a heterogeneous population of
haematopoietic and endothelial progenitors at
this stage, and their relationship to later HSCs
is unclear.

Samokhvalov et al.' now report experi-
ments involving an elegant, inducible cell-
labelling technique, which they use to follow
cells expressing an essential gene for blood
formation called Runx1 or amll (later in life
this gene is implicated in causing acute
myeloid leukaemia, hence the latter name).
Samokhvalov et al. labelled RunxI-positive
cells at E7.5, before the establishment of vas-
cular connections between the yolk sac and
embryo, and before RunxI-positive cells are

©2007 Nature Publishing Group

generated within the embryo itself. At that
stage, it is mainly yolk-sac cells that are Runx1-
positive, although some RunxI-positive cells
appear slightly later in the allantois and chorion,
precursors to the placenta',

The authors' show that these RunxI-marked
cells can contribute to adult HSCs (but not to
vascular endothelial cells, indicating early seg-
regation of the two lineages) that persist for at
least 15 months after birth. Because almost all
RunxI-positive cells are in the yolk sac at the
time of lineage tracing, this outcome indicates
that at least some adult HSCs come from the
yolk sac, contrary to the view that yolk-sac and
intraembryonic haematopoiesis are completely
separated in mammals (Fig. 1).

In Samokhvalov and colleagues’ results', the
contribution of RunxI-positive yolk-sac cells
to adult haematopoiesis is partial. But because
their method of cell marking may itself be
partial, and Runx1-negative yolk-sac cells may
also contribute to adult HSCs, the contribution
of yolk-sac cells to adult haematopoiesis might
be greater — even 100%. On the other hand,
it is possible that progenitors of AGM HSCs
really do originate only in part from yolk-sac
cells. So it will be necessary to find out whether
the yolk-sac/ AGM pathway is essential for nor-
mal haematopoiesis, or if it is redundant and
there are two distinct pathways. Even if all the
progenitors for AGM HSCs go through the yolk
sac, the origins of embryonic and adult haem-
atopoietic cells in early embryos could be dif-
ferent (Fig. 1b). It is also not clear whether the
later-developing allantois/chorion-placenta
is an independent source of haematopoiesis
or whether it also arises from yolk-sac cells*.
Although these issues are yet to be resolved, the
yolk-sac origin of at least some adult haemato-
poiesis is now back on the books. [ ]
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John Backus (1924-2007)

Inventor of science’s most widespread programming language, Fortran.

John Backus, who died on 17 March, was

a pioneer in the early development of
computer programming languages, and was
subsequently a leading researcher in so-
called functional programming. He spent his
entire career with IBM.

Backus was born on 3 December 1924 in
Philadelphia, and was raised in Wilmington,
Delaware. His father had been trained as a
chemist, but changed careers to become a
partner in a brokerage house, and the family
became wealthy and socially prominent. As a
child, Backus enjoyed mechanical tinkering
and loved his chemistry set, but showed
little scholastic interest or aptitude. He was
sent to The Hill School, an exclusive private
high school in Pottstown, Pennsylvania.

His academic performance was so poor that
he had to attend summer camps to catch

up on his studies. He fared no better at the
University of Virginia, where he enrolled for
a degree in chemical engineering in 1942,
and from which he was sent down for poor
attendance.

Backus was drafted into the US Army in
early 1943, where he was initially put on
an anti-aircraft programme. Aptitude tests
revealed his high intelligence, and he was
sent on a specialist engineering course at
the University of Pittsburgh, Pennsylvania.
He also tried a pre-medical training course,
but lost enthusiasm and dropped out. After
leaving the army in May 1946, he enrolled at
Columbia University, New York, initially as
a probationary student because of his poor
academic record. In mathematics, he at last
found his calling, graduating with a BA in
1949 and obtaining a master’s degree the
following year.

In 1948, IBM had completed its first
experimental electronic computer, known as
the Selective Sequence Electronic Calculator
(SSEC). It was a huge machine with 13,000
tubes and 23,000 relays. IBM displayed the
machine in the showroom of its New York
headquarters, where it was visible to passers-
by and attracted much media attention.
Backus went to see the SSEC, and persuaded
IBM to hire him as a programmer. He spent
the next year of his life calculating lunar
positions, which he found a delight.

IBM introduced its first commercial
computer product, the model 701, in 1952.
The computer had to be programmed at a
level very close to basic binary machine code,
which was not intrinsically difficult but time-
consuming and error-prone. Backus devised
an automatic programming system called
Speedcoding for the 701, which made the
task much easier. Like similar systems being
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developed elsewhere around the same time,
however, Speedcoding produced programs
that were uneconomically slow.

Backus proposed to his manager the
development of a system he called the
Formula Translator — later contracted to
Fortran — in autumn 1953 for the model
704 computer, which was soon to be
launched. The unique feature of Fortran was
that it would produce programs that were
90% as good as those written by a human
programmer. Backus got the go-ahead, and
was allocated a team of ten programmers
for six months. Designing a translator that
produced efficient programs turned out to be
a huge challenge, and, by the time the system
was launched in April 1957, six months had
become three years. The Formula Translator
consisted of 18,000 instructions, which was
not especially long as programs went, but it
embodied fiendishly complex algorithms for
code optimization.

Fortran was eagerly taken up by users
of the IBM 704, and other computer
manufacturers also produced Fortran
systems so that their machines’ software
would be compatible with IBM’s. Fortran
became the lingua franca of scientific
computing, which it remains 50 years on
— today, for example, the UK Meteorological
Office’s computer model for climate change
consists of a one-million-line Fortran
program. Fortran has often been criticized
for its inelegance, but as Backus subsequently
explained, when it was being designed
efficiency was paramount and very little
thought was given to the language itself.

And of course, no one could have dreamed
that the language would still be going strong
halfa century later. Because of the need for
backward compatibility, Fortran has never
escaped the path-dependency of those early
decisions.

In the late 1950s Backus became a member
of the Algol Committee, which was designing
an international scientific programming
language, named Algol 60. The language was
specified in Backus—Naur form, a notation
that Backus devised in collaboration with the
Danish computer scientist Peter Naur. Algol
60 was an elegant language that was popular
in Europe in the 1960s and 1970s. However,
it was never able to replace Fortran, primarily
because of the investment already made in
the Fortran code. Nonetheless, Algol was
hugely influential in programming-language
design — most modern programming
languages, such as C and Java, can trace their
roots to the language, and the Backus—-Naur
form is part of the computer-science canon.
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After the pizzazz of the Fortran years,
Backus’s subsequent career was calmly
scientific. In 1960 he became a staff member
of IBM Research, Yorktown Heights, New
York. In 1963 he was made an IBM fellow and
spent the remainder of his career, until he
retired in 1991, with IBM in both Yorktown
Heights and San Jose, California.

AtIBM Research, Backus led a research
group in functional programming, a new
programming paradigm that aimed at
computation through the evaluation of
mathematical functions. The idea was to
bypass what Backus called the ‘von Neumann
bottleneck, after John von Neumann,
one of the inventors of the computer. As
Backus explained it, a computer consisted
of a processor and a memory; the object
of a program was to change the state of the
memory, using the processor, but this had to
be done painfully slowly, one instruction at a
time. But although functional programming
became (and remains) a major computer-
science research topic worldwide, it has never
broken through to the mainstream.

Fortran remained Backus’s lasting
contribution to computing, for which he
was awarded the National Medal of Science
in 1975 and the Turing Award of the
Association of Computing Machinery in
1977 — computer science’s highest honour. m
Martin Campbell-Kelly
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GLYCOCHEMISTRY &
GLYCOBIOLOGY

arbohydrates have long been
underappreciated by the scientific
community, and many scientists approach
the complex structures and elaborate
nomenclature of carbohydrates with trepidation.
Like amino acids and nucleic acids, sugars are
abundant in nature: many natural products contain
oligosaccharides that are vital for their biological
activity, and carbohydrates have key roles in a broad
range of biological processes, including signal
transduction and immune responses.

Although fewer scientists work with carbohydrates
than with other biopolymers, researchers in this
field have been prolific. Chemists and biochemists
have developed new methods to rapidly synthesize
oligosaccharides, enabling them to generate complex
polysaccharides and analogues of natural products that
have increased activity in vivo. Biologists have explored
the physiological roles of various sugars, discovering
that many have essential roles in all of the major organ
systems and are involved in several disease states.

In addition to extending our knowledge of how the
natural world works, these findings have been used to
develop carbohydrate-based drugs and vaccines, some
of which show great promise for treating or preventing
various diseases, including malaria, cancer and AIDS.

The number of chemists, biochemists and biologists
in this field is steadily increasing, and this interest
underscores the fact that there are so many discoveries
to be made. To quote Ajit Varki (see page 1023), it is “a
fertile area for the new generation of young scientists”.

In this Insight, we present a collection of reviews that
highlights some of the hottest areas in glycochemistry
and glycobiology, including the chemical synthesis
of carbohydrates, their biological functions and the
therapeutic potential of carbohydrate-based drugs and
vaccines. We hope that you enjoy it.

We are pleased to acknowledge the financial support
of Vastox and Dextra Laboratories in producing this
Insight. As always, Nature carries sole responsibility
for all editorial content and peer review.

Joshua Finkelstein, Senior Editor
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Chemical glycosylation in the synthesis of
glycoconjugate antitumour vaccines

Danica P. Galoni¢' & David Y. Gin?

Therapeutic vaccines derived from carbohydrate antigen-adjuvant combinations are a promising approach
for cancerimmunotherapy. One of the critical limitations in this area is access to sufficient quantities of
tumour-associated carbohydrate antigens and glycoconjugate adjuvants. At present, availability of the
complex oligosaccharide constructs that are needed for the systematic design and evaluation of novel
vaccine formulations relies on de novo chemical synthesis. The use of both state-of-the-art and emerging
glycosylation technologies has led to significant advances in this field, allowing the clinical exploration of
carbohydrate-based antigens in the treatment of cancer.

The identification of distinct glycoprotein and glycolipid constructs that
are overexpressed on the cell surfaces of malignant cells'™ has spurred
intense research into exploiting these tumour-associated antigens for
the development of anticancer vaccines* . Tumour-associated carbo-
hydrate antigens are anchored to the cell surface either by a lipid tail
(for example, the glycolipids Globo-H, GM2, GD2 and GD3) or by a
protein component (for example, glycoproteins that have an N-acetyl-
galactosamine core (GalNAc) oligosaccharide, such as Ty, T and sialyl-
Ty (STy))’. Although glycoprotein and glycolipid carbohydrate epitopes
have been used in anticancer vaccine investigations, these molecular
subunits typically induce only weak T-cell-independent B-cell (anti-
body) responses, wherein only a small population of glycolipids might
be presented to T cells. However, augmentation of antibody response
can be accomplished with three-component vaccine formulations.
These constructs involve the covalent conjugation of various carbo-
hydrate antigens to an immunocarrier protein such as keyhole limpet
haemocyanin (KLH)’. When this protein is processed and presented
by antigen-presenting cells a strong T-cell immune response results,
leading to cytokine cascades that increase antibody response, not only
to KLH but also to the less immunogenic carbohydrate antigens to
which it is attached. Additional immune response potentiation of these
antigen conjugates is accomplished through co-administration with
an immunological adjuvant such as QS-21 (refs 8-10). Marked eradi-
cation of circulating tumour cells and micrometastases in preclinical
models, together with prolonged disease-free periods and survival after
primary treatment (such as radiation or surgery), highlighted the early
potential of carbohydrate vaccines in cancer immunotherapy*"' ™. Sev-
eral additional three-component anticancer vaccine formulations have
since advanced to clinical trials'* ", and large randomized, multicentre
trials of polyvalent vaccines such as these will soon address the clinical
impact of immunization against carbohydrate antigens.

Low expression levels of tumour-associated carbohydrate antigens
in tissue cultures of cancer cells, as well as difficulties associated with
isolating homogeneous material from such sources, prompted exten-
sive research into the chemical synthesis of these complex molecules as
their primary means of access™ *. Various synthetic strategies have been
developed for the preparation not only of these complex oligosaccharide
antigens but also of complex carbohydrate immunoadjuvants. The

formidable intricacies of regiochemical and stereochemical control in
oligosaccharide assembly establish complex carbohydrate construction
as one of the most challenging forefronts in chemical synthesis. Here we
present an overview of selected glycosylation processes and strategies
applied to the synthesis of tumour-associated carbohydrate antigens
(TACA) and immunoadjuvants that show promise in anticancer thera-
peutic vaccines.

Glycosylation strategies

Acetal exchange

Many of the advances in complex carbohydrate synthesis revolve around
methods to form the glycosidic bond, because this is the primary means
by which monosaccharide building blocks are assembled into more
complex oligosaccharide structures” **. For more than a century,
methods developed for glycosylation have overwhelmingly favoured
an approach in which the carbohydrate coupling partner contributing
its anomeric carbon in the anomeric linkage (glycosyl donor) serves the
role of an electrophile. The corresponding coupling partner (glycosyl
acceptor) thus functions as the nucleophilic counterpart. This strat-
egy typically relies on the use of a selectively protected glycosyl donor
(1, Fig. 1a), which incorporates at its anomeric centre a latent leaving
group (Lg). In the presence of a suitable electrophilic ‘activator’ (EI),
the anomeric functionality is rendered highly electron deficient (2),
thereby allowing anomeric substitution by the nucleophilic glycosyl
acceptor (Nu-H) to form the glycoconjugate 3. This acetal exchange
process governs most existing chemical glycosylation processes, and is
effective for coupling not only with simple nucleophiles but also com-
plex oligosaccharide, peptide and lipid glycosyl acceptors.

One of the more direct approaches for glycosylation involves the class
of C1-hydroxy glycosyl donors (4, Fig. 1b), in which an unprotected
anomeric hydroxyl is exchanged under a controlled dehydration process.
Various dehydrating reagents have proved effective, including cationic
metal Lewis acids, sulphonium and phosphonium salts, and activated
sulphonyl halides. Although this approach minimizes the number of
distinct anomeric derivatizations in the glycosylation protocol, alter-
native strategies involving functionalization of the anomeric hydroxyl
into an isolable glycosyl donor before anomeric activation and coupling
are often desirable. Among the earliest latent leaving groups used in

'Department of Biological Chemistry and Molecular Pharmacology, Harvard Medical School, Boston, Massachusetts 02115, USA. 2Memorial Sloan-Kettering Cancer Center, 1275 York Avenue,

New York, New York 10021, USA.

1000

©2007 Nature Publishing Group



chemical glycosylations are anomeric halides (5), wherein glycosyl fluo-
rides, chlorides, bromides and iodides can be prepared and activated for
glycosylation with their respective halophilic reagents. Other anomeric
latent leaving groups involving oxygen-derived functionalities include
trichloroacetimidates (6), phosphates/phosphites (7), esters/carbon-
ates/thiocarbonates (8) and various aryloxy groups (9), all of which can
be efficiently activated by the corresponding oxo-, aza- or thiophilic
reagents. Also among the anomeric O-derived glycosyl donors is the
4-pentenyl glycoside 10, in which electrophiles with high affinity for
ni-electrons (such as electrophilic halogen reagents) have proved to be
useful selective activators. Like the 4-pentenyl glycosyl donors, glycosyl
sulphides and sulphoxides (11) have been shown to be exceedingly useful
not only as latent leaving groups but also as stable anomeric protective
groups before the glycosylation event.

Glycal oxidation

In addition to carbohydrate donors with anomeric heteroatom derivatives,
the use of glycals (12, Fig. 1¢) as glycosyl donors has been explored exten-
sively in complex carbohydrate synthesis. The presence of the 1,2-alkene
functionality in this substrate allows the use of various electrophilic oxi-
dants (EI") that are reactive to enol ether nucleophiles (12). The result-
ing activated glycosyl donor 13 is then poised to receive an appropriate
nucleophilic glycosyl acceptor (Nu-H) to form the glycoconjugate 14.
These methods allow the introduction of various functionalities Z’ at
the C2-position in conjunction with anomeric bond formation. For
example, C2-oxygen transfer to glycal donors has proved useful, involv-
ing dimethyldioxirane (DMDO)-mediated™ or sulphonium-mediated™
1,2-epoxidation of glycals, followed by anomeric substitution, to generate
C2-hydroxy glycosides (15, Fig. 1d). Similarly, I(111)-containing reagents
have recently been applied to the generation of selectively protected C2-
acyloxyglycosides (16)*. The synthesis of 2-amino-2-deoxyglycosides
has drawn considerable attention owing to the abundance and impor-
tance of this class of glycoside in naturally occurring glycoconjugates.
The venerable C2-azidonitration reaction of glycals™ to afford C2-azido
pyranose derivatives (17) has been, and continues to be, a favoured
method by which to introduce the C2-N-functionality. Other reactions
have subsequently been developed for C2-nitrogen transfer onto the gly-
cal donor, including stereoselective installation of a sulphonamide group
(for instance, 18, by iodosulphonamido glycosylation)™, as well as less-
used protocols to install a C2-carbamate functionality”” and the naturally
occurring C2-acetamido group™.

This series of acetal exchange couplings and glycal glycosylations
(Fig. 1) has been used, as have others, in the chemical synthesis of highly
complex oligosaccharide conjugates. However, so far no single coupling
method has proved to be broadly effective for all glycosylations, no
doubt as a result of the high structural and functional group variability
of carbohydrate substrates. This is the case for the exceedingly complex
glycoconjugates identified for potential use in cancer immunotherapy, in
which chemical glycosylation processes used to prepare these molecules
are often highly substrate-specific.

Synthesis of tumour-associated carbohydrate antigens
Globo-H

Globo-H (19, Fig. 2a) is a cell-surface glycosphingolipid expressed on
a number of epithelial tumours, including those of the breast, prostate
and ovary®*!. Its complex hexasaccharide has been a target of many
total synthesis approaches. The DMDO-mediated glycal assembly
method™ was elegantly applied to the first total synthesis of a Globo-H
oligosaccharide*>* (Fig. 2b). This approach is illustrated by the stereose-
lective a-epoxidation of galactal 20 followed by regioselective C3-O-gly-
cosylation of galactal diol 21. The resulting glycal disaccharide 22 is then
immediately poised for glycosylation with a selectively protected fucose
donor to afford the glycal trisaccharide 23. Synthetic incorporation of
2-amino-2-deoxyglycoside derivatives often presents a challenge in com-
plex carbohydrate synthesis, wherein stereoselective nitrogen-transfer to
glycal substrates has proved effective. In this late-stage transformation,
activation of the glycal enol ether in 23 with iodonium di-sym-collidine

a
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Figure 1| Glycosylation methods. a, b, Glycosylation of acetal-derived
glycosyl donors. Activation of the anomeric leaving group (Lg, red)

with an electrophilic promoter (EI', purple) is followed by nucleophilic
attack of the acceptor (Nu-H, green) on the resulting electron-deficient
anomeric carbon of the carbohydrate donor. ¢, d, Glycosylation with glycal
donors. Activation of glycals with various electrophiles (EI") is followed by
coupling with a glycosyl acceptor (Nu-H) at the anomeric carbon. These
glycosylations result in functionalization of both the C1 and C2 positions
of the donor. M, metal; R, various substituents; Tf, trifluoromethane-
sulphonyl; X, various leaving groups; Z, various functionalities.

perchlorate (I(coll),ClO,) generates a transient f-iodonium intermediate
that rapidly receives a PhSO,NH, nucleophile at the anomeric position.
The resulting glycosyl sulphonamide group is then transferred to the
C2-position in the presence of a base (lithium hexamethyldisilazide, or
LHMDS) through the generation of a putative aziridine intermediate that
is subsequently opened by ethane thiol. The resulting trisaccharide 24,
which incorporates the requisite protected C2-aminogalactoside donor,
is ready for thioglycoside coupling with an appropriate trisaccharide
acceptor (ROH) to afford the hexasaccharide 25, which can be readily
elaborated to the Globo-H antigen (19).

Subsequent syntheses of the Globo-H oligosaccharide used the
concept of orthogonal glycosylation. By capitalizing on differences
in reactivity of various anomeric leaving groups, in conjunction with
the control of nucleophilicity of the acceptor, a convergent synthesis
of the Globo-H hexasaccharide was accomplished (Fig. 2¢). From five
distinct carbohydrate building blocks (26-30) with either an anomeric
thioalkyl, thioaryl or fluoride functionality, sequential chemoselective
anomeric activations were conducted in an orthogonal two-directional
glycosylation approach™. For example, the ethylthio fucoside donor 26
could be selectively activated in the presence of the less reactive anomeric
phenylthio group of the acceptor 27. After this initial glycosylation of 27
with 26, the remaining anomeric phenylthio group was activated (with
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Figure 2 | Selected syntheses of tumour-associated Globo-H antigen hexasaccharide. a, The chemical
structure of Globo-H. b, Synthesis through glycal assembly using oxidative C2-hydroxyglycosylation and
oxidative C2-sulphonamidoglycosylation. ¢, Synthesis by an orthogonal two-directional glycosylation
strategy using thioglycoside and glycosyl fluoride donors. d, Synthesis through a reactivity-based one-pot
multiple glycosylation strategy. Bn, benzyl; Bz, benzoyl; Cbz, benzyloxycarbonyl; CIBn, 2-chlorobenzyl;
coll, 2,4,6-collidine; Cp, cyclopentadienyl; Fuc, fucose; Lev, laevulinoyl (4-oxopentanoyl); LHMDS,
lithium hexamethyldisilazide; NBz, 4-nitrobenzoyl; NIS, N-iodosuccinimide; PMP, 4-methoxyphenyl;
TES, triethylsilyl; TIPS, triisopropylsilyl; Tol, toluyl (4-methylphenyl); Troc, trichloroethoxycarbonyl.
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N-iodosuccinimide (NIS) in the presence of
the galactosyl acceptor 28, whose anomeric
fluoride group remained unreactive to the
thiophilic NIS reagent. The resulting gly-
cosyl fluoride trisaccharide was then used
as the donor for the glycosylation of the
remaining Galal-4GalP1-4Glc trisaccha-
ride fragment (where Gal denotes galactose
and Glc denotes glucose) itself obtained
from the glycosylation of the protected
lactose acceptor 30 with the thiogalacto-
side 29. In the late-stage convergent step,
fluoride activation (by biscyclopentadienyl
zirconium dichloride (Cp,ZrCl,) and sil-
ver trifluoromethanesulphonate (AgOTf))
with concomitant triethylsilyl (TES) depro-
tection allowed stereoselective coupling of
both trisaccharide fragments to provide
the protected hexasaccharide 31, which
served as a suitable advanced substrate for
the completion of the synthesis. Notably, no
anomeric protecting group interconversions
were necessary after any of the glycosylation
steps in the synthetic sequence.

The orthogonal reactivity concept was
exploited on a different dimension in the
reactivity-based one-pot strategy® for the
construction of Globo-H hexasaccharide*
(Fig. 2d). This effort relied on known relative
reactivities of various thioglycoside donors,
the reactivities of which were finely tuned
by the careful choice of proximal protective
groups”. The synthesis was initiated through
the use of three distinct monosaccharide
donors (32-34), all of which incorporated
the anomeric thiotoluyl latent leaving
group. When this mixture of thioglycosides
was treated with electrophilic activators (tri-
fluoromethanesulphonic acid (TfOH) and
NIS), the electron-rich thioglycoside donor
32 was activated most rapidly to condense
with the most nucleophilic alcohol acceptor
33. Subsequent glycosylation of 34 with the
remaining anomeric thiotoluyl group on the
resultant disaccharide in the one-pot reaction
generated the trisaccharide 35 after selective
removal of the laevulinate (Lev) protective
group. A similar one-pot multiple glycosyla-
tion process was applied to a mixture of the
trisaccharide 35, the fucosyl donor 36, and
the lactose-derived acceptor 37, securing the
hexasaccharide 38 for eventual advancement
to the Globo-H hexasaccharide. This one-
pot strategy resulted in the assembly of the
hexasaccharide core with minimal isolation
and purification of oligosaccharide interme-
diates*. Other notable syntheses of Globo-H
have involved exclusive application of gly-
cosyl trichloroacetimidates® and glycosyl
phosphates™, demonstrating the power and
versatility of these classes of glycosyl donor.

Sialylated gangliosides

Sialylated gangliosides, exemplified by GM2
(39), GD3 (40), and GD2 (41) (Fig. 3a),
are cell-surface glycolipids expressed in
a number of neuroectodermal cancers



(including melanoma, neuroblastoma, sar-
coma and small-cell lung cancer) and also,
in the case of GM2, in several epithelial can-
cers (breast, prostate, ovary and colon)**". In
addition to the typical challenges associated
with the chemical synthesis of glycolipids, an
added difficulty is the incorporation of sialic
acid residues such as neuraminic acid (NeuAc)
into complex oligosaccharides™. Glycosylations
with sialic acid donors are often plagued by
low yields, because anomeric couplings must
occur at the sterically encumbered C2-position
through a ketal exchange process. Moreover,
naturally occurring sialosides incorporate the
a-C2-stereochemical configuration, which
is the contra-thermodynamic equatorial iso-
mer, devoid of electronic stabilization through
anomeric effects. Anomeric leaving groups in
sialylation reactions™ have taken the form of
thio-derivatives, halides and phosphites, as well
as, to a lesser extent, sialic acid-2,3-glycals and
the underivatized hemiketal®. Efforts to con-
trol a-anomeric selectivity in these couplings
have used removable neighbouring auxiliary
groups (either at C3 or at C1), or beneficial
solvent participation effects in the anomeric
substitution event.

An early synthesis of the GM2 (39, Fig. 3b)
antigen made effective use of the B-sialyl phos-
phite donor 42 in the regioselective sialylation
of the C3-hydroxyl of the lactoside acceptor
43 (ref. 54). By capitalizing on the use of nitrile
solvents to effect a-sialylations, presumably
through a transient B-nitrilium intermediate™ >,
Sn(1r) catalysed glycosylation in acetonitrile
provided the a-sialoside 44 in good yield and
a-stereoselectivity. Attachment of the remaining
protected galactosamine residue 45 was accom-
plished with the trichloroacetimidate glycosyla-
tion® of the lone hydroxyl group in 44 to provide
the tetrasaccharide 46, which was subsequently
converted to GM2 (39) by straightforward pro-
tective group manipulations.

Further enhancement of reactivity in sialic
acid glycosylations is evident in a synthesis of
GD3 (40, Fig. 3c), wherein the C5-acetamido
functionality in neuraminic acid is replaced
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Figure 3 | Selected syntheses of tumour-associated sialylated glycosphingolipid oligosaccharides.

a, GM2, GD3 and GD2 have a similar trisaccharide core. b, Synthesis of GM2 tetrasaccharide through
a-selective sialyl phosphite donor glycosylation. ¢, Synthesis of GD3 tetrasaccharide by thiosialoside
glycosylation. Incorporation of the C5-trifluoroacetamide group in both donor and acceptor enhances
efficiency of the coupling. Piv, pivaloyl (2,2,2-trimethylacetyl).

with a C5-trifluoroacetamido group in the gly-

cosylation substrates (such as 47)**. With this

modification, construction of the NeuAca2-8NeuAc linkage was pos-
sible without the need for installation of neighbouring auxiliary groups.
Thus, treatment of the thiosialoside donor 47 with NIS in acetonitrile
solvent allowed a-selective C8-O-glycosylation of the sialyl acceptor
48, also derivatized with the C5-trifluoroacetamido substituent. The
beneficial effects of these modified amide substrates in both 47 and 48
are thought to arise from the improved reactivity in 47 as a more elec-
tron-deficient electrophilic donor and from the attenuation of a putative
C5-amido-C8-hydroxyl hydrogen bond in the acceptor 48 that might
otherwise compromise its role as a nucleophile. The attainment of 49
allowed elaboration to GD3 (40), after glycosylation of an appropriate
lactoside acceptor and facile late-stage exchange of the trifluoroaceta-
mide groups to their native acetamido counterparts.

Mucin-associated glycans

Mucin motifs make up another well-studied class of tumour-associ-
ated carbohydrate antigen®. Mucins are high-molecular-weight glyco-
proteins expressed on the surfaces of many epithelial cells that are

characterized by the presence of GalNAc moieties on the hydroxyl side
chains of Ser and Thr residues (which are often clustered) in the pro-
tein®. Further glycosyl transferase-controlled extension of the carbo-
hydrate moiety results in the formation of oligosaccharides, which,
among other functions, provide protection from proteolytic degrada-
tion and microbial infection. As a result of altered glycosyltransferase
expression in tumour cells, premature termination of oligosaccharide
biosynthesis leads to the formation of shortened, often sialylated, sac-
charide antigens as well as the exposure of peptide epitopes. Examples
of tumour-associated carbohydrate antigens (Fig. 4a) include Ty, (50),
T (51), STy (52) and 2,6-ST (53)'°°"%2, A number of these tumour-asso-
ciated structural alterations represent a basis for the design of vaccines
for selective eradication of tumours.

The chemical synthesis of mucin-derived TACAs involves a gly-
cosylation challenge beyond carbohydrate—carbohydrate coupling: that
of the construction of the linkage at the interface between the saccharide
and the mucin-derived peptide. Formation of the GaNAcal-O-Ser/Thr
connection (Fig. 4a) highlights one of the key difficulties in achieving
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C1,C2-cis-glycosylation. Indeed, a C2-acetamido group within a carbo-
hydrate donor is overwhelmingly biased, through oxazoline intermedi-
ate formation, to afford the C1,C2-trans glycoside®, a linkage with the
anomeric configuration opposite to that of the mucin-related tumour-
associated antigen.

To address this challenge, access to the GalNAcal-O-Ser/Thr sub-
structure is often accomplished through the glycosylation of the side-
chain hydroxyl group of protected Ser or Thr derivatives with C2-azido
donors (56; Fig. 4b), in which the non-participating nature of the azide
substituent allows the stereoselective formation of the desired a-anomer.
2-Deoxy-2-azidogalactopyranose derivatives (55), obtained by azidoni-
tration® of protected galactal substrates (54), can be converted to various
glycosyl donors (56), including anomeric bromides and chlorides®*,
trichloroacetimidates®, thioglycosides”* and pentenyl glycosides®, all of
which can be used for Ser/Thr glycosylation to generate the carbohydrate—
amino-acid conjugate 58. Importantly, these couplings are equally amen-
able to the construction of oligosaccharide-Ser/Thr conjugates™””%.
After amino-acid glycosylation, the C2 azido group in 58 is converted,
through reductive acetylation, to the naturally occurring acetamide group
in 59 to allow subsequent use in iterative peptide synthesis.

A conceptually distinct approach (Fig. 4c) to the construction of
mucin-type amino-acid-carbohydrate linkage involves the formation
of the critical sugar-amino-acid bond from the potassium tert-butoxide-
promoted conjugate addition of protected Ser and Thr nucleophiles (61) toa
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Figure 4 | Mucin-related tumour-associated carbohydrate antigens.

a, Structures of Ty, T, STy and 2,6-ST carbohydrate antigens.
O-a-carbohydrate-amino-acid linkages can be synthesized by either

(b) glycosylation of suitably protected Ser or Thr derivatives with various
galactose-derived C2-azido donors, or (c) conjugate addition of amino-acid
alkoxides into nitrogalactals. Boc, tert-butoxycarbonyl; Bu’, tert-butyl;
CAN, ceric ammonium nitrate; Y, various carbohydrate C1 groups;

Z, various carbohydrate C2 groups.
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2-nitrogalactal donor (60)”. Subsequent C2-nitro reductive acetylation
and protective-group modification in 62 results in the preparation of
glycosylated building blocks 63, which can be readily elaborated for
glycopeptide synthesis.

Once formed, the suitably protected glycosylated amino acids can
be incorporated into a growing peptide chain in a modular fashion,
allowing the preparation of clustered carbohydrate antigen displays, a
motif common to tumour cell surfaces. Various oligopeptide—tumour
antigen conjugates have been prepared in this manner, including Ty
antigen constructs’*”*, STy antigen glycopeptides**’®, and 2,3- and
2,6-ST conjugates®”’.

Synthesis of carbohydrate immunoadjuvants

QS-21A,,

A third component that is required in clinically viable anticancer vac-
cines is a potent immunological adjuvant, a substance that is itself
non-immunogenic but that significantly augments the immune
response when administered together with the antigen—carrier con-
jugate. Among the most potent molecular immunological adjuvants
used in antitumour vaccines is QS-21A (ref. 9; Fig. 5), a plant-derived
complex saponin from the South American tree Quillaja saponaria
Molina. Microgram quantities of this amphiphilic substance in combi-
nation with the antigen—carrier conjugate lead to enhancement in both
antibody and cell-mediated immune response in a host of promising
anticancer and antiviral vaccines™. The structure of QS-21A (Fig. 5a)
is that of a complex triterpene-oligosaccharide-normonoterpene con-
jugate, incorporating quillaic acid as a central lipophilic core flanked
by a branched trisaccharide, a linear tetrasaccharide, and an extended
glycosylation diester side chain along its periphery. QS-21A has two
constitutional isomers, in which the terminal saccharide residue on
the linear tetrasaccharide substructure is either D-apiose (QS-21A,,,
64) or p-xylose (QS-21A,, 65)”’. Unfortunately, acquiring sufficient
quantities of these natural products in pure form is fraught with techni-
cal challenges, because they exist in a mixture of more than 100 distinct
amphiphilic congeners that are typically only partly purified by repeated
high-performance liquid chromatography separation.

The first report of the chemical synthesis of both oligosaccharide
cores of the natural product showcased expert control in stereoselec-
tive glycosylation in the synthesis of fully protected versions of both the
branched trisaccharide fragment and the linear tetrasaccharide compo-
nents of QS-21A,,; (64)™. Two glycosylation methods were used: NIS
activation of thioglycoside donors and trimethylsilyl triflate activation
of trichloroacetimidate donors. Because all of the glycosidic linkages
in 64 are composed of the 1,2-trans-linked relative configuration,
anomeric stereocontrol was effected through liberal use of C2-ester
protective groups that capitalize on neighbouring group participatory
effects®’.

More recently, a completed synthesis of QS-21A,; (64) was accom-
plished® (Fig. 5b) that relied on minimal use of C2-ester protective
groups to avoid potential difficulties in late-stage selective ester depro-
tection in the presence of the hydrolytically labile C4-O-fucosyl ester
side chain” in 64. In this effort, five of the glycosidic bonds in 64 were
constructed with the sulphoxide-mediated dehydrative glycosylation
(Ph,SO.Tf,0) using hemiacetal donors®. It is also worth noting that
recently developed oxidative glycosylation protocols were applied in
the construction of advanced monosaccharide substrates. For example,
I(111)-mediated oxidative bis(C1,C2-acyloxylation)™ of tribenzylgalactal
(66) served to install benzoate groups stereoselectively at both the C2
and C1 positions, with the latter being selectively removed by aminolysis
to afford the hemiacetal 67. Thus, neighbouring group participatory
effects were bestowed on this donor (67) in the subsequent glycosyla-
tion, yet the need for excessive ester protective group exchanges in the
late stages of the synthesis was minimized. Ph,SO-mediated dehydrative
glycosylation of the 3-glucuronic acid (B-GlcA) derivative 68 provided
disaccharide 69, which was advanced to the branched trisaccharide
trichloroacetimidate 70. The stereoselective glycosylation of the quil-
laic acid triterpene (QA-OH) with trisaccharide 70 proved to be among
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Figure 5 | Inmunological adjuvant QS-21A. a, QS-21A is a heavily
glycosylated saponin isolated from Quillaja saponaria Molina in both
apiose (QS214,,;) and xylose (QS21A,,)) forms. b, Synthesis

of QS-21A,,;. Glycosidic linkages were constructed by the use of

api

the most difficult to secure, owing to the significant steric demands at
the attachment sites of both coupling partners. Nevertheless, the desired
B-glycosidic linkage in 71 was constructed through the use of the less
common B(C,F;), Lewis acid as the catalyst™ in the trichloroacetimi-
date glycosylation. The carbohydrate-triterpene conjugate 71 was then
advanced to the natural product 64 by way of late-stage conjugation to
protected forms of the linear tetrasaccharide fragment and glycosylated
acyl side chain, each of which was prepared by de novo multistep syn-
thesis. In vivo immunological evaluation of synthetic QS-21A in vaccine
formulations is currently in progress.

Conclusion
Advances in chemical glycosylation have allowed organic synthesis to
fulfil its role as a supplier of rare carbohydrate antigens identified as
potential targets for cancer immunotherapy®”. Although several classes
of antigen (for example, GM2, fucose-GM1, GD2 and GD3) can be
obtained from natural sources in acceptable quantities, the acquisition
of sufficient amounts to investigate others (such as Globo-H, STy, T
and T) still relies on chemical synthesis. However, chemical synthesis has
evolved far beyond this initial role, as it also makes it possible to design
novel versions of otherwise inaccessible antigen and adjuvant constructs,
molecules that might hold the key to overcoming critical challenges in
the induction of potent yet selective cellular and humoral responses.
Pursuit of non-natural structural modification of carbohydrate anti-
gens that forcibly enhance the non-self identity of specific oligosaccha-
ride conformations has shown promise, although guidelines for such
designs are often empirically derived. For example, synthetic TACAs

68 OH BnO 69

Me ii

B(CeFs)a,
QA—OH -

o

- 0 ACO%
BnO —

BnO LS/O o)

OBn

BnO 0/°0- 0
B”O%Bz NH

70 BnO

COLAllyl

Ph,SO-Tf,0-promoted dehydrative glycosylation and glycosyl
trichloroacetimidate coupling in the construction of the trisaccharide-
triterpene substructure. Ara, arabinose; PMB, 4-methoxybenzyl;

Rha, rhamnose; TBS, tert-butyldimethylsilyl.

in the form of sialic acid lactone derivatives of GD2 (ref. 15) and GD3
(ref. 14), or N-propionylated derivatives of polysialic acid"*'>*, show
potent serological response in immunized patients compared with their
‘natural’ unmodified counterparts. Moreover, as transformed cells have
varying degrees of heterogeneity in the type and distribution of antigens
on their surfaces®, it is postulated that polyvalent constructs of various
antigens could serve as a better mimic of cancer cells'’. An approach
to incorporate controlled epitope heterogeneity within homogeneous
antigen constructs is exemplified by recently prepared pentavalent
neoglycopeptides”, whose KLH conjugates have shown encouraging
antibody responses in preclinical evaluations in mice.

Further advances on these fronts will probably entail modulation
of epitope selection or spacing in clustered constructs, as well as the
development of novel molecular platforms for antigen display®* .
These efforts will rely not only on the development and application of
new glycosylation technologies but also on innovations in chemoselec-
tive ligation reactions for access to increasingly complex and diverse
immunogenic molecular arrays. However, chemical synthesis and
modification of the immunological adjuvant component is a much less
explored area in synthetic vaccine development™”. Indeed, there have
been only limited investigations regarding the chemical modification
of QS-21A adjuvant on the basis of natural product degradation and
derivatization”™”, providing the first glimpses into its structure-activity
relationship profile. The recent synthesis of QS-21A,,; will undoubtedly
allow the role of chemical synthesis to extend beyond the arena of anti-
gen construction to that of molecular adjuvant design in the preparation
of new conjugate anticancer vaccines. [
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Unusual sugar biosynthesis and natural
product glycodiversification

Christopher J. Thibodeaux', Charles E. Melancon? & Hung-wen Liu"*?

The enzymes involved in the biosynthesis of carbohydrates and the attachment of sugar units to biological
acceptor molecules catalyse an array of chemical transformations and coupling reactions. In prokaryotes,
both common sugar precursors and their enzymatically modified derivatives often become substituents of
biologically active natural products through the action of glycosyltransferases. Recently, researchers have
begun to harness the power of these biological catalysts to alter the sugar structures and glycosylation
patterns of natural products both in vivo and in vitro. Biochemical and structural studies of sugar biosynthetic
enzymes and glycosyltransferases, coupled with advances in bioengineering methodology, have ushered in

anew era of drug development.

Given the numerous physiological roles of carbohydrates, which encom-
pass many aspects of normal cellular function and survival, it is not sur-
prising that both monosaccharide and polysaccharide structures vary
markedly throughout nature, providing the chemical diversity required
to fulfil a vast range of biological tasks. Two general strategies are used
by nature to expand the diversity of carbohydrate structure and function,
a process referred to as glycodiversification. In one strategy, an unusual
sugar structure can be generated through enzymatic modification of the
functional groups of a common sugar precursor. This mode of diversifi-
cation exists in all living organisms but is most elaborate in prokaryotes,
which manufacture highly modified sugars as building blocks for cell
wall and secondary metabolite biosynthesis. The second strategy is to
assemble different glycoforms by altering the attachment of activated
sugar substrates to ‘acceptor’ molecules such as natural product aglycones,
proteins or other sugars — a feat performed by glycosyltransferases. In
this case, the identity of the sugar, the number of sugar moieties, or the
regiochemistry or stereochemistry of sugar attachment to the acceptor
molecule can all be varied to generate structural diversity. Thus, the abun-
dance of natural sugar structures is ultimately derived from the activities
of the enzymes responsible for sugar biosynthesis and attachment.

In this review we summarize some of the strategies used by sugar
biosynthetic enzymes to generate these myriad carbohydrate struc-
tures. Special emphasis is given to the enzymes of bacterial deoxysugar
biosynthesis, both because these sugars exhibit abundant structural
modifications not seen in eukaryotic sugars and because many of these
sugars become appendages on biologically active natural products™*.
We also discuss the structure and mechanisms of glycosyltransferases,
which ultimately determine the feasibility of natural product enzymatic
glycodiversification. Finally, we highlight recent progress in the fields of
combinatorial biosynthesis and chemoenzymatic/enzymatic synthesis,
and demonstrate how these bioengineering methods have been success-
fully used to alter the sugar components of natural products.

Monosaccharide activation
In order to be used by the biosynthetic enzymes and glycosyltrans-
ferases within a cell, monosaccharides must first be activated as either

nucleoside monophosphate (NMP) or nucleoside diphosphate (NDP)
derivatives. Most NDP-sugars (such as NDP-a-p-glucose, 3, Fig. 1)
originate from primary metabolic intermediates such as fructose-6-
phosphate and glucose-6-phosphate (1). Activation typically involves
the coupling of a sugar-1-phosphate (2) to an NMP moiety from the
corresponding nucleoside triphosphate (NTP) by a nucleotidylyltrans-
ferase’. The sugar-1-phosphate is either the product of an anomeric
kinase reaction or is generated from a sugar-6-phosphate by an appro-
priate mutase. Interestingly, only ten NDP-sugars are used as the basic
construction units for most biosynthetic glycosylation reactions in
eukaryotic cells*.

In contrast to eukaryotes, the structures of prokaryotic NDP-sugars
are much more diverse (Fig. 1). Because most unusual sugars are 6-deoxy-
hexoses’, the immediate biosynthetic precursor of most deoxysugars is
an NDP-4-keto-6-deoxy-D-hexose (usually NDP-4-keto-6-deoxy-a-
D-glucose, 4). From this common intermediate, different combinations
of oxidation, reduction, deoxygenation, epimerization, isomerization,
group-transfer and rearrangement reactions yield the vast array of
diverse NDP-sugar structures observed across the prokaryotic kingdom.
In most cases, the enzymes involved in these transformations have only
recently been identified and mechanistically characterized®”. Impor-
tantly, there is often a high degree of amino-acid sequence similarity
among enzymes catalysing similar reactions in separate deoxysugar
biosynthetic pathways. This has facilitated the identification and char-
acterization of deoxysugar biosynthetic loci, and has also enabled the
pathway engineering studies discussed below.

Diverse mechanisms for unusual sugar biosynthesis

Although many sugar biosynthetic enzymes have been studied, those
involved in deoxygenation are among the most mechanistically diverse
and intriguing known®”, and thus deserve special attention. The specific
C-0 bond cleavage strategy used by each type of deoxygenating enzyme
in the biosynthesis of deoxyhexoses is determined by the location of
the scissile C-O bond (either o or ) relative to an essential 4-keto
group on the sugar ring’. As depicted in Fig. 2a, C6 deoxygenation is
catalysed by an NDP-hexose-4,6-dehydratase (E, ), which belongs to

"Institute for Cellular and Molecular Biology, 1 University Station A4810, University of Texas at Austin, Austin, Texas 78712, USA. “Department of Chemistry and Biochemistry, 1 University
Station A5300, University of Texas at Austin, Austin, Texas 78712, USA. *Division of Medicinal Chemistry, College of Pharmacy, 1 University Station A1935, University of Texas at Austin, Austin,
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the short-chain dehydrogenase/reductase (SDR) family and relies on
a tightly bound NAD" cofactor to oxidize the hydroxyl group at C4 of
NDP-hexose (such as NDP-a-D-glucose, 3) to give a 4-ketosugar inter-
mediate (5). The C4 oxidation activates the C5 proton for abstraction,
allowing elimination of a water molecule across the C5-C6 bond to
form 6. Hydride transfer from the transient NADH to C6 of 6 leads to
the NDP-4-keto-6-deoxy-a-D-glucose product (4). The installation of a
keto group at C4 provides the necessary ring activation for subsequent
deoxygenation at C2, C3 and C4, as well as many other transformations
in sugar biosynthesis.

A similar reaction sequence (namely, a-H" abstraction followed by
B-C-O bond cleavage) occurs in the C2 deoxygenation catalysed by
TylX3 in the TDP-L-mycarose (7, Fig. 1) biosynthetic pathway of Strep-
tomyces fradiae (Fig. 2b). Here, the 4-keto group of 8 helps lower the
pK, of the C3 proton, facilitating deprotonation at C3 and the elimina-
tion of the C2 hydroxyl group to afford 10. Zn**, which is required for
catalysis by TylX3, may have a role in C3 deprotonation by activating
an active-site-bound water molecule as a base. Alternatively, it may
stabilize the enediolate intermediate (9) or act as a general acid in the
elimination of the C2 hydroxyl group (9 - 10). Tautomerization of 10
yields the unstable 3,4-diketone 11, which is reduced by the next enzyme
in the pathway, the NADPH-dependent 3-ketoreductase, TylC1, to
give the 2,6-dideoxyhexose product 12.
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