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Computer Highlights Society Magazines
The IEEE Computer Society’s lineup of 12 peer-reviewed tech-
nical magazines covers cutting-edge topics ranging from soft-
ware design and computer graphics to Internet computing 
and security, from scientific applications and machine intel-
ligence to visualization and microchip design. Here are high-
lights from recent issues.

Exploratory Metamorphic Testing for Scientific Software
Scientific model developers are able to verify and validate 
their software via metamorphic testing (MT), even when the 
expected output of a given test case is not readily available. 
The tenet is to check whether certain relations hold among the 
expected outputs of multiple related inputs. Contemporary 
approaches require that the relations be defined before tests. 
In this article from the March/April 2020 issue of Computing 
in Science & Engineering, the authors’ experience shows that it 
is often straightforward to first define the multiple iterations 
of tests for performing continuous simulations and then keep 
multiple and even competing metamorphic relations open for 
investigating the testing-result patterns. The authors call this 
new approach exploratory MT, and they report their experi-
ence of applying it to detect bugs, mismatches, and constraints 
in automatically calibrating parameters for the U.S. Environ-
mental Protection Agency’s Storm Water Management Model.

The Font Wars, Part 1
The Font Wars were a decades-long competition in the com-
puter industry for dominance in font technology, viewed 

as a key success factor for personal computing platforms. 
The Font Wars spurred innovative scientific research into 
the small, nearly subliminal forms of the printed letters on 
which modern civilization was based, yet which had received 
little scrutiny outside the printing trades. More than a busi-
ness episode, the Font Wars were above all a manifestation 
and translation of ideas—some modern, some ancient, some 
theoretical, and some practical—into computer software 
and hardware. At the heart of the Font Wars was a funda-
mental question: What is the best way to turn traditional 
printed letter forms into digital fonts for computer screens 
and printers? Answers to this question were researched, 
implemented, and launched into the marketplace, where 
their intense competition transformed the 500-year tradi-
tion of printing and publishing—placing the electronic lit-
eracy on the screens of billions of digital displays, comput-
ers, tablets, and smartphones around the world. Read more 
in this article from the January–March 2020 issue of IEEE 
Annals of the History of Computing.

Illustrating Changes in Time-Series Data 
With Data Video
Understanding the changes of time series is a common task 
in many application domains. Converting time-series data 
into videos helps an audience with little or no background 
knowledge gain insights and deep impressions. It essen-
tially integrates data visualizations and animations to pres-
ent the evolution of data expressively. However, it remains 
challenging to create this kind of data video. First, it is dif-
ficult to efficiently detect important changes and include 
them in the video sequence. Existing methods require 
much manual effort to explore the data and find changes. 
Second, how these changes are emphasized in the videos is 
also worth studying. A video without emphasis will hinder 
an audience from noticing those important changes. This 

Digital Object Identifier 10.1109/MC.2020.2984872
Date of current version: 1 July 2020



 J U LY  2 0 2 0  5

article from the March/April 2020 issue of IEEE Computer 
Graphics and Applications presents an approach that extracts 
and visualizes important changes of a time series. Users can 
explore and modify these changes and apply visual effects 
on them. Case studies and user feedback demonstrate the 
effectiveness and usability of the approach.

Research on Road Traffic Situation Awareness 
System Based on Image Big Data
Road traffic is an important component of the national 
economy and social life. Promoting intelligent and Informa 
ionization construction in the field of road traffic is condu-
cive to the construction of smart cities and the formulation 
of macrostrategies and construction plans for urban traffic 
development. Aiming at the shortcomings of the current 
road traffic system, this article from the January/February 
2020 issue of IEEE Intelligent Systems—on the basis of com-
bining convolutional neural networks (CNNs), situational 
awareness, databases, and other technologies—takes the 
road traffic situational awareness system as its research 
object and analyzes the information collection, process-
ing, and analysis process. CNNs, region-CNN (R-CNN), fast 
R-CNN, and faster R-CNN are used for vehicle class classi-
fication and location identification in road image big data. 
The deep CNN model based on road traffic image big data 
was further established, and the system requirements anal-
ysis and system framework design and implementation 
were carried out. Through the analysis and trial of actual 
cases, the results show the application effect of the realized 
road traffic situational awareness system, which provides a 
scientific reference and basis for the establishment of mod-
ern intelligent transportation system.

Container NATs and Session-Oriented Standards: 
Friends or Foe?
This article from the November/December 2019 issue 
of IEEE Internet Computing highlights issues that arise 
when deploying network address translation middle-boxes 
through containers. The authors focus on Docker as the 
container technology of choice and present a thorough 
analysis of its networking model with special attention 
to the default bridge network driver that is used to imple-
ment network address translation functionality. They 
discuss some unexpected shortcomings and elaborate on 

the suitability of containers for deploying services based 
on the Interactive Connectivity Establishment standard 
protocol. To support their findings, they present exper-
iments that they conducted in a real-world operational 
environment, namely a WebRTC service based on the 
Janus media server.

Compute Solution for Tesla’s Full  
Self-Driving Computer
Tesla’s full self-driving (FSD) computer is the world’s first 
purpose-built computer for the highly demanding workloads 
of autonomous driving. It is based on a new system-on-a-
chip that integrates industry-standard components, 
such as CPUs, ISPs, and GPUs, with custom neural network 
accelerators. The FSD computer is capable of processing up 
to 2,300 frames per second, which is a 21× improvement over 
Tesla’s previous hardware and at a lower cost. When fully 
utilized, it enables a new level of safety and autonomy on the 
road. Read more in this article from the March/April 2020 
issue of IEEE Micro.

Metric Learning-Based Multimodal Audio-Visual 
Emotion Recognition
People express their emotions through multiple channels, 
such as visual and audio ones. Consequently, automatic 
emotion recognition can be significantly benefited by 
multimodal learning. Even though each modality exhib-
its unique characteristics, multimodal learning takes ad -
vantage of the complementary information of diverse 
modalities when measuring the same instance, resulting 
in enhanced understanding of emotions. Yet, their depen-
dencies and relations are not fully exploited in audio–video 
emotion recognition. Furthermore, learning an effective met-
ric through multimodality is a crucial goal for many applica-
tions in machine learning. Therefore, in this article from the  
January–March 2020 issue of IEEE MultiMedia, the authors 
propose multimodal emotion recognition metric learning, 
learned jointly to obtain a discriminative score and a robust 
representation in a latent space for both modalities. The 
learned metric is efficiently used through the radial basis 
function–based support vector machine kernel. The eval-
uation of the framework shows a significant performance, 
improving the state-of-the-art results on the eNTERFACE 
and CREMA-D data sets.
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CLIMB: A Pervasive Gameful Platform Promoting 
Child Independent Mobility
Child independent mobility (CIM) refers to the freedom and 
capability of children to move about their local neighbor-
hoods without constant direct adult supervision. Our CLIMB 
project combats an observed decline in CIM, offering a pervasive 
gameful platform for home–school mobility composed of three 
primary components: the first two using technology to support 
different levels of child independence and the third providing an 
element of continuous motivation for positive behavior change. 
This article from the January–March 2020 issue of IEEE Perva-
sive Computing describes these three novel technologies: Pedi-
busSmart, SafePath, and KidsGoGreen. It reports on four years 
of success with more than 1,800 elementary-age children, their 
teachers, and their families. The authors further show how 1) dis-
appearing, pervasive technology contributes to successful adop-
tion; 2) properly balancing trust and tracking leads to useful, 
noninvasive technological support; and 3) in-classroom, gameful 
technology engages and motivates participation, with behavior 
changes persisting over time.

The Need for New Antiphishing Measures  
Against Spear-Phishing Attacks
In this article from the March/April 2020 issue of IEEE Secu-
rity & Privacy, the authors provide extensive analysis of 
the unique characteristics of phishing and spear-phishing 

attacks, argue that spear-phishing attacks cannot be well 
captured by current countermeasures, identify ways for-
ward, and analyze an advanced spear-phishing campaign 
targeting white-collar workers in 32 countries.

Three Phases of Transforming a Project-Based  
IT Company Into a Lean and Design-Led Digital 
Service Provider
Digital transformation requires a continuous review of value 
creation, value capture, and resourcing. In this article from the 
March/April 2020 issue of IEEE Software, the authors define a 
systematical service design concept to enable all stakeholders 
to achieve better outcomes in cocreation activities.

Detecting Online Content Deception
The surge of deceptive content (such as fake news) in the past 
few years has made content deception an important area of 
research. The authors of this article from the March/April 
2020 issue of IT Professional identify two main types of content 
deception based on either fake content or misleading content. 
They present a classification of deception attacks along with 
delivery methods. They also discuss defense measures that 
can detect deception attacks. Finally, they highlight some out-
standing challenges in the area of content deception. 

Editorial: Unless otherwise stated, bylined articles, as well as 
product and service descriptions, reflect the author’s or firm’s 
opinion. Inclusion in Computer does not necessarily constitute 
endorsement by the IEEE or the IEEE Computer Society. All 
submissions are subject to editing for style, clarity, and space.

Reuse Rights and Reprint Permissions: Educational or per-
sonal use of this material is permitted without fee, provided 
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copy, and 3) does not imply IEEE endorsement of any third-
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permitted to post the accepted version of IEEE-copyrighted 
material on their own webservers without permission, pro-
vided that the IEEE copyright notice and a full citation to the 
original work appear on the first screen of the posted copy. An 
accepted manuscript is a version which has been revised by 

the author to incorporate review suggestions, but not the pub-
lished version with copyediting, proofreading, and format-
ting added by IEEE. For more information, please go to: http://
www.ieee.org/publications_standards/publications/rights 
/paperversionpolicy.html. Permission to reprint/republish 
this material for commercial, advertising, or promotional pur-
poses or for creating new collective works for resale or redistri-
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lectual Property Rights Office, 445 Hoes Lane, Piscataway, NJ 
08854-4141 or pubs-permissions@ieee.org. Copyright © 2020 
IEEE. All rights reserved.
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credit to the source. Libraries are permitted to photocopy for 
private use of patrons, provided the per-copy fee is paid through 
the Copyright Clearance Center, 222 Rosewood Drive, Danvers, 
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Most  people are able to communicate in an ex-
pressive manner when they are in pain. But 
what about people who are not able to report 
their pain experience or whose expression of 

pain is hard to interpret? Examples include individuals 
suffering from dementia, patients developing delirium, 
and newborns. Techniques that provide a reliable assess-
ment of pain experience are a prerequisite for effective 
pain therapy. Due to recent advances in the automated de-
tection and analysis of behavioral cues, the question arises 
of whether these techniques may help assess pain-related 
states in a reliable manner.

Physical pain is closely related to 
emotional states that may modulate 
the experience of pain and vice versa. 
Furthermore, principles and tech-
niques from affective computing pro-
vide a solid basis for the automated 
analysis of pain-related states. Thus, 
it comes as no surprise that research 
on pain has increasingly attracted 
the interest of the affective com-

puting community. This trend is also reflected by the 
increased number of submissions to IEEE Transactions on 
Affective Computing that focus on technologies to detect 
and monitor pain.

The article “Automatic Recognition Methods Support-
ing Pain Assessment: A Survey,”1 by Werner et al., pres-
ents the state of the art in automated pain recognition, 
focusing on facial expressions, body postures and move-
ments, paralinguistic and linguistic vocalizations, and 
physiological signals, alone and in combination (Figure 1). 

People show a great deal of individuality in their ex-
pression of pain, and there is no clear mapping between 
behavioral cues and the intensity and quality of pain. 
This even goes for experimental settings in which pain 
is induced in healthy people under controlled laboratory 
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conditions. Thus, considerable effort 
has to be spent to establish a “gold stan-
dard” against which to evaluate the 
performance of pain detection compo-
nents. Various instruments have been 

developed to assess the experience of 
people in pain. The article describes 
clinically used pain assessment tools, 
such as self-reports and observational 
scales. It points out that representative 

data are required for developing and 
validating techniques for pain detec-
tion. To accelerate progress in pain re-
search, a number of (to be announced) 
publically available databases, some 
of which (BioVid, SenseEmotion, and 
EmoPain) have been introduced in ear-
lier issues of IEEE Transactions on Af-
fective Computing or are in early access, 
are presented.

To provide the reader with a realis-
tic sense of the potential, but also the 
limitations, of automated pain detec-
tion, this survey article reviews more 
than 100 papers on this topic, obtained 
by searching the Web of Science as 
well as the proceedings of major con-
ferences and journals on biomedical 
informatics and artificial intelligence 
(including their reference lists). Partic-
ular challenges arise due to variations 
in behavioral expressions that are only 
indirectly related to pain. This article 
provides guidelines on paths to take to 
overcome existing challenges. Promis-
ing directions of research include ap-
proaches to incorporate knowledge of 
the context in which pain is observed 
and studies on the interaction of phys-
ical pain with other affective states. 

REFERENCE
1. P. Werner, D. Lopez-Martinez,  

S. Walter, A. Al-Hamadi, S. Gruss, 
and R. Picard, “Automatic recog-
nition methods supporting pain 
assessment: A survey,” IEEE Trans. 
Affect. Comput., to be published. doi: 
10.1109/TAFFC.2019.2946774.

ELISABETH ANDRÉ is a full profes-
sor of computer science at Augsburg 
University, Germany, where she is 
the chair of the Human-Centered 
Multimedia lab, and editor-in-chief 
of IEEE Transactions on Affective 
Computing. Contact her at andre@
informatik.uni-augsburg.de.

Eyes Closed
(AU 43) Brow Lowered

(AU 4)

Upper Lip Raised
(AU 10)

 Lips Parted
(AU 25)

Cheeks Raised
(AU 6)

Nose Wrinkled
(AU 9)

FIGURE 1. Examples of facial expressions associated with pain.1
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50 & 25  
YEARS AGO

EDITOR ERICH NEUHOLD
University of Vienna
erich.neuhold@univie.ac.at

JULY 1970
We will be skipping July 1970, and the next time content from 
the 1970s will appear is in the September issue.

JULY 1995
www.computer.org/csdl/mags/co/1995/07/index.html

The End of Work as We Know It (p. 10) “In the United States 
alone, corporations are eliminating more than 2 million jobs 
annually. Men and women everywhere are worried about their 
future. … He goes on to explain how the computer revolution 
has reduced the US manufacturing workforce from 33% in 
1950 to 17% today. Meanwhile, from 1979 to 1992, productivity 
increased by 35%. This is a result of computerization, not for-
eign competition. … We have entered the info age, where virtual 
worlds replace factories and telepresence replaces commuting. 
… The hierarchical, monolithic, assembly-line manufacturing 
plant is a relic of the industrial age. This dinosaur is sinking in a 
swamp while the fleet-of-foot SOHO (small office-home office) 
is taking over.” (p. 11) “It’s not as difficult to prepare for the info 
age as it might sound. … Whatever your formal training, don’t 
forget to keep your info age skills sharpened. In the future, 
expect to see the end of work, over and over again.” [Editor’s 
note: Looking at the United States and other developed countries, the 
manufacturing loss did happen. However, the article totally missed 
the coming of two things: first, the tremendous rise in the global 
economy, with huge manufacturing organizations in countries like 
Korea, China, and Vietnam, and second, the growth in service indus-
tries of all kinds, such as banking, logistics, sales, and support.]

Guest Editors’ Introduction: Virtual Reality: In the Mind of 
the Beholder (p. 17) “The elements: Interaction is the process of 
inputting data to the system and receiving data from it. The 3D 
graphics, a form of computer output, let users ‘see’ the virtual 
environment. Immersion refers to the user’s feeling of ‘pres-
ence’ in the virtual world. An immersive application convinces 

users that they are in a replicated environment.” (p. 18) “Our 
playbill features medical imaging, psychological treatment, 
simulations, visualization, and terrain database construction. 
In contrast, the media have glorified frivolous VR applications, 
touting VR video games, ignoring serious research, and mak-
ing outlandish assertions about VR as if these advances were 
already accomplished.” [Editor’s note: This view, of course, misses 
the fact that so-called frivolous applications have been driving the 
field for many years. Cost reductions and sophisticated hard- and 
software were the result of those developments.]

Two-Handed Spatial Interface Tools for Neurosurgical 
Planning (p. 20) “Neurosurgery is inherently a three-dimen-
sional activity. It deals with complex structures in the brain 
and spine that overlap and interact in complicated ways.” (p. 22) 
“Therefore, in Netra, users manipulate virtual objects seen 
on a standard workstation monitor by moving the props with 
their hands. Since many people associate the phrase ‘virtual 
reality interface’ with immersing head-mounted displays, we 
often characterize our system as a spatial desktop interface—
spatial because it involves moving six-degree-of-freedom 
input sensors in free space, desktop because it uses a stan-
dard monitor on the user’s desk.” (p. 25) “Proceeding from a 
presurgical plan to the actual patient in the operating room 
requires transforming the coordinate system I of the volu-
metric image data to the coordinate system L of Leksell space. 
This is accomplished by imaging the patient on the morning 
of surgery with a Leksell frame that has been attached to the 
patient’s head and fitted with a special fiducial system.” [Edi-
tor’s note: This is a very interesting article concerning the interac-
tion between virtual objects and the real world; many of the things 
discussed have now moved into mainstream medicine, especially 
in the area of microinvasive treatments.]

Virtual Environments for Treating the Fear of Heights 
(p. 27) “Acrophobia, a simple phobia, is characterized by 
marked anxiety upon exposure to heights, by avoidance of 
heights, and by interference in functioning as a result of 
this fear. Behavioral therapy of acrophobia has included 
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exposing the subject to anxiety-producing stimuli while 
allowing this anxiety to attenuate.” (p. 28) “Building envi-
ronments for therapy, we designed a number of virtual height 
situations to correspond to the types used for in vivo stimuli. …  
We created three virtual environments for use in the ther-
apy sessions: an elevator, a series of balconies, and a series of 
bridges.” (p. 32) “In summary, our controlled study of apply-
ing virtual reality to exposure therapy of acrophobia has 
yielded remarkable results. … Subjects experienced a range 
of physical anxiety symptoms consistent with the apparent 
threat they encountered. The degree of anxiety and habitu-
ation observed would not have occurred unless the subjects 
felt present in height situations.” (p. 33) “We have docu-
mented evidence for the experience of a sense of presence in 
an immersive virtual environment. We have also shown that a 
person’s perceptions of physical-world situations and behav-
ior in the physical world can be modified by experiences in a 
virtual world.” [Editor’s note: Around the same time, other appli-
cations, for example, fear of flying, led to similar results. Of course, 
using virtual reality (VR) for learning and training purposes has 
become mainstream during the time since 1995.]

The Iowa Driving Simulator: An Immersive Research 
Environment (p. 35) “This simulator’s rich, fully interactive 
environment provides varied scenarios for meeting experi-
mental needs—for example, engineering evaluation of auto-
mated highway systems. … The IDS immersive virtual envi-
ronment represents the driving experience with a maximum 
degree of fidelity and realism. To achieve this, it provides a 
full range of sensory cues—visual, motional, auditory, and 
haptic—to the driver of the simulated vehicle. The driver is 
placed in full control of this vehicle, which is represented by 
a detailed, physics-based mathematical model.” (p. 40) “With 
support from ARPA and assistance from the Army Combat Sys-
tems Test Activity, an IDS virtual proving-ground environment 
that closely duplicates two test courses at the Army’s Aberdeen 
Proving Ground (APG) has been developed. … The data from 
these experiments is still being analyzed, but initial results 
indicate a high degree of correlation between on-course and 
simulator data for basic driver-performance measures: vehicle 
speed versus position on course, steering behavior, and pedal 
use.” [Editor’s note: Since 1995, VR applications for learning and 
training have developed rapidly and moved into the mainstream, 
but they have also been used in other areas, for example, in technical 
and performance simulations in all kinds of planning systems.]

The Responsive Workbench: A Virtual Work Environ-
ment (p. 42) “Although as yet unrealized, the vision of an 
ultimate medium—using all of the human senses—is lead-
ing human-computer interface design toward virtual reality 
systems. … These approaches aim for a universal interface 
(that is, intended for all users). …” (p. 43) “Because we believe 
that responsive environments offer great potential for the 
human-computer interface, we developed the Responsive 

Workbench as an alternative to other multimedia and virtual 
reality systems. … The Responsive Workbench resulted from 
a joint effort of computer scientists, engineers, architects, and 
physicians to design a virtual environment. This article ana-
lyzes the working environments and behaviors of different 
users. …” (p. 47) “Initial results showed that a virtual environ-
ment requires a high-resolution color display (at least 1280 
× 1024 pixels) and real time rendering capability of complex 
objects with significant reflection and texture properties. The 
advantages offered engineers by the Responsive Workbench 
as a nonimmersive virtual environment compared with the 
BOOM system, for example, are the cooperative work setting 
and the incorporation of multisensory interaction models.” 
[Editor’s note: Nonimmersive as well as immersive VR systems have 
rapidly developed since this article was published. Again, like in 
other areas, the game industry has driven the development of many 
system components and led to competitive pricing structures.]

A Large-Scale Complex Virtual Environment for Team 
Training (p. 49) “Virtual environments that allow multiple 
participants to cooperatively interact present complex design 
problems. This Army program’s approach relies successfully 
on concurrent engineering, spiral development, and usabil-
ity engineering. … CCTT is a US Army program that when 
completed, will train ground combat tank and mechanized 
infantry forces on simulated equipment using a high-fidelity 
representation of actual terrain. Although CCTT is primarily 
a training system, its simulations will eventually be used for 
analytic studies, scientific experimentation, development 
activities, and engineering analyses. The CCTT system con-
sists of networked simulators and workstations that collec-
tively provide a virtual environment for training units to meet 
established Army standards.” (p. 55) “We are pioneering meth-
ods to achieve this, which may serve as prototypes, through 
spiral software development and periodic user evaluations.” 
[Editor’s note: This interesting article investigates, in detail, the pro 
and cons of systematic software development, in this case, a large 
virtual environment with 50 different user interfaces and half a 
million lines of code to be used for various U.S. Army applications.]

Automating the Construction of Large-Scale Virtual 
Worlds (p. 57) “Databases for large-scale virtual worlds have 
several critical applications. Automating their construction can 
improve fidelity and save considerable time. … The focus of this 
article is the process by which the synthetic environment’s geo-
graphical component is constructed to model the real world with 
sufficient fidelity to support effective training and rehearsal. … 
Many simulation projects require the data construction team 
to significantly augment standard Defense Mapping Agency 
(DMA) products to address critical issues of timeliness, local 
geographic intensification, and operational security.” (p. 63) 
“One key task in rapidly constructing virtual worlds is updating 
existing cartographic source material in a timely manner with 
new information extracted from imagery.” (p. 65) “This area 
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has much to gain from automated computer vision for map-
ping through stereo and monocular image analysis. At present, 
such methods still require manual correction. However, given 
appropriately high-resolution imagery, these methods offer a 
credible first pass at building detection and delineation. Contin-
ual improvements in such capabilities will enable population of 
virtual world databases quickly and cheaply.” [Editor’s note: The 
semiautomatic construction of virtual worlds as images of real ones 
plays an important role in road, building, and recreational-area con-
struction. This article presents an analysis of the problems encoun-
tered. In part, they stem from the many inhomogeneous data collec-
tions that have to be integrated into one simulation basis.]

National Productivity and Computers (p. 66) “We are the 
first generation of Americans who think that our children 
will not live substantially better than we do. This article takes 
a hard look at US productivity, education, technology, and the 
prospects of improving national output. In the United States, 
national output has been growing very slowly over the past 
twenty years, and the average real wage has been stagnant. 
What little growth there has been is due to a growing work force 
and largely to the entry of women into the working world.” (p. 
67) “The Rise of Science: The war’s end brought about another 
change that had both good and bad effects. The great and very 
visible achievements of scientists during the war—for exam-
ple, the atomic bomb and radar—gave both politicians and the 

public a feeling (and in my opinion a correct feeling) for the 
immense power that resides in scientific knowledge. And this 
thought—that science is power—led to a government empha-
sis on science and basic science support. … As a consequence, 
manufacturing went its own way toward an eventual rude 
awakening. … Education: Like science and advanced technol-
ogy, education is something that the US turns to in moments 
of crisis. But it is often brought in as an explanation of more 
than it can explain. … US schools below the college level are 
widely, and probably correctly, believed to have decayed. Their 
students certainly have test scores lagging behind those of 
many other advanced countries.” (p. 69) “Ways of Working: In 
the 1970s, I had the opportunity to visit Japan … but much more 
important was the inherent excellence and rapidity of the Japa-
nese development and manufacturing effort.” (p. 72) “And this 
is complicated by the possibility that the same skills you have 
may be available in a less developed country at a much lower 
price. And cheap sea transportation and cheapness of informa-
tion transmission are rapidly making that competitive person 
into the person next door.” [Editor’s note: In this very interesting 
article, the author foresaw the transfer of manufacturing outside 
the United States but did not see that the service industry would rise 
to preplace, to a large degree, the jobs that got lost. However, it was 
correct that, at the same time, job security and increased earnings 
got lost. In that way, maybe, with the exception of the IT industry, we 
do not live better than our parents did.] 
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EIC’S MESSAGE

W hen I was growing up, “patching” was 
something a person did to physical enti-
ties, such as clothing or pipes, whenever 
holes manifested. I also knew that cloth 

patches were used to sew quilts.
In the IT community, the term software patch has been 

employed to define software modifications (fixes) that miti-
gate code security vulnerabilities or other reliability/perfor-
mance problems after software has been released. Generally 
speaking, patches are bandages applied after release and 
during maintenance, and they are often continuous over 
the lifetime of a product. A software patch should mitigate 
the situation in which there was an original weakness, or at 
some point, software behavioral decay occurred (possibly 
created by a modification of the operational environment).

Although this all sounds simple enough, the concept 
of software patching still remains somewhat mysterious 
to me. In fact, I’m not even sure if the term patch is used 
much anymore. After all, not all software vendors wish to 
acknowledge original weaknesses and defects. Instead, it 
seems that terms like update and upgrade are now the new, 

preferred terms. So, have update and 
upgrade become replacement terms 
to move away from the uglier term 
of patch?

I’ve also always wondered about ideas, such as “build-
ing quality in” or “building security in.” Is there a true 
business model for these concepts in a time-to-market 
world? After all, no one wants to be last to market. I be-
lieve that when it affects a brand, the answer is yes. But 
other than brand and stockholder protection, does it 
really matter? If the customer is willing to accept patch 
number 1, then patch number 2, and then patch number 3, 
and so on, why would an organization sacrifice time to 
market to offer excellence on day infinity (that is, the soft-
ware product never gets released)? One might argue “yes” 
due to liability, but that argument is not strong. (And I 
don’t even want to get into discussing patching patches.)

I ask these questions because I’ve been troubled for 
many years by an actual situation from 30 years ago in 
which a request for proposals was set up in such a way that 
the winning vendor was encouraged to bid on a job where 
the cost to perform the contract was greater than the rev-
enue from the contract. So, who would bid on such a job? 
Well, as it turns out, many vendors because the profits 
were built into the maintenance phase to fix the problems 
built into the original deliverable. The lower the quality 
on the front end, the bigger the revenue/profits on the 
back end. That never sat well with me.

The “Patching” 
Mentality 
Jeffrey Voas, IEEE Fellow

Software patches—we can’t live without them, 

but it would be good if we could. 
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Automobile companies are an indus-
try that understands the costs of recalls, 
not just in terms of fixing the vehicles 
that come back but in brand degrada-
tion. Does the software  industry feel 
similar or even need to care?

To consider this question, just start 
from the simple fact that software is 
nonphysical. Physical is not easily mal-
leable. Software is easily malleable. In 

my opinion, software’s malleability 
is the grand enabler of the “patching 
mentality.” Whether good or bad, it is 
what it is, and it’s here to stay.

In summary, installing patches, 
updates, upgrades, or whatever you 
prefer to call it is a normalized prac-
tice today. I believe we all agree that 
defec t-f ree sof t wa re is not an op-
tion. Zero trust, as an operational 

philosophy, seems to be gaining mo-
mentum, but it has its own limits. In 
terms of patches to improve security, 
the release of new patches exacerbates 
successful attacks for those who do 
not install them immediately.

So, patches, we can’t live without 
them, but it would great if we could. 
It’s a strange business model. Some-
thing to ponder. 

JEFFREY VOAS is the editor in chief 
of Computer. He is a Fellow of the 
IEEE. Contact him at  j.voas@ieee.org. 
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This theme issue provides a glimpse of the diverse 

research challenges in adopting blockchain technology 

into mainstream applications. The four articles focus on 

the following core issues: scalability, transparency versus 

privacy, standardization, ecosystem, and integration. 

Trust and trust management 
l ie at t he hea r t of tod ay ’s 
increasingly decentralized 
economy. In the past, trust 

has been enabled through a central 
authority. Blockchain, in all its vari
ations, is emerging as a foundational 
tech nolog y t hat a l lows mut ua l ly 
untrusting parties to reach consensus 
on a shared digital history without a 
(central) trusted party. At the core of 
a blockchain application is a distrib
uted immutable data store, and that 
is managed through smart contracts.  
Although blockchain is best known as 
the underlying core infrastructure of 
cryptocurrencies, it has many prom
ising applications in other application 
domains, such as identity manage
ment, discovering critical obstacles in a 
complex supply chain, detecting money 
laundering and other financial crimes, 
identifying fake content, and better 
diagnoses of diseases (see Figure 1). 

Several early adopters of blockchain 
are already reaping business bene
fits1 by building solutions centered on 
trust, openness, and privacy. However, 
realizing the full potential of block
chain will require a significant level  
of fundamental advances in science 
and technology, major changes in 
business processes to create the right 
enabling environment, as well as in 
novative ideas to facilitate the inte
gration of blockchain into realworld 
applications. This theme issue pro
vides a glimpse of the diverse research 
challenges in adopting the technology 
into mainstream applications. Spe
cifically, the four articles in this issue 

Data Sources/ 
Digital Assets

Organizations/
Government

Entities

Human/
Automated

Agents

Physical
Assets/Goods/

Services

Identity
Management 

Data Integrity/
Provenance  

Security and
Privacy

Asset/Insights
Marketplace

FIGURE 1. Sample applications of blockchain. A wide variety of applications could 
significantly benefit from leveraging blockchain infrastructure,3 which can address issues 
related to trust, governance, privacy, auditability, and provenance. Blockchain typically acts 
as a seamless distributed infrastructure that manages how (human or automated) agents 
as well as organizations interact with data sources/digital assets and physical assets 
under their control. Four broad classes of blockchain applications are illustrated.  
1) Decentralized identity management could alleviate identity theft incidents4 by pru-
dently using various identifiers including biometrics. 2) Blockchain-based integrity and 
provenance can alleviate problems related to fake news5 and other forms of disinfor-
mation. 3) Immutable audit trails made possible by blockchain could potentially enable 
a trusted marketplace for assets and insights.6  4) Increasingly adversarial cybersecurity 
incidents7 could be addressed by auditable distributed ledgers.
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focus on a mix of the following five 
core issues:

1. Scalability: One of the limita
tions of existing blockchain 
technologies is their inabil
ity to scale up to realworld, 
highthroughput applications 
without compromising  
on decentralization.

2. Transparency versus privacy: 
Another seemingly insur
mountable issue is the tradeoff 
between transparency and pri
vacy that is often encountered 
in blockchain applications.

3. Standardization: In a large fam
ily of applications, replacing a 
conventional centralized infra
structure with a blockchain 
infrastructure is not possible 
without standardizing the 
underlying data formats  
and interfaces.

4. Ecosystem: The efficacy of block
chain is maximized when the 
entire ecosystem of interre
lated different applications 
could provide significantly 
better service by overhauling 
its consistent blockchaincom
pliant interfaces. Practitioners 
are recognizing that build
ing an ecosystem is the most 
critical (and complex) effort 
for sustaining the benefits of 
blockchain infrastructure, and 
we increasingly are hearing the 
term minimal viable ecosystem 
in the context of blockchain 
infrastructures.2

5. Integration: Two distinct 
threads of evolution are emerg
ing in the context of integrat
ing blockchain into applica
tions. The first approach can 
be referred to as transitioning, 

which involves improving 
an application by gracefully 
transitioning from a conven
tional method with blockchain 
innovation so both can coexist 
in the transitional period. The 
second method is disruptive, 
which starts with recognizing a 
gap in a conventional applica
tion and bridging the limitation 
by replacing the conventional 
method with blockchain.

IN THIS ISSUE
In “Blockchain Architecture for Audit
ing Automation and Trust Building 
in Public Markets,” Cao et al. show
ca se how blockcha i n ca n enable 
the automated auditing of transac
tions as they occur by leveraging the 
strengths offered by the technology, 
such as immutability, load balancing, 
and differential access. This article 
also proposes a mechanism for priva
cypreserving information exchange 
and highlights some of the scalabil
ity issues with existing blockchain 
protocols. Although their research 
exclusively focuses on auditing appli
cations, the authors correctly note that 
similar advantages can be reaped by 
other applications by appropriately 
replacing their centralized infrastruc
tures with blockchain.

“PharmaCrypt: Blockchain for Crit
ical Pharmaceutical Industry to Coun
terfeit Drugs,” by Saxena et al., focuses 
on the problem of counterfeit drugs by 
first reviewing its widespread existence 
and the lack of solutions that can effec
tively ensure that both patients and dis
pensaries are made aware of the prov
enance of the drug. Their proposed 
solution describes a means of overhaul
ing one of the most effective conven
tional centralized solutions based on 

radiofrequency identification (RFID) 
technology and thus enabling a smooth 
transition to blockchain. They real
istically conclude that their proto
type is merely a new beginning toward 
an eventual solution, which requires 
building a viable ecosystem.

The article “Blockchain for Video 
Streaming: Opportunities, Challenges, 
and Open Issues,” by Barman et al., 
presents the role of blockchain tech
nology in video streaming applica
tions. The key message of this arti
cle is that a lack of standardization is 
critically debilitating the adoption of 
blockchain for media streaming. The 
authors propose a conceptual, unify
ing framework and interface for video 
streaming applications and observe 
the need for researchers to address 
several key technical challenges, such 
as scalability and privacy. They also 
stress the importance of appropriate 
business models to bring the technol
ogy to the marketplace successfully.

In the last feature article, “Block
chain for EHealthCare Systems: Easier 
Said Than Done,” Biswas et al. give 
the readers a glimpse of the complex
ity of implementing a blockchain solu
tion in the real world. The authors 
observe that health care is delivered 
through an ecosystem of closely con
nected networks of related interoper
able services. Hence, the blockchain 
solutions implemented by individual 
health service providers must also be 
interoperable, which requires stan
dards and new protocols for trade 
and consensus management. Another 
critical requirement in ehealthcare 
systems is the privacy of patient data. 
The authors conclude that to make a 
blockchainbased healthcare solution 
a longterm success, it is critical to pre
cisely capture and address its plethora 
of requirements. 
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These four ar ticles show that 
overcoming challenges such as 
scalability and privacy require 

core scientific and technological ad 
vancements in areas like distributed  

computing and cryptography. For chal
lenges such as standardization and eco
system building, a herculean effort at 
consensus building among a diverse 
set of stakeholders is required. These 
advances will enable the transformation 
of blockchain from a niche technology 
for cryptocurrencies into a generalpur
pose technology capable of achieving 
unprecedented levels of transparency, 
accountability, and intelligence in the 
way we do business. We hope that this 
issue of Computer will serve as a valu
able resource for the research commu
nity. Finally, we enjoyed guest editing 
this issue and would like to thank the 
reviewers for their time in shepherding 
these articles through the review pro
cess. Please feel free to contact us if you 
have any questions. 
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Business transactions by public firms must be reported, 

verified, and audited periodically, which is labor intensive 

and time consuming. To streamline this procedure, we 

have designed Future Auditing Blockchain to automate the 

reporting and auditing process, allowing auditors to focus on 

discretionary accounts to better detect and prevent fraud.

Financial auditing is a systematic and indepen-
dent process of examining an organization’s 
financial data, including books, accounts, stat-
utory records, documents, and vouchers, to 

determine if they are accurate and compliant with laws 
and regulations. Verification of counterparty transac-
tions is an essential part of auditing. Public firms tend 
to be large, with a total global market capitalization of 
US$68.7 trillion. Auditing firms handle large quantities 
of mechanical transaction verification and have lim-
ited resources for more sophisticated tasks that require 
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discretionary judgment and expertise. 
Due to the high cost of verification, 
auditors usually randomize audit sam-
ples. Consequently, traditional audit-
ing is necessarily partial with a con-
siderable potential for misreporting, 
which erodes investors’ trust in pub-
lic markets.1

Moreover, auditing firms may pos-
sess mutually useful information yet 
prefer to work independently because 
1) clients are reluctant to authorize 
the sharing of data, which makes it 
illegal for third parties to do so, espe-
cially after regulations such as the 
General Data Protection Regulation; 
and 2) traditional infrastructure does 
not have a mechanism to share data 
in a cost-efficient way. In practice, 
when verifying transactions, audi-
tors contact the transaction counter-
parties either manually or through 
a third party, which may not always 
be reliable.1 Collaboration between 
auditing firms is challenging, pri-
marily due to the lack of a system 
that is not only secure from hacking 
but also scalable and efficient in han-
dling a large user base and multitudi-
nous transactions.

As a potential solution to these prob-
lems, in this article we present Future 
Auditing Blockchain (FutureAB), a 
blockchain-based platform for collabo-
rative auditing with advanced privacy 
protections. Thanks to the decentral-
ized nature of blockchain, FutureAB 
can automate transaction auditing 
between firms without the need for 
a trusted third party. To ensure the 
privacy of proprietary data, we have 
adapted the Pedersen commitment 
to produce a modified data exchange 
scheme for detailed transfer of infor-
mation along with the transactions. 
FutureAB also employs a smart wallet 
system and smart contracts to further 

improve efficiency. We strengthened 
the protocol with ledgers to keep 
track of records with immutability 
and ensure informational security. 
Information stored on various led-
gers makes it simple and easy to detect 
manipulation attempts. Finally, we 
implemented our FutureAB system on 
Ethereum to evaluate its performance. 
We found that FutureAB is scalable 
a nd ef f icient, w it h a n encr y pt ion 
speed of 0.012  s/transaction and verifi-
cation at 0.001 s/transaction.

Our system answers the auditing 
industry’s call for blockchain-based 
innovation. Although all of the Big 
Four auditing firms are aware of the 
importance of blockchain and devot-
ing vast resources to its development by 
establishing research labs or providing 
blockchain services,2,3 it is still unclear 
exactly how this emerging technology 
will affect the auditing industry and 
indeed the auditors themselves. While 
accounting firms’ recent efforts cen-
ter on building in-house blockchain 
capabilities and services,2,4 our work 
demonstrates the possibility of con-
necting isolated auditing processes 
while preserving data privacy with 
blockchain technology. 

RELATED WORK

Collaborative and 
Continuous Auditing
In auditing, collaboration is of ten 
identified as a way to reduce costs and 
improve efficiency. There are sev-
eral existing applications designed 
for collaborative auditing. Wu et al.5 
have proposed an agent-based archi-
tecture to increase the frequency of 
periodic audits. This scheme empha-
sizes efficiency in continuous audit-
ing but does not address privacy con-
cerns. Sachar et al.6 have presented 

a framework based on the concept 
of an audit warehouse that enables 
central, tool-supported auditing of 
cross-enterprise business processes. 
Chen et al.7 have developed a collab-
orative continuous-auditing model 
relying on XML and Web Ser vice 
technologies under service-oriented 
architecture environments. A com-
plex protection profile is required 
to ensure data security in these two 
frameworks. Wang et al.8 have pro-
posed a secure cloud storage system 
to support secure public auditi n g  
and introduce a third party to check 
the integrity of data. However, the  
i n t e g r i t y  a n d  r e l i a b i l i t y  o f  t h e 
third party are not guaranteed. Our 
 blo c k c h a i n a rc h ite c t u re c i rc u m-
vents the aforementioned issues by 
implementing a decentralized verifi-
cation mechanism.

Smart Contract
Nick Szabo has proposed smart con-
tracts, computer protocols that can 
automatically execute the terms of 
a contract, facilitate and verify the 
performance of a contract, interact 
with other contracts, make decisions, 
store data, and send data to others.13  
Many smart-contract platforms are 
now emerging, including Ethereum, 
Hyperledger, and Corda. The FutureAB 
plat for m t a kes f u l l adva nt age of 
smart contracts to further minimize 
human error and improve efficiency 
in auditing.

Commitment Schemes
The Pedersen commitment is a com-
mitment scheme based on crypto gra -
phic hash functions.9 A commitment 
scheme allows the sender to commit 
to a choice while hiding its selec-
tions from other receivers. Commit-
ment schemes are widely used in 
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blockchain applications to preserve 
privacy. There are several examples 
of this tactic in recent literature. For 
example, Knirsch et al.10 have pro-
posed using commitment schemes in 
electronic vehicle charging; Zhang 
et al.11 have proposed BCPay, a block-
chain-based fair-payment framework 
for outsourcing services in cloud com-
puting; and Xu et al.12 have discussed 
the potential of commitment schemes 
for enabling sharing economies.

FutureAB leverages the Pedersen 
commitment with specific adjustments 
to guarantee information  security. 
Specifically, to protect the  participants’ 
data privacy, our proposed application 
ensures the suppression of auxiliary 
information not directly related to 
transactions. For example, if company 
A in Atlanta shipped 1,000 units to 
company B in Phoenix, which arrived 
on 1 January 2020, the transaction 
record would contain affiliated infor-
mation that might be potentially use-
ful to competitors, such as date and 
type of product. Our goal is to provide 
not only a platform for the auditing 
process but also a mechanism that 
prevents the disclosure of unneces-
sary information, which can provide  
an incentive for intercompany audi-
tor collaboration.

SYSTEM DESIGN

Pain Points of Current 
Auditing Processes
Traditionally, the auditing process of 
each company is independent. Several 
issues arise.

 › High cost and low efficiency: 
Auditors of one company must 
request transaction records from 
counterparties and manually 
verify the information, which is 
a labor-intensive process.

 › Failure to fully utilize all informa-
tion: Reducing auditing sample 
size is a common way to reduce 
costs. However, Cao et al.1 
underscore that the sample size 
correlates with the quality of 
auditing; the failure of full infor-
mation utilization therefore 
negatively affects the end result.

 › Fraudulent reports: Failure to use 
all information in auditing also 
creates a greater potential for 
fraud or misreporting. Companies 
may overstate earnings to boost 
their stock-market valuation.

 › Privacy and access: A platform for 
auditors to share transaction infor-
mation might reduce the cost and 
improve the efficiency and quality 

of the auditing process. However, 
companies are reluctant to reveal 
proprietary information to others, 
especially their competitors.

Business Process Design
FutureAB addresses the aforemention-
 ed challenges. The platform focuses 
on auditing transaction-based accounts 
and, as shown in Figure 1, assists au -
ditors in investigating mismatched 
transactions, companies being audited, 
and regulators who oversee these pro-
cesses. The whole system is permission 
based, meaning that permission could 
be granted by the committee of the par-
ticipants, such as the auditing associa-
tion or the Company Public Accounting 
Oversight Board (PCAOB). The public 
key or address used within the block-
chain would still be limited to the 
members of the system and would not 
be “public.” All historical transactions 
are stored locally in the auditor mem-
bers’ proprietary databases.

Figure 2 shows the three major com-
ponents of FutureAB.

 › Private wallet: Under the proposed 
architecture, each company pos-
sesses a private electronic wallet, 
called ABWallet, that stores its 
public addresses, private keys, 
and confidential information for 
encryption within the system. 
We next discuss how the wallet 
is generated, how addresses and 
keys are managed, and how the 
information is stored.

 › Web service: Auditors and 
regulators can access a pub-
lic web-based application to 
perform tasks such as review-
ing mismatched transactions. 
Smart contracts are deployed 
here to pair posted transac-
tions for verification and then 

FIGURE 1. Different roles in FutureAB.
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write verified transactions onto 
the blockchain.

 › Blockchain: Any key holder can 
use its private key to sign the ver-
ified transactions. The resulting 
signature is then recorded on the 
blockchain for peers to verify.

The business process of FutureAB is 
as follows.

1. Initialize ABWallet for incoming 
companies: A company can join 
the system by requesting access 
via the website. Once the access 
is granted, the incoming com-
pany can download ABWallet, 
which generates, stores, and 
manages public addresses, 
private keys, and commitment 
secrets for further activities 
on FutureAB. The organiza-
tions overseeing the auditing 
should be the ones who monitor 
the blockchain system and 
respond to the companies’ 
access requests. As mentioned 
earlier, the PCAOB is a good 
candidate to maintain the 
auditing blockchain. An alter-
native would be an alliance 
of major auditing firms. The 
wallet initialization procedure 
is presented in Figure 3. When 
companyx joins the system, the 
company selects a set of other 
companies it often works with. 
In response, ABWallet gener-
ates distinct public addresses, 
private keys, and commitment 
secrets for the selected com-
panies; sends public addresses 
and commitment secrets to the 
corresponding companies; and 
then requests addresses from 
the counterparty, companyy. 
FutureAB provides a company 

gallery, which sorts companies 
into different categories, such 
as a set of media companies, a 
set of healthcare companies, 
and a set of retail companies. 
The incoming company can 
pick several sets as its potential 
counterparties. This feature 
enables the wallet initialization 

process to be more efficiently 
achieved in small batches. 
When posting transactions, 
ABWallet can automatically 
generate addresses and request 
counterparties’ addresses if one 
of the counterparties does not 
yet exist in the wallet. Once the 
addresses are received, value 

FIGURE 2. The business process design of FutureAB.
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FIGURE 3. The wallet initialization procedure. 

Wallet Initialization Procedure

all_companies ← all companies in the system
addressxy ← address of companyx for transactions with companyy

keyxy ← private key of companyx for transactions with companyy

secretxy ←  secret to encrypt the amounts of transactions between
                        companyx and companyy

G ← parameter of the elliptic curve used for ECDSA
Timestamp ← timestamp of storing the value set

Init_ABWallet (companyx):
for (companyi in all_companies):

secretxi ← random_generator ()

keyxi ← random_generator ()

addressxi ← keyxi ∗ G

send secretxi, addressxi, timestamp to companyi

request addressix from companyi

wait until (addressix is received):
privately store the value set (timestamp,
  addressxi, addressix, keyxi, secretxi)
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sets (timestamp, addressxy, 
addressyx, secretxy, keyxy) are 
stored privately in the wallet 
of companyx. At the same time, 
companyy also privately stores 
the value sets (timestamp, 
addressyx, addressxy, secretxy, 
keyyx). We use the Elliptic  
Curve Digital Signature 
 Algorithm (ECDSA) as our sig-
nature scheme.

2. Post transactions for verification: 
ABWallet generates signatures 
and associated signed messages 
so that posting transactions 
on the web service will not 
compromise digital security. 
The post transaction proce-
dure is presented in Figure 4. 
The messages are structured 

as the sender address, receiver 
address, amount, date, and 
0 or 1. 0 indicates the posted 
transaction is from the sender; 
otherwise, the last digit of the 
message is 1. Once the mes-
sage is posted successfully, the 
status of the message is labeled 
as pending, which means that it 
is pending verification.Beyond 
basic information, companies 
are encouraged to post details 
of a transaction and hide the 
information from the public 
with a Pedersen commitment. 
If a discrepancy is spotted and 
auditors are notified, the audi-
tors can request the commit-
ments to be opened in order 
to review the details of the 
transactions. The auditors can 

also contact the corresponding 
companies if more information 
is needed for the investigation.

3. Verify posted transactions: Both 
counterparties should post 
the transaction and encrypted 
messages with the same sender 
address, receiver address, and 
commitment secret. If there are 
multiple transactions between 
two companies within the same 
day (based on GMT), FutureAB 
will take the sum of these so 
that there is only one trans-
action between two compa-
nies per day. The web service 
consistently attempts to pair up 
two messages. A pair is defined 
as two messages with the 
same sender address, receiver 
address, and date. As described 
above, the last digit should be 
0 or 1.

There are three possible states of one 
posted message, as shown in Figure 5. 

 › Verified: If the message is paired 
with another and two messages 
are identical except for their 
respective last digits, the trans-
action in the message is verified 
by both involved parties and can 
be written on the blockchain as a 
permanent record. 

 › Risk: A discrepancy is identified 
when a pair of messages contain 
different amounts. We label the 
pair as a risk to notify auditors 
to trigger an investigation. 
Being freed from mechanical 
transaction verification, audi-
tors can focus on discretionary 
accounts where knowledge is 
indispensable. 

 › Pending: If only one involved 
party posts the transactions, 

FIGURE 4. The post transaction procedure. 

Post Transaction Procedure

Post encrypted message

amount ← the sum of all transactions in one day
transaction_date ← the date of the transactions
Post_Transaction (senderx, receivery, amount, transaction_date):

addressxy ← retrieve senderx’s address used with receivery

addressyx ← retrieve receivery’s address used with senderx

(addressxy, addressyx, encrypted_amount, encrypted_date,0/1)

secretxy ← retrieve shared secret between senderx and receivery

encrypted_amount ← commit (amount, secretxy)

encrypted_date ← commit (amount, secretxy)

FIGURE 5. Three possible states of a posted message.
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this asymmetry may produce 
messages that cannot be paired.

TECHNICAL DETAILS

ABWallet
We introduced ABWallet to allow each 
company to generate and manage 
value sets. ABWallet is also responsi-
ble for communicating the latest 
public addresses and commitment 
secrets between companies to ensure 
the synchronization of information. 
Whenever a company initiates the pro-
cess of posting transactions, ABWal-
let retrieves the latest value sets and 
encrypts the transactions.

A member joins the system by down-
loading ABWallet and starting the 
wallet initialization procedure dis-
cussed in the previous section. Access 
to ABWallet should be kept private and 
secure. The only information flowing 
among different members’ wallets 
should be public addresses and com-
mitment secrets of counterparties, and 
the only information f lowing from 

a wallet to the web service should be 
signed messages.

For FutureAB, we propose using dif-
ferent addresses for  transactions with dif-
ferent companies to preserve anonymity. 
We also recommend frequently gener-
ating new addresses to hide companies’ 
identities in the post  ed transactions.

As shown in Figure 6, each wallet of 
the corresponding company is a row. For 
instance, company A has access to only 
the first row in the table. When company 
B generates a new value set for transac-
tions with company A and updates the 
first cell in the second row, company 
A will be notified with new addressBA 
and secretBA, and a new value set will be 
appended to the second cell in the first 
row. ABWallet helps companies generate 
value sets and maintain up-to-date infor-
mation so that verification procedures 
can be executed quickly and correctly.

Smart Contracts
Once smart contracts are compiled and  
migrated, the web service can implement  
them when certain conditions are 

satisfied. In our setup, the smart con-
tract is triggered when a new message 
is posted. It is executed to pair mes-
sages and then write verified messages 
on the blockchain. Compared to a tradi-
tional auditing system, smart contracts 
considerably reduce manual effort and 
costs in verifying transactions because 
they are code based and run live on the 
Internet at a low cost.

Commitment Schemes
In FutureAB, only two involved par-
ties share the secret to decrypt the 
message, meaning that the message 
is hidden from all other parties on 
the blockchain. In the meantime, both 
participating parties use the same 
secret to execute a transaction, which 
is then posted on the web service, indi-
cating that both parties can no longer 
change what is committed. Note that 
FutureAB can accommodate transac-
tions involving multiple parties.

This effort helps preserve the integ-
rity of the content without disclosure; 
when inquiries for details are received, 

FIGURE 6. The information stored in ABWallet.
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the commitment can guarantee the trust-
worthiness of the committed content. 
We adapted the Pedersen commitment 
scheme in the design of FutureAB. 
The Pedersen commitments have 
the hiding property, which indicates 
that the commitment reveals nothing 
a b o u t  t h e  m e s s a g e .  Ad d i tionally, 
Pedersen commitments are homomor-
phic, which facilitates the quick gener-
ation and verification of transactions 
on FutureAB by making it possible to 
combine commitments. If cm1 and cm2 
are two commitments to values v1 and 
v2, using commitment randomness r1 
and r2, then cm: = cm1 * cm2 is a com-
mitment to v1 + v2 using randomness r1 
+ r2. The commitment can preserve the 
security of certain information related 
to the transaction, such as transaction 
descriptions, quantities of products, 
and exchanged strategies, to the high-
est extent, which should encourage a 
larger number of participants to join 
and collaborate on the system.

IMPLEMENTATION DETAILS

Development Environment
The main components of FutureAB are 
ABWallet, the web application, and the 

blockchain. The Ethereum blockchain 
is a public blockchain that allows users 
to perform Turing-complete calcula-
tions (smart contracts). The Ethereum 
protocol has an average block time of 
15  s and charges small transaction 
fees for the processing of smart con-
tracts. Ethereum satisfies all the cur-
rent requirements of FutureAB. The 
confirmation time and other specific 
requirements of FutureAB should be 
the subject of future research.

The web application interacts with 
smart contracts on the Ethereum blockchain.  
The web app is written in JavaScript 
and HTML5, using the Truffle devel-
opment framework. The framework 
enables JavaScript bindings for the 
smart contract and includes libraries 
such as web3.js that facilitate commu-
nication between the web app and the 
Ethereum client.

Rewards Program
FutureAB is designed to allow an 
op  tional rewards programs imple-
ment ed to attract more companies 
and auditors. A rewards program can 
be introduced to motivate all parties 
in the system to actively and contin-
uously post their transactions to 

achieve collaborative and continuous 
auditing as an expected outcome of 
FutureAB. The rewards program can 
also motivate companies to mine and 
sign the verified transactions so that 
the records can be permanently writ-
ten on the blockchain.

EVALUATION
To the best of our knowledge, FutureAB 
is one of the first platforms that can 
support collaborative and continuous 
auditing on the blockchain without 
compromising data privacy.

Once ABWallet is downloaded and  
initialized for companyx, users from 
companyx can review and manage part-
ner companies’ addresses, keys, and 
secrets via the list view shown in  
Figure 7. The context menu on each 
row allows users to generate new sets 
of values, to request new addresses 
from their counterparties, and to 
view the transaction history. Users 
can also view transaction details in 
the list view. The Bulk add button on 
the top right of the screen allows users 
to upload multiple transactions with 
an Excel sheet template. The status of 
each transaction is indicated in the 
status column.

FIGURE 7. The user interface design of ABWallet.

(a) (b)
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We ran a simulation of wallet initial-
ization and the transaction encryption 
on a 2.2-GHz Intel Core i7 machine with 
16  GB of RAM and 1,600-MHz CPUs. 
This hardware is used only for simula-
tion and performance evaluation. Since 
FutureAB is a distributed blockchain, 
the communication traffic and resource 
usage for each node are much lower 
than those on a single machine simu-
lation once deployed. It takes 0.096  s 
on average to set up one value set for 
one counterparty. It takes about 16 min 
to set up the wallet for a new company 
when there are 10,000 selected coun-
terparties. It takes 0.021  s on average 
to encrypt one transaction. Fewer than 
7  min are needed to encrypt 20,000 
transactions. As shown in Figure 8, 
the current system takes less than one 
minute to verify 10,000 transactions. 
As such, we believe that FutureAB can 
support real-time posting, that is, com-
panies encrypting and posting trans-
actions simultaneously with, or a short 
period of time after, the occurrence of 
the events.

In this article, we have presented a 
blockchain architecture to auto-
mate collaborative and continu-

ous auditing and, in so doing, to build 
trust in public markets. Blockchain 
is one of the most influential emerg-
ing technologies in the past decade. 
The distributed nature of blockchains 
achieves peer-to-peer communication 
and allows auditing collaboration and 
financial reporting without relying 
on a trusted third party (decentral-
ization). Blockchains naturally pro-
vide immutability, which guarantees 
that once an accounting activity is 
recorded, no one, including the owner 
of the business, can arbitrarily change 
the records (immutability). Moreover, 

smart contracts use protocols and 
algorithms to digitally and automat-
ically facilitate, verify, or perform a 
contract between two parties within 
a blockchain (automation). The use of 
encryption techniques protects pro-
prietary information while ensuring 
certain messages can be recorded on 
a public blockchain without compro-
mising privacy (encryption).

A lt hough blockcha i ns w it h en -
cryption boast many exciting features, 
there are still several limitations. The 
transaction verification needs to pass 
a certain level of synchronization on 
the whole peer-to-peer system, which 
may result in a delay of seconds to min-
utes, not to mention the extra storage 
required. Fortunately, the rapid devel-
opments of hardware, consensus algo-
rithms, and storage technology mit-
igate these concerns, especially for 
financial reporting and auditing pro-
cesses that do not require a millisec-
ond-level performance.

More generally, our proposed archi-
tecture provides an alternative way 
to achieve privacy-preserved infor-
mation exchange. Besides auditing, 

the system design could be applied to 
many other fields for information col-
laboration, including banking, insurance, 
and even health care. 
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exercise developed by the University 
of Edinburgh estimates that 72,000 to 
169,000 children may be dying each 
year from pneumonia due to sub-
standard and falsified antibiotics.1 
Counterfeits are a huge commercial 
drain for individuals and health-care 
systems and, in some cases, can lead 
to a further financial burden on the 
health-care system if the patient con-
sequently requires treatment.

PROBLEM STATEMENT
The health-care industry is rife with 
counterfeit drugs (which infringe upon 
the intellectual property rights) that 
penetrate the industry’s supply chain.2 
This is due to a complex supply chain, 
compounded by a lack of visibility of 
the products’ end-to-end journey. The 
effects of falsified and counterfeit drugs 
have the potential to cause devastat-
ing consequences. 

The complexity of the drug distri-
bution supply chain makes it difficult 
to prevent counterfeits infiltrating 
the industry. There are numerous com-
panies involved in the supply chain 
where drugs change ownership between 
manufacturers to distributors, repack-
agers, and wholesalers before reaching 
the patient. There is little or no visibil-
ity between the parties involved in the 
supply chain to track the authentic-
ity of the drugs. This causes a level of 
uncertainty for patients and dispensa-
ries concerning the authenticity of the 
products sold at the end of the chain.

There are currently several solutions 
to this problem, but as the sophistica-
tion of counterfeit products and pack-
aging rapidly improves, they have 
f laws and limitations. Some solu-
tions endeavor to trace transactions 
of the products as they move through 
the supply chain and change owner-
ship, although there is still a central 

organization present that is at risk of 
being compromised, whereby docu-
ments can easily be falsified. Also, 
a central system is prone to a single 
point of failure. Solutions like our pro-
posal could potentially be adapted to 
include the antitampering and distrib-
uted database capacities of blockchain.

PROPOSED SOLUTION 
AND CONTRIBUTIONS
The proposed solution presents a  
blockchain-driven tool that can be 
used to record and time-stamp the 
transfer of goods at each point in the 
pharmaceutical supply chain. As the 
drug travels through the supply chain, 
every transaction of goods will be 
noted and time-stamped by scanning 
the bar code. The ledger will be used 
to ensure the security and safety of the 
product. The threefold contributions 
of this article are as follows:

 › analysis of the problem and a 
demonstration of whether using 
blockchain could be a better 
solution to the supply chain of 
drugs than the existing solutions

 › design and creation of an appli-
cation tool that can be used to 
record the origin and contents  
of the drugs manufactured  
and time-stamp the transfer  
of goods

 › provide recommendations based 
on the tool’s functioning as to 
whether (and how) using block-
chain technology is the best way 
to solve this problem.

BACKGROUND STUDY
This section discusses the problem 
domain in greater depth and high-
lights existing solutions and evaluates 
their limitations. We will also delib-
erate as to why a blockchain solution 

could be an improved idea compared 
to the current solutions.

Drug supply chain in the 
pharmaceutical industry
The pharmaceutical supply chain is 
the means by which prescription med-
icines are delivered to patients.3 Ingre-
dients for medicines are normally 
sourced from a variety of places before 
reaching the final formula. Once the 
final formula is achieved, the drug 
can be distributed. During the supply 
chain lifecycle, the drug will transfer 
among many different entities, specif-
ically between the manufacturer and 
the patient. Every transaction offers 
an opportunity for counterfeit or fal-
sified products to penetrate the supply 
chain and the industry. Figure 1 shows 
a typical supply chain scenario in the 
pharmaceutical industry.

Manufacturers, wholesalers, and 
pharmacies. The manufacturer’s role 
within the supply chain is to ensure 
the readiness of its inventory of drugs 
so they can be distributed to wholesal-
ers. Manufacturers receive orders from 
distributors/wholesalers and then 
ship the products to the distributor’s 
warehouses where they are put away in 
storage. Distributors provide manufac-
turers with inventory data reports 
to maintain transparency through-
out the process.

The role of wholesalers is to make 
the process of purchasing pharmaceu-
tical drugs a simpler and more effi-
cient process. Wholesalers connect 
and deliver to thousands of pharma-
cies and dispensers. This saves manu-
facturers efforts of dispatching drugs 
to pharmacies individually, because 
instead they can send large batches 
of medications to a relatively smaller 
number of wholesalers. Once the prod-
uct is in the hands of the wholesaler, it 
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can provide a range of services, includ-
ing drug distribution, electronic order 
services, and repackaging.

The final entities in the supply chain 
are pharmacies and hospitals. Pharma-
cies account for approximately 75% of 
the prescription drug market, whereas 
such nonretail providers as hospitals 
comprise the remaining 25%.4 Phar-
macies and hospitals purchase prod-
ucts from wholesalers, and then they 
are sold to the final patient.

The wholesaler problem. Primary 
wholesalers have direct distribution 
contracts with the manufacturers 
they purchase from, whereas second-
ary wholesalers purchase products 
from a range of other parties. Shown 
by the arrows between the two whole-
salers in Figure 1, it may not always be 
obvious whether a company is a sec-
ondary or a primary wholesaler. For 
example, a primary wholesaler may 
not only purchase products directly 
from the manufacturer; it may also 
purchase from secondary wholesal-
ers depending on the demand for cer-
tain medicines. Buying and selling 
between wholesalers are common 
within the industr y, and products 
move between a variety of differ-
ent companies and can be repeatedly 
repackaged by each wholesaler before 
reaching the patient.

In a process called sating, counter-
feit drugs can be merged and confused 
with legitimate products at the whole-
salers. This can be unknowingly caused 
if, for example, a wholesaler purchases 
from a secondary wholesaler company 
that has accidentally purchased coun-
terfeit goods. During the repackaging 
process at the wholesaler, the coun-
terfeit drugs may be given genuine 
labels. Manufacturers initially deliver 
medicines in fraud-protection packag-
ing. This can be removed during the 

repackaging phase, and batch numbers 
may be reprinted.

Drug diversion. Drug diversion 
occurs when drugs that have been 
authorized to be sold in one country 
are sold in another. Criminals take 
advantage of segments in the supply 
chain where products leave a docu-
mented chain of custody and they 
can implant falsified goods. Markets 
that trade in diverted drugs usually 
have little oversite from authorities 
and are known as gray markets.

Existing solutions
This section briefly discusses the cur-
rent solutions that are in place.

Packaging. In an attempt to reduce 
the impact of counterfeit drugs, sev-
eral pharmaceutical companies have 
adopted a more sophisticated packag-
ing approach. One of these approaches 
is the use of holographic technologies. 
The concept is that a patient will know 
if the product is legitimate when he 
or she sees that the packaging con-
tains a hologram. A major advan-
tage of this type of packaging is that 
it can be applied to every individual 
item. This type of packaging can be 
costly to implement depending on the 

complexity of the hologram. Holograms 
can also eventually be cloned by coun-
terfeit companies, making the original 
secure packaging ineffective. Another 
disadvantage to this solution is that it 
does not offer companies intelligence 
for when a counterfeit product pene-
trates the supply chain.

Mass serialization. Mass serial-
ization is a technology used to iden-
tify and track objects and individu-
als using radio-frequency (RF) waves. 
Manufacturers can use RF identifica-
tion (RFID) coding to allocate pack-
ages with unique identifiers. As the 
product makes its way through the 
supply chain, the product’s informa-
tion is captured by a chip reader. The 
chips can be disguised within large 
batches of products to avoid tamper-
ing. However, RFID is costly to imple-
ment because the RFID tags them-
selves are expensive. There are many 
types of systems that include varied 
readers and tags, creating compatibil-
ity issues.5 Another concern with the 
technology is that it has the potential 
to be hacked and information on the 
tags can potentially be altered.6

Mass encryption technology. Soft-
ware-based mass encryption technology  

Supplier(s) Manufacturer Wholesaler Distributor
(Primary)

Pharmacy or
Hospital

Patient

Repackager Wholesaler Distributor
(Secondary)

FIGURE 1. The pharmaceutical supply chain.
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can be used in the pharmaceutical 
industry to fight against counterfeit 
drugs. The same software is required 
to decrypt the digital code.7 This tech-
nology requires a large database server 
to store the data.

Falsified Medicines Directive: 
Safety features. The Falsified Med-
icines Directive (FMD) is a European 
Union (EU) directive that aims to 
ensure that medicines in the EU are 
safe and a trade of them is properly 
controlled by including a unique iden-
tifier and an antitampering device on 
the packaging.8 As the product goes 
through the supply chain, at various 
points it is mandatory that the bar 
code is scanned again. This aims 
to certify the authenticity and trust-
worthiness of the medicine supplied. 
The unique identifier on the packag-
ing must encompass a product code 
determining t he medicine name, 
common name, pharmaceutical form 
(strength, pack size, and pack types), 
serial number, batch number, and 
expir y date.  Manufact urers were 
required to comply with this EU direc-
tive beginning on 9 February 2019. 
Table 1 displays the pros and cons of 
the current solutions discussed.

WHY BLOCKCHAIN?
This section explains why we believe 
that blockchain is the suitable solution.

Blockchain—Technical feasibility
Blockchain is a digital technology 
model that can be used to store data. 
It consists of a chain of blocks con-
taining transaction information.9 It 
is a decentralized system where data 
can be shared across a network in an 
encrypted fashion.

Before a transaction can be added 
to a blockchain, it needs to be verified 
by the network nodes using a majority 
consensus protocol, where nodes on 
the network agree that the transaction 
is legitimate. Any transactions that 
have been recorded cannot be altered 
or erased, and the full transactional 
history can be viewed at any time. 
Each block in the chain contains data: 
the hash of the block, hash value of the 
previous block, and nonce of the exist-
ing block. Hashing is used to make 
integrity-protected blocks together 
to create the secure chain. Every data 
block in the blockchain is given a 
unique digital signature that directly 
corresponds to the data in its block 
(the hash). If the data in the block are 

changed, the digital signature of the 
block will also subsequently change.

A block registers transactions as they 
occur, and the blockchain increases 
in size periodically as new transac-
tions execute. Once the block is filled, 
it is allocated a digital signature that 
directly corresponds to the string of 
data in that block (hash). The first 
block in the chain is known as the gen-
esis block and does not point to any pre-
vious blocks. To link another block of 
transaction data, the signature in the 
first block is added to the data of the 
following block. The digita l signa-
ture of the second block is now par-
tially dependent on the signature of 
the block before it, as it is included in 
the data of the block. This process is 
repeated every time new transactions 
occur to create the chain.

Blockchain platforms
We discuss three main platforms that 
were considered: the Ethereum app 
platform, Amazon Web Services (AWS), 
and Oracle blockchain.

Ethereum app platform. Ethe-
reum is a publicly distributed block-
chain network that provides users 
with the appropriate environment to 

TABLE 1. A comparison of existing solutions.

Solution Pros Cons 

Packaging It is easy for patients to determine whether the 
drug is legitimate if they see a hologram on the 
packaging. 

It is expensive and can be cloned; the origin of fraudulent 
products cannot be located.

Mass serialization It has the ability to track and trace; chips can be 
disguised in large batches to avoid tampering. 

It is costly, has potential to be hacked, and has compatibility 
issues; chips have the potential to be tampered with. 

Mass encryption technology Each batch is given a unique code. It is complicated to implement. 

FMD An EU-wide directive sets the standards for all 
manufacturers. 

Packaging can be forged and overseen by a centralized 
authority that could be liable to attack. 
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deploy decentralized applications. The 
platform runs the smart contracts 
that have been set by the application 
developer. The Ethereum network 
is made up of a series of distributed 
nodes and Ethereum wallets. The dis-
tributed network of nodes is estab-
lished when computers or miners join 
the network. The network does not 
hold any permissions to join, as any 
node with enough computing power is 
able to join the network.

AWS. AWS provides cloud com-
put i ng plat for ms. A ma zon of fers 
blockchain templates as a part of its 
platform, which provides users a sim-
ple way to build blockchain applica-
tions for businesses. AWS provides the 
ledger database behind the application 
that eradicates the need for the appli-
cation owner to develop the complex 
blockchain network. The service offers 
two types of use cases: to track and ver-
ify transactions with centralized own-
ership and to execute transactions 
and contracts with decentralized own-
ership.10 Using the AWS blockchain 
template, an Ethereum blockchain 
network on a cluster made up of multi-
ple instances with an application load 
balancer (ALB) can be created. We have 
used the AWS platform because its ser-
vice makes it easy to set up, deploy, and 
manage scalable blockchain networks, 
which eliminates the need to rely on 
other expensive implementations.

Oracle blockchain. Oracle is 
extremely similar to AWS because it 
is a blockchain-as-a-service provider. 
It allows businesses to deploy appli-
cations over an immutable electronic 
distributed ledger database. 

Blockchain security
Blockchain not only allows users to 
integrate with suppliers, customers, 
regulatory agencies, and stakeholders 

but also provides a high degree of 
accuracy.6 It also offers a higher level 
of security compared to the exist-
ing solutions.

Immutability and consensus.  
The immutable characteristic of block-
chain is one of the main reasons com-
panies are starting to implement the 
technology. If a block is altered, it 
will unchain itself from the consecu-
tive blocks. For an altered block to be 
accepted on the blockchain, it needs 
to be chained to the rest of the blocks. 
All of the nodes in the network work 
together to create a consensus about 
which blocks are valid and which are 
not. Users in the blockchain will be 
notified that data have been altered 
and will deny the change. The block-
chain will then be returned to a pre-
vious state where all blocks are still 
chained together.

Private keys. Participating nodes in 
the network are assigned their own pri-
vate keys that are linked to transactions 
they make. The private key is used to 
create a digital signature and sign each 
transaction. Each node in the network 
is allocated a private key, which grants 
ownership to its data entry.11

Decentralization. Rather than rely-
ing on a single database to secure trans-
actions with users, blockchain is com-
pletely decentralized. This means there 
is no single point of failure, there are 
multiple copies of the same transactions, 
and a hacker would need to change all 
copies and break the consensus protocol 
before anything could be altered.

Existing solution case study: 
Cisco supply chain management
Cisco loses out on more than US$500 
million dollars of revenue a year due 
to counterfeit products (similar to the 
United Kingdom’s losses of £218 mil-
lion every year from counterfeit wine 

and spirits12); clearly it is not just a 
problem faced by developing countries. 
As a result, Cisco is currently working 
on a blockchain solution designed to 
combat against counterfeit products on 
its own supply chain. Although Cisco 
works in a different industry than the 
one discussed in this article, its applica-
tion of the technology is extremely sim-
ilar. A few other enterprise blockchain 
use cases include13 supply chain man-
agement (IBM Food Trust), protecting 
digital identity (Civic’s Secure Iden-
tity Platform), smarter predictive anal-
yses (Endor), and health-care medical 
history and records (Medicalchain).

There are some limitations with the 
technology, and we must know how 
these drawbacks might be overcome. 
As the participation of each organiza-
tion in the supply chain requires com-
plex infrastructure to be able to run 
a single node, one of the main issues 
with blockchain is the cost of this 
infrastructure. It is hard for customers 
and suppliers to justify the cost. A pos-
sible resolution for smaller companies 
could be to provide a cloud-based solu-
tion, but it is not quite clear how well 
this scales up. There is currently much 
research being carried out to work out 
ways of reducing the costs and mone-
tizing the process of blockchain.

Another limitation of blockchain 
arises when considering the consen-
sus mechanism used. There are mul-
tiple consensus protocols available. 
In a public blockchain, it is possible to 
specify a single consensus mechanism 
used, although in a private enterprise 
solution, it is not possible to make an 
application as rigid. There is ongo-
ing research on how to make the con-
sensus as quick as possible and plug-
gable so that suppliers can appoint 
the consensus they wish to use. For a 
blockchain enterprise application to 
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be successful, the consensus times 
need ideally to be minutes or seconds. 
When choosing a consensus mecha-
nism, it is important that the protocol 
is Byzantine fault tolerant.

PROPOSED SOLUTION: 
REQUIREMENT AND ANALYSIS
During the analysis stage, professionals 
working on or researching blockchain 
as well as those in the pharmaceuti-
cal field were contacted and engaged 

in collaboration. The purpose was to 
determine the use cases of blockchain 
currently in practice in the industry, 
people’s conceptions of the technology, 
and how staff in the pharmaceutical 
industry might cope with or react to a 
new supply chain management system.

Pharmaceutical interviews/
discussions
The participants chosen were indi-
viduals who work in the health-care 

industry either in a dispensary/phar-
macy or as a pharmacist.

Pharmaceutical feedback
We interviewed 30 people who are 
directly or indirectly working in the 
pharmaceutical industry. Roughly 60% 
said they were aware of the counter-
feit drugs problem: “Medicines are 
scanned on arrival, but this is more for 
stock check purposes than authenticity. 
MHRA [the Medicines and Healthcare 

INTERVIEW QUESTIONS AND ANSWERS
We interviewed 30 people who are directly or indirectly working in the pharmaceutical industry. 

Q1: Are you aware of the counterfeit drugs problem in the pharmaceutical industry? 
A1: 1) Yes. ×19
 2) Yes, but I believe it to be more of a problem in developing countries than in the UK. ×4
 3) Yes I am aware, but I have never experienced it myself. ×5
 4)  Yes. As a chief pharmacist of an NHS [National Health Service] trust and a responsible person on a 

wholesale dealer’s license from the MHRA [the Medicines and Healthcare Products Regulatory Agency], 
I am acutely aware of the potential for falsified medicines entering the supply chain. ×1

Q2:  Do you know if there are any products or systems in place that are used to track and trace a drug through 
its supply chain before it gets to the dispensary? If yes, could you explain what?

A2: 1) I don’t know. ×4
 2) The FMD is currently being implemented. ×9
 3) EU directive. ×2
 4)  We use registered wholesalers; however, the only system currently being implemented is FMD 

scanning. ×10
 5) Scanning the products—bar codes, QR codes. ×4
 6)  Up until recently, some products have had 2D bar codes, holograms, and tamper-evident packaging to 

reduce falsification, although the sophistication of counterfeiters now is such that even these can be 
replicated. The main intervention now is the introduction of the Falsified Medicines Directive, which re-
quires licensed medicines to have a 3D bar code, a unique identification number traceable to individual 
packs, and tamper-evident packaging. Each individual pack is tracked via a Europe-wide repository. ×1

Q3:  Are there any systems/methods in place you use personally that help to ensure the authenticity of the 
medicines supplied to customers? If yes, could you explain what?

A3: 1)  Medicines are scanned in on arrival, but this is more for stock check purposes than authenticity. MHRA 
supply regularly alerts us if there are any concerns regarding medicines, and these are relayed to all 
pharmacies and dispensaries with relevant batch numbers. ×2

 2) No. ×6
 3) Ensuring everything we order is done through our trusted suppliers we use. ×2
 4) FMD scanners. ×15
 5) Scanner but limited due to possible human error. ×4
 6) Only those already mandated.
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Products Regulatory Agency] regu-
larly alerts us if there are any concerns 
regarding medicines, and these are 
relayed to all pharmacies and dispensa-
ries with relevant batch numbers. If you 
look at what the [FMD] safety features 
require, it might give you a good idea on 
what to include. It is required that man-
ufacturers provide the name, serial 
number, expiry date, strength, and 
batch number but there may be more.” In 
responding to whether they would trust a 

blockchain-driven application designed 
to track and trace a medicine as it makes 
its way through the pharmaceutical 
supply chain, most people were inter-
ested. The information gathered indi-
cated that the most important material 
pharmacists perceived as required by 
an application (tool) to ensure the trust-
worthiness of a product would be batch 
number, name, expiry date, and manu-
facturer. The majority of people inter-
viewed suggested bar code scanning is 

already used in their day-to-day job and 
implied that they would consider using 
an application (tool) that requires the use 
of bar code scanning. The original data 
collected from the focus group and inter-
views can be found in “Interview Ques-
tions and Answers.” 

SETUP AND THE 
PHARMACRYPT TOOL
This section explains the experimen-
tal setup for the development of the 

Q4: What information about a medicine would you suggest needed to be logged to ensure its authenticity?
A4: 1) Batch number, expiry date, manufacturer. ×7
 2)  If you look at what the Falsified Medicines [Directive] safety features require, it might give you 

a good idea on what to include. Off the top of my head, I believe it is required that manufactur-
ers provide the name, serial number, expiry date, strength, and batch number but there may be 
more. ×2

 3) Special packaging. ×3
 4) Name, batch number, wholesaler. ×9
 5) Ingredient constituent and manufacturer who has approved it.
 6) Product, batch number, expiry, product license number, manufacturer. ×8

Q5:  Would you consider using an application to ensure the authenticity of medicines if it meant scanning the 
bar code of each drug sold over the counter?

A5: 1) Yes. ×17
 2) Yes, but it’s a hassle. ×7
 3) Possibly, depending on the efficiency of the system. ×3
 4) We already scan products so yes. ×2
 5)  This is effectively what FMD requires for prescription medicines. The same principle for 

over-the-counter medicines would probably work OK where the process can be combined with an-
other (for example, scanning at point of sale). ×1

Q6: Are you aware of blockchain or cryptocurrency technology, that is, bitcoin?
A6: 1) Yes. ×7
 2) No. ×4
 3) Have heard of it but never used it. ×19

Q7:  Would you put your trust in a blockchain-driven application that was designed to track and trace a med-
icine as it makes its way through the pharmaceutical supply chain? (Blockchain is the technology behind 
cryptocurrencies like bitcoin.)

A7: 1) Yes. ×12
 2) No. ×8
 3) Unsure. ×9
 4)  Would consider using it but would need robust evidence and assurance before trusting it  

completely. ×1
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FIGURE 2. The proposed PharmaCrypt application tool user interface. 

proposed PharmaCrypt  application 
tool using Ethereum blockchain, which 
is created using AWS. The tool inter-
face can be seen in Figure 2. The net-
work is used to create a smart contract 
where products can be created and 
transferred between accounts.

PharmaCrypt features
The developed prototype of the tool 
has the following features:

 › Bar code scan: Handheld smart-
phone devices are able to scan 
bar codes and upload the infor-
mation to the blockchain.

 › Asset creation: The application is 
able to create new assets when 
products first enter the supply 
chain. A product’s information 

is uploaded to the block-
chain and assigned a unique 
identifier number.

 › Transfer of asset: When a product 
is moved on to the next supplier 
or entity in the supply chain, 
the application tool records the 
transaction.

 › View scanned products: 
A user is able to view all 
user-scanned products.

 › Performance requirements:  
The application tool scans bar 
codes instantly with no  
lags or glitches. Consensus 
should be reached in under a  
few seconds.

 › Security requirements: 1) Sep-
arate accounts for each user; 
2) users are enrolled with 

business network accounts; 3) 
each password is at least eight 
characters long and composed 
of at least one uppercase letter, 
a number, and one special 
character; and 4) each user is 
operated using the least set of 
privileges required to do his or 
her job.

Blockchain implementation
AWS was chosen to create the proto-
type of the proposed tool. The over-
all software is hosted on a comput-
er-based system, configured with an 
i7 processor, 500-gigabyte hard disk 
drive, 4-gigabyte random-access mem-
ory (RAM), and Windows 10 operating 
system, and the required data can be 
fetched to a mobile application. The 
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AWS blockchain for Ethereum creates 
a private blockchain network on the 
AWS CloudFormation. The final net-
work is made up of the following enti-
ties: two Ethereum clients, one miner 
running on Amazon Elastic Compute 
Cloud (EC2) instances in an Amazon 
EC3 cluster, on-demand EC2 instances, 
and an internal ALB. The entire pro-
cess of the proposed solution and build-
ing the PharmaCrypt tool is as follows:

1. PharmaCrypt tool interface: As  
the functions of the application 
tool run on smartphone devices 
are relatively limited, the user 
interface, as shown in Figure 2, 
will largely be the same for 
each company. Here, the user 
will be able to scan the bar code 
of the product. Once the bar 
code has been scanned, if the 
transactional data are deemed 
legitimate by the network, they 
will be automatically uploaded 
to the blockchain. Users of 
this interface will be able to 
view only the transactions 
they have scanned themselves. 
If the transaction is deemed 
illegitimate by the blockchain 
network, an error message will 
take over the screen. The error 
message will trigger a notifica-
tion sent to the main comput-
er-based interface controlled by 
senior personnel. The supply 
chain management team can 
then investigate this product 
further. Figure 3 explains the 
information flow of the pro-
posed solution.

2. Key-pair generation: AWS uses 
public-key cryptography to 
secure the login information 
of the instances in the net-
work. As shown in Figure 4(a), 

we created a key pair for the 
blockchain Ethereum network, 
which is used to sign every 
transaction over the network. 
The key pair must be created in 
the same region in which you 
wish to launch the instance. 
The key pair will download, 
and the file name is the name 
you specified with a .pem 
extension.

3. Subnets, security groups, and rules: 
The Amazon Virtual Private 
Cloud (VPC) is used to define the 
virtual network where resources 
will be launched. An ALB is cre-
ated requiring two public subnets 
to be configured located in two 
separate availability zones. A 
private subnet is also necessary 
for the container instances. 
The availability zone should 
be located in the same zone as 
the ALB.

AWS security groups control 
the inbound and outbound traf-
fic to your resources. We spec-
ify two security groups: one for 
controlling the traffic between 
the EC2 instances in the clus-
ter and the other for controlling 
the traffic between the ALB, EC2 
instances, and bastion hos t. 
Thereafter, we have applied the 
following incoming rules to these 
groups, as shown in Figure 4(b):

•  Allow all traffic from the ALB  
security group permitting 
the ALB to broadcast with 
itself and the bastion host. 

•  Allow all traffic from the EC2 
security group permitting 
instances in the security 
group to broadcast to the 
ALB and the bastion host.

•  Allow Secure Shell (SSH) traf-
fic from the Internet Protocol 

address that permits traffic 
from the computer to the bas-
tion host. 

T h e  f o l l o w i n g  o u t-
bound rules also need to be 
applied on the same secu-
rity group:

•  Allow all traffic from the 
EC2 security group that 
permits outbound traffic 
from the ALB and the bas-
tion host to the instance. 

•  Allow all traffic from the 
ALB security group that 
permits the ALB to commu-
nicate with the bastion host 
and itself. 

4. Identity and access management 
and bastion host: We created a 
role for AWS service selecting 
Elastic Container Service (ECS) 
for the service and ECS for the 
use case. Make a note of the 
role—Amazon Resource Name, 
as it will be needed later. The 
bastion host is an instance used 
to connect to the web inter-
faces and other instances in the 
network. To do so, the bastion 
host forwards SSH traffic from 
trusted clients that are outside 
the VPC.

5. CloudFormation stack: Now 
the tool has been configured, 
and the Ethereum network 
can be created. To do so, an 
AWS CloudFormation stack 
needs to be set up. The AWS 
CloudFormation stack estab-
lishes an Amazon EC3 cluster 
of EC3 instances. Launch-
ing this stack creates some 
nested stacks where we are 
able to connect to the network 
resources using the bastion 
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FIGURE 3. The proposed solution information flow.
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host. In the dashboard, their 
progress can be observed by 
selecting Stacks. When the 
stacks have finished creat-
ing, the Output tab displays 
Ethereum uniform resource 
locators (URLs) we can connect 
to where the EthStats (shows 
the time since something was 
mined), EthExplorer (block-
chain explorer), and EthJson-
RPC [a stateless, lightweight 
JavaScript Object Notation 
(JSON) Remote Procedure Call 
(RPC)] are displayed.

6. Connect SSH port, authenticate, 
and set up a proxy: Now, to con-
nect to the bastion host, an SSH 
port forwarding connection is 
established using PuTTy. The 
key pair needs to be converted 
to a. ppk format because PuTTy 
does not support the default 
.pem format. We have used 
the RSA algorithm for the 
key generation. 

We set the following con-
figurations: select Connection, 
SSH, Tunnels; add 9001 as the 
source port, and leave destina-
tion as default (blank). There-
after, use Open to authenticate 
the bastion host. We then con-
figured a proxy (FoxyProxy for 
Chrome browser) on port 9001 
so that the forwarded port can 
be used to connect to the Ethe-
reum URLs.

The EthStats URL displays 
the status of the Ethereum net-
work. T he Et h E x plore r U R L 
where transactions have been 
made on the network is shown  
in Figure 5.

7. Smart contract, genesis block 
creation, and mining: Now, we 
need to create smart contracts 

and run them (with admin per-
mission) on the blockchain net-
work, as shown in Figure 6. To 
do this, we connect over to the 
Windows bastion host using 
Remote Desktop Protocol with 
a decrypted password (using 
.pem private key). Ethereum 
Wallet (allows management 
of bitcoin, Ethereum, XRP, 
and more than 300 coins and 
tokens) and geth (a command 
line interface for running a 
full Ethereum node imple-
mentation) are not designed to 
securely connect to the remote 
nodes in the network using 
RPC. To set up a secure connec-
tion, we run a local geth node 
that joins  the network.

T he genesis block is t he 
first block in the blockchain 

network. The genesis block must 
be compatible with the private 
blockchain network that has 
been created. Creating a gene-
sis block allows you to sync the 
node with the network. To do so, 
define static node mapping in a 
JSON file using the information 
available in the Amazon Dyna-
moDB table.

Now, the geth client needs to 
be initialized to use the genesis 
block you constructed. There-
after, use the Ethereum Wallet 
app to store the keys, contracts, 
tokens, and ether. We have used 
mining with two threats for this 
demonstration work. Now we 
have Ether, so we deploy the first 
smart contract product tracker 
(Ethereum Wallet application 
" Contracts " Deploy New 

(a)

(b)

FIGURE 4. The (a) key-pair creation for signing the transaction data and (b) security group 
control: inbound rules for the traffic.
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Contract). The smart contract 
uses the Solidity coding lan-
guage to create (using the Remix 
tool) and transfer assets on the 
Ethereum blockchain network.

Discussion
To demonstrate the working of this 
tool, we used permissioned block-
chain, which is in fact more scalable 
and faster but works toward cen-
tralized controls among a group of 
users (who were involved in this arti-
cle). However, this work can be eas-
ily extended to permissionless block-
chain, when required, so that any 
registered user can validate trans-
action information, and this will be 

tested with trials. We have tested this 
tool with 50 users making transac-
tions on different items to demon-
strate that it is useful for small and 
medium-size pharmaceutical applica-
tions, and we will further extend its 
capabilities (by testing) for the applica-
tions with a wide variety of drugs and 
a large number of users involved in the 
system. We have performed mining on 
the cloud without an application-spec-
ified integrated circuit miner. It does 
not yield any profit, but the primary 
purpose is to demonstrate the working 
of this prototype tool, which at present 
will be used privately with a limited 
number of drugs and users involved in 
the system.

Comparison
Compared to Drugledger by Huang 
et al.,11 the proposed consumer-ori-
ented application tool provides more 
controllability, a more user-friendly inter-
face, added security through groups, 
and private network  virtualization. 
The proposed PharmaCrypt does not 
require a certificate service provider,  
antiattack service provider, and query 
service provider, which are the re -
quirements for Drugledger. In other 
words, the proposed tool generates  
less overhead compared to Drugledger. 
A detailed comparison between Phar-
maCrypt and Drugledger is presented 
in Table 2 and Figure 7.

Apart from this, a smart contract 
using smart storage containers pro-
posed by Hinckeldeyn and Jochen14 
is based on a multisignature wallet 
of three parties to process the pay-
ment and arbitrate disagreements. 
The application requires extra hard-
ware and protocol implementation, 
which is time-consuming as well as 
inefficient. Similar to the approach 
by Mondal et al.,6 the proposed tool 
is able to defeat tampering, spam-
ming, physical layer attack, and pref-
erent ia l t reat ment. However, t he 
approach by Mondal et al.6 requires 
new sensors, their set up, and sig-
nificantly large storage for the algo-
rithms to run, whereas PharmaCrypt 
does not rely on extra sensors; rather 
it uses existing technology of scan-
ning the bar codes. The only draw-
back of the proposed tool is that it 
may be affected by the service pro-
vided by AWS, because it is based on 
the AWS blockchain.

A performance comparison between 
the PharmaCrypt and Drugledger is 
shown in Figure 7. The system used is 
64-bit Windows 10 with core Intel i5  
2.60 GHz and 4-gigabyte RAM with Java. 

(a)

(b)

FIGURE 5. The (a) Ethereum  blockchain network with block details (EthExplorer URL) and  
(b) Ethereum blockchain real-time network status.
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For generating random strings, we  
have considered UUID.randomUUID().to 
String() a nd used System.cur rent-
Ti me M i llis() for calculating time 
stamps and execution times. SHA256() 
takes 20 ms for generating hash code 
for each block. Further, it takes 1 ms 
each to create the block lifetime, 
Merkle root, time stamp, and version. 
Due to the insufficient implementation 
details available in Drugledger11 [the 
details are not provided, so we created 
simple functions for SynchronizeUTXO()— 
20 m s, Read Dr ugPack age()—10 m s, 
GetUTXO()—20 ms, ValidQuery()— 
20 ms, CreateTX()—20 ms, Gossip()— 
10 ms, and IsCorrelated()—10 ms], 
we have assumed a similar type of 
parameters and size as PharmaCrypt.  
Figure 7(a) demonstrates the average 
block time when the number of blocks 
is 10, 50, 100, and 200. Figure  7(b) re -
flects comparative instances of average 

block time when the number of blocks 
is 10, 20, 30, 40, and 50 for Pharma-
Crypt and Drugledger. Overall, it is 
clear that PharmaCrypt outperforms 

 Drugledger and is better suited for 
such an application.

Alzahrani and Bulusu15 proposed 1) 
Block Supply, a decentralized anticoun-
terfeiting supply chain that is based on 

near-field communication and block-
chain technologies, and 2) a decentral-
ized consensus protocol. However, it is not 
clear whether this protocol can be used 

for such blockchain-related applications 
as Pharma Crypt. Wang et al.16 com-
bined the emerging blockchain technol-
ogy with parallel health-care systems 
for com  prehen sive health-care data 

FIGURE 6. A smart contract in remix.

WE HAVE TESTED THIS TOOL WITH 50 
USERS MAKING TRANSACTIONS ON 

DIFFERENT ITEMS TO DEMONSTRATE 
THAT IT IS USEFUL FOR SMALL AND 

MEDIUM-SIZE PHARMACEUTICAL 
APPLICATIONS.
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sharing, medical records review, and 
care auditability. The implementation 
as  pect is not discussed in detail. Jamil  
et al.17 proposed a novel drug supply chain 
management using Hyperledger Fabric 
based on blockchain technology to han-
dle secure drug supply chain records. The 

open source framework Hyperledger 
Fabric is used, but it is not clear whether 
it supports existing health-care sys-
tems and their services. We will fur-
ther extend this research and see if any of 
this work can be extended and integrated 
with PharmaCrypt.

T his work analyzed the counter-
feit drug problem and existing 
solutions and evaluating their 

effectiveness. The inputs from rele-
vant industry professionals working 
in both the pharmaceuticals indus-
try and blockchain technology are 
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TABLE 2. A comparison of blockchain solutions.

Solution Drugledger11 PharmaCrypt 

Basic requirements included More focus on packaging and repackaging 
(overall less efficient) 

More focus on rapid scanning of the product (bar code 
scanning), asset creation, and transfer (overall more efficient) 

Overhead High, due to the maintenance of certificates, 
per-transaction user weight computation, and 
repackage 

Low, none required 

Technology Platform dependent, C++ in Ubuntu 16.04 long-
term support 

Platform independent with AWS 

Extra requirements for 
security support 

Requires certificate of service provider Free from such requirement

Performance (efficiency) Not specifically discussed but much slower Improved using bar code scanning, average block time  
2.11 s, page latency 2 ms, and consensus available in a  
few seconds 

Security key and hash storage There are issues with storing the public key and 
hash codes 

There are no such issues because the AWS storage  
takes care of it 
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considered, which has actually helped 
to scope the requirements for the pro-
posed application tool. In our primary 
research, 100% of the pharmacists 
interviewed were aware of the coun-
terfeit drug problem, underlining just 
how widespread and severe the issue 
is within the health-care industry. 
Work is being done to fight the issue; 
however, the current solutions have a 
number of problems and limitations.

Further research is required to 
look at how we can achieve the short-
est amount of time for a transaction to 
gain consensus. When using an appli-
cation such as the one described, it is 
important that this time is as low as 
possible; otherwise, it will not be effi-
cient for suppliers to use. Another need 
for further research would be to look at 
how it might be possible to lower the 
cost of implementation and under-
stand how the solutions may drive 
down other supply chain operational 
costs in the pharmaceutical industry 
so that the technology is commercially 
viable for larger-enterprise solutions. 
Furthermore, the supply chain man-
agement system could be linked to 
a wider solution. There is currently 
work being undertaken to develop an 
electronic patient record system that 
can be used to store patient records 
on a blockchain. This system could 
potentially be combined with a sup-
ply chain solution whereby records in  
the blockchain could contain both pa -
tient treatment records and prescrip-
tion history.

The EU FMD and RFID technology are 
currently the most effective in address-
ing the problem. The blockchain solu-
tion would be able to incorporate the 
compliance regulations so that the tool 
logs and tracks the information needed 
to comply with the directive. The way 
in which the blockchain tool is used 

can mimic the RFID mass serializa-
tion process, and scanning of products 
can be carried out at the same points in 
the supply chain. This should enable a 
smooth transition to the new technol-
ogy. Using PharmaCrypt, the proposed 
solution, means that both patients and 
dispensaries will be made certain of the 
provenance of the drug. The developed 
tool is relatively simple, meaning staff 
should not need extensive training due 
to existing product-scanning experience 
in dispensaries.

Blockchain also has its limitations, 
including a scalability issue. At this 
stage, it would be difficult to deploy 
a blockchain solution to all parties 
involved in the supply chain. Large-
scale deployments across multiple 
customers would require much more 
rigorous testing to ensure success.

We believe that the proposed Phar-
maCrypt application tool has the capac-
ity to be a successful working service 
and can be used as the basis for further 
research and development. 
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While industry has adopted blockchain-based video-streaming 

platforms, other stakeholders could contribute more to grow 

the technology and support its implementation. This article 

reviews current blockchain-based video streaming applications 

and industrial advancements and identifies today’s research 

activities and future opportunities for investigation. 

Within the past decade, multimedia, in 
general, and video streaming, in partic-
ular, have radically changed the way we 
consume information and keep ourselves 

entertained. Video-streaming services are increasingly 
being used, thanks to recent streaming-video-on-de-
mand (SVoD) services such as Netflix, Hulu, and Ama-
zon Prime Video, which are overtaking traditional TV 
broadcast services in the United Kingdom.1 The user 

expectation of any content, at any location, and at any 
time has resulted in the public acceptance and worldwide 
growth of such SVoD services. Furthermore, live-gam-
ing video-streaming services such as Twitch and You-
Tube Gaming have also seen tremendous growth, with 
Twitch alone being the fourth-highest peak Internet 
traffic generator in the United States, serving more than 
15 million active users daily with almost 1 million con-
current users.2

It is important to note that the success of any service 
depends on consumer satisfaction, which can be char-
acterized in terms of the quality of experience (QoE) 
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perceived by end users. As a result, 
there recently was a focus shift from 
quality-of-service (QoS)-based assess-
ment to QoE-based evaluation. Due to the 
proliferation of such streaming services 
and the new paradigm of user satisfac-
tion measurement, both academia and 
industry have put every effort toward 
the identification, design, and evalua-
tion of the QoE.

During the past few years, distributed 
ledger technology (DLT), in general, and 
blockchain, in particular, have gained 
increasing attention from various orga-
nizations worldwide, especially those 
involved in financial services/banking, 
automobiles, health care, insurance, 
public sectors, and education, among 
others. The digital ledger market for 
blockchain products and services is 
anticipated to reach US$60.7 billion in 
2024, up from US$708 million in 2017.3 
Blockchain itself is still a nascent tech-
nology, and much needs to be done to 
achieve its full potential so that it is 
essentially accepted by industry, govern-
ment, and consumers. Blockchain-based 
video applications have attracted the 
attention of industry, with streaming 
applications such as DLive and Livepeer 
already available in the market. The 
Gartner Hype Cycle4 reports that block-
chain business for media applications 
(blockchain in media and entertain-
ment) is still at the very first stage of the 
“innovation trigger” phase and will take 
5–10 years to reach the plateau of produc-
tivity as per current projections.

Due to the many prospective advan-
tages provided by blockchain (see the 
“Blockchain Technology: Features, 
Advantages, and Shortcomings” sec-
tion), various research work has been 
carried out to explore the technology’s 
application in different domains, from 
the Internet of Things5 and addressing 
security issues in unmanned aerial 

vehicle networks6 to video surveillance 
systems7 and secure video storage.8 
However, there has been little focus 
from academia on identifying the 
potential research questions and op -
portunities provided by blockchain for 
video-streaming applications.

An IBM executive report9 discusses 
how blockchain has every potential to 
change the way media content is cur-
rently transmitted, consumed, and paid 
for. Additional reports from IBM9 and 
the Interactive Advertising Bureau10 
discuss how the video-advertising 
industry, which is plagued by a lack of 
transparency, high middlemen charges, 
and closed performance-measurement 
metrics, can benefit from using block-
chain applications (BAs), which pro-
vide a highly efficient and transpar-
ent advertising platform at a reduced 
cost. A Joint Photographic Experts 
Group (JPEG) whitepaper11 discusses 
industrial needs, relevant use cases, 
and functionalities for media block-
chain and the potential requirements 
of ongoing standardization activities 
within and outside the organization. In 
Bhowmik and Feng,12 a distributed and 
tamper-proof novel watermarking mul-
timedia blockchain framework for con-
tent processing and transaction is briefly 
discussed. Zhaofeng et al.13 present a 
blockchain-based digital rights man-
agement (DRM) system to help protect 
content-ownership rights, while Bui et al.14  
detail a blockchain-based platform, 
Archangel, for protecting video archives. 
Ghimire et al.15 introduce a novel video 
integrity mechanism based on block-
chain for protection from tampering.

Detection of deepfake videos and 
images is a very challenging problem 
at present, for which blockchain-based 
solutions are being investigated in works 
such as those by Hasan and Salah16 and 
JPEG.17 A detailed blockchain-based  

video-delivery model using advanced 
network services chains has been pro-
posed by Herbaut and Negru.18 The 
model provides a platform for collabo-
ration among various providers using 
network service chains. Other works, 
including Y. Liu et al.19 and M. Liu et al.,20  
propose decentralized resource allo-
cation for blockchain-based video- 
streaming applications, using mobile 
edge computing (MEC) to improve video 
delivery to the end user. Transcoding still  
remains a challenging task, es  pecially 
for live-streaming  applications. Toward 
this direction, work by Liu et al.21 presents 
a deep reinforcement-learning-based 
transcoder-selection framework for 
blockchain-based video-streaming solu-
tions for more effective transcoding 
node selection.

Based on the preceding discussion, 
it is clear that, while there have been 
numerous works on the potential use 
of blockchain technology for media 
and entertainment, an overview that 
explores current industrial and aca-
demic efforts and identifies various 
potential advantages and opportu-
nities of blockchain, with a focus on 
video streaming, has been missing, so 
far. Toward this end, in this article, we 
present the following:

1. a discussion of various oppor-
tunities provided by the use 
of blockchain technology for 
video streaming

2. a review of existing block-
chain-based video-streaming 
platforms

3. a summary of ongoing block-
chain standardization activities

4. a conceptual framework 
for blockchain-based vid-
eo-streaming applications

5. a discussion of technical chal-
lenges and open issues.
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BACKGROUND

Video streaming
Video-streaming platforms, such as 
Netflix and YouTube, use a central-
ized client–server architecture, where 
multimedia content is delivered from 
a server to the client through the net-
work. Such centralized systems face 
the problem of “last mile” delivery, 
where, due to the low link capacity of 
the access network to the end users, 
the QoS is significantly affected. The 
advent of new technologies, such 
as 5G and MEC, contributes to over-
coming such limitations, with some 
new works exploring the potential of 
blockchain technology, such as Y. Liu 
et al.19 and M. Liu et al.,20 discussed 
previously. Still, many challenges 
remain due to the increasing band-
width required to meet the demands 
of the changing entertainment land-
scape, involving the use of higher 
frame rates and resolutions, that is, 4K 
and 8K, as well as newer video formats, 
for example, high dynamic range, 3D, 
light field, and point clouds. A possible 
solution is the decentralized distribu-
tion of content through peer-to-peer 
(P2P) networks, where data are shared 
by participating nodes (clients). This 
sharing of bandwidth by network 
users can help overcome the bottle-
neck bandwidth issue, resulting in a 
comparatively cost-effective, efficient, 
and faster network.

QoE
During the past two decades, the in -
dustry mindset has shifted from a 
product-centric to a service-centric 
approach, where users are at the cen-
ter of the business model. Measuring 
or estimating the QoE is critical to 
understanding the success of a service 
or technology. The adoption of a new 

technology by end users is based on the 
level of consumer satisfaction, which 
for video-streaming applications can 
be estimated using various QoE mod-
els and metrics. On the other hand, 
existing services can benefit from 
using QoE models and metrics, which 
can be harnessed to estimate and, as a 
result, improve end-user satisfaction, 
ultimately leading to increased view-
ing times and reduced churn.

Blockchain technology: Features, 
advantages, and shortcomings
Blockchain is a digital list of records, 
that is, blocks linked together using 
cryptographic algorithms. It gained 
tremendous attention with the intro-
duction and high popularity of Bitcoin, 
a cryptocurrency based on blockchain 
technology. Its property of resistance 
to modification (immutability) makes 
it a prospective and highly disrup-
tive technology across a wide range 
of industries. Some of the significant 
advantages offered by blockchain 
include faster and more secure trans-
actions, transparency, cost effective-
ness (due to the absence of middlemen), 
traceability, automated actions using 
smart contracts, and cryptographically 
sealed protected data, providing secu-
rity and privacy. All these advantages 
come with their fair share of shortcom-
ings, the most important of which is 
scalability. Due to the limited size of 
the block, the rate of mining is slow. A 
bigger block size results in slower prop-
agation in the complex chain of blocks. 
Also, current blockchain technologies 
can handle a relatively low transaction 
rate, typically 7/s for Bitcoin and 15/s 
for Ethereum.

On an elementary level, blockchains 
can be broadly classified into three cate-
gories: public (namely, Bitcoin and Ethe-
reum), which are fully decentralized 

and available to all participants; pri-
vate (Hyperledger and R3 Corda), which 
are usually centralized and entities re -
quire permission from blockchain own-
ers; and hybrid, also called consortium 
blockchain (for example, Dragonchain 
and Hyperledger Quilt), which com-
bine the advantages of both the public 
(transparency and security) and private 
(privacy) blockchains.

Due to the increasing popularity of 
blockchain, much like platform as a 
service, software as a service, and infra-
structure as a service, the concept of 
blockchain as a service (BaaS) is becom-
ing popular. Here, BaaS enables both 
companies and consumers to develop, 
test, and deploy secure blockchain apps 
with the required functionality, such 
as bandwidth management, resource 
allocation, and hosting requisites. Cur-
rently, BaaS is provided by major compa-
nies, such as IBM, Microsoft, and  Oracle, 
and it is increasingly being accepted by 
various industries because it enables 
them to focus on their product/ service 
offerings without having to worry about 
underlying blockchain network proto-
cols and reference models. For a de  tailed 
overview of blockchain’s fundamen-
tal concepts, see, for example, Puthal  
et al.;27 for its possible impact on soci-
ety, see, in particular, Aste et al.28 and 
the references therein.

BLOCKCHAIN FOR VIDEO 
STREAMING
During the past few years, the world 
has seen a proliferation of smart-
phone users, which has dramatically 
changed the way we produce and 
consume digital content. People have 
taken on the role of content producer, 
from recording/live-streaming events 
such as concerts and film festivals 
to video blogs, for example, travel, 
tutorials, and product reviews, and 
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live-gaming video streaming. Limited 
by the shortcomings of traditional 
platforms, which fail to adequately 
reward content creators and viewers, 
we have seen, in recent years, the rise 
of platforms such as Medium, Bonzo 
Me, and Tsu, which reward content 
producers and, in some cases, viewers, 
leading to a win–win environment for 
all parties. One of the much-antici-
pated use cases for blockchain-based 
video-streaming platforms is, indeed, 
in the domain of live streaming and 
gaming/e-sports. Some of the major 
prospective advantages offered by 

blockchain-based video-streaming 
ap  plications include empowering cre-
ators and artists, blockchain-based 
content-deliver y networks (CDNs), 
privacy and piracy protection, and 
energy saving, as presented in detail 
in Figure 1.

To shed light on the current mar-
ket scenario, the state of technology 
adoption, and various challenges cur-
rently faced by the industry, we pres-
ent in Table 1 a brief comparative 
review of six of the biggest compa-
nies providi n g blockcha i n-based 
video-streaming solutions. We can 

obser ve that blockchain-based video 
streaming has already been intro-
duced in the marketplace. In addition 
to these six companies, Play2Live, 
the world’s f irst f ull-scale block-
chain-based decentralized streaming 
service with its own blockchain plat-
form, called Level Up Chain, needs to 
be mentioned. With a major focus on 
the e-sports domain, Play2Live pro-
vided additional ser vices, such as 
betting and gambling. Due to regula-
tory challenges, the company ceased 
operations at the end of 2018, and its 
fate at the time of writing this article 

FIGURE 1. The opportunities offered by blockchain technologies for video-streaming applications.

Empowering Creators
and Artists 

Privacy Piracy Green EnergyBlockchain-Based 
CDNs

• Content-ownership  
 rights are retained, and  
 providers are free to     
 determine the terms of  
 use, audience, pricing,  
 licensing, and so on. 
• Enormous third-party  
 fees (for example,   
 approximately 50% for  
 Twitch22 and 25% for  
 Uber23) are bypassed.
• Micropayments and   
 instant payments are  
 based on automated   
 smart contracts to   
 reduce delays.
• The transparent system  
 makes it impossible to  
 lie and cheat about   
 actual revenue,   
 resulting in a fair and  
 efficient process. 

• Energy consumption is  
 reduced by employing  
 P2P decentralized   
 networks, resulting in  
 tremendous power   
 savings given that   
 video distribution uses  
 80% of the Internet’s   
 consumer bandwidth.
• Videos stream at much  
 lower energy levels   
 than currently used by  
 service providers
 (for example, Flixxo25).
• Platforms can run on   
 underutilized or unused  
 data centers (in   
 particular, VideoCoin26).

• This is one of the   
 biggest challenges in  
 the field of media   
 streaming. 
• Illegal copying can be  
 tracked since content  
 will include ownership  
 data that can be   
 designed to be    
 tamper proof.

• Violations/illegal use of  
 personal data by big   
 corporations (such as  
 Facebook24) are   
 prevented. 
• QoE prediction models  
 and personalized   
 solutions, such as   
 recommendations, can  
 be provided while   
 preserving anonymity.
• Advertisements can be  
 targeted while making  
 sure that user privacy
 is not compromised.

• These utilize unused   
 storage space across  
 multiple locations by   
 employing decentralized  
 networks. 
• The last-mile problem  
 of content delivery is   
 alleviated.
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remains unknown. This indicates 
the need for international standards 
guided by technology and regula-
tions so that blockchain technology 
and its applications can grow fur-
ther and gain increasing acceptance  
worldwide. We present in Figure 2 
a summary of current standardiza-
tion activities.

CONCEPTUAL FRAMEWORK 
FOR BLOCKCHAIN-BASED 
VIDEO-STREAMING 
APPLICATIONS
Based on the previous discussion of 
the need for unifying various ongo-
ing works to achieve better, more 
efficient, and more interoperable sys-
tems, it is essential to design a general 

architecture describing multiple net-
work elements and modules and how 
they interact with new and existing 
systems. Toward this end, we present 
in Figure 3 a conceptual framework for 
blockchain-based video-streaming 
applications, considering the whole 
multimedia delivery chain, from con-
tent production and transmission to 

TABLE 1. Blockchain-based video-streaming companies.

Company
Blockchain 
platform

Digital  
currency

Primary  
application 
domain Key characteristics

Lino blockchain 
(third party)

Lino points Live streaming ● No commission
●  Engagement bonus for viewers (for watching, chatting, and gifting)
●  Content streamers/producers get 90.1% of the money and an 

additional content bonus.
●  The remaining 9.9% of the money rewards people for their 

contributions to the network on a daily basis.

Ethereum 
blockchain  
(third party)

Ether and 
Livepeer 
tokens (LPTs)

Video streaming 
and transcoding

●  Highly scalable, low-cost, decentralized CDN, point-to-point-based 
streaming application

●  Two major stakeholders are transcoders (different bitrates and/
or packaging formats) and delegators (token holders who staked 
their tokens to the transcoders).

●  Delegators can earn rewards/tokens for their work as a share 
of the money paid by the broadcaster and from newly mined 
LPTs.

Theta blockchain 
(proprietary)

Theta token Generic 
(e-sports, music, 
TV,  
and so on)

●  Two major components: open-source Theta network and platform 
and Theta tokens

●  Supports many different kinds of content streaming (for example, 
e-sports, music, and TV)

VideoCoin 
Network

VideoCoin Live streaming ●  Fuji, released in August 2019, is the first product based on the 
VideoCoin Network.

●  Enables live streaming and future releases to include support for 
on-demand video encoding, transcoding, and distribution

BitTorrent plus 
Ethereum

Flixx Video 
distribution

●  Combines P2P payments and P2P content distribution to make a 
social experience

●  Content creators can distribute their products straight to end users 
and get paid directly.

LBRY network LBRY credits 
(LBCs)

Content sharing ●  Available on all platforms (apps and web), it supports sharing 
videos, music, games, e-books, and so on.

●  Open source platform that uses LBCs for publishing, purchasing, 
and supporting content on the network.
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FIGURE 2. The standardization activities.

International Organization for Standardization (ISO) Technical Committee (TC) 307: Blockchain and DLT
• One of the first standardization groups, established in early 2017, ISO TC 307 is the largest and main TC for
 blockchain and DLT standardization and application, interoperability, and data exchange between users.
 It currently has 43 participating members and 13 observing members.
• The standardization group is divided into various working and study groups that are collaborating to develop
 11 ISO standards on various topics, such as terminology and concepts, reference architecture, and
 security risks and vulnerabilities, among others.

European Committee for Standardization (CEN)–European Committee for Electrotechnical Standardization (CENELEC) Focus
Group (FG) on Blockchain and DLTs

• The FG was established in January 2018 as a joint body between CEN and CENELEC, which are European
 standardization organizations.
• The FG’s main aim is to identify potential needs and requirements to be addressed by different work items in
 the ISO TC 307 standardization activities for successful implementation of blockchain and DLT technologies in Europe.
• A white paper has been published, providing 26 recommendations addressing specific European use cases,
 such government transformation, privacy and data protections, and financial and tax compliance.

World Wide Web Consortium (W3C)
• With its Blockchain Community Group, the W3C has started work on DLTs. It plans to study and evaluate
 new technologies and related use cases of blockchain and associated advances.
• The major goal of the group is to generate blockchain message format standards based on ISO 20022
 (a single regulation to be used by all financial standards initiatives) and generate guidelines for storage use,
 including torrent, public blockchain, private blockchain, side chain, and CDNs.
• The group has since published Web Ledger Protocol 1.0, which presents a format for decentralized ledgers on the Web.

International Telecommunication Union (ITU)–Telecommunication Standardization Sector (T) FG on Application of DLTs
• The ITU-T, one of the leading international standardization organizations, started a DLT FG, Application of DLT,
 in May 2017.
• The major objective is to develop a standardization road map for interoperable DLT-based services, taking into
 account various ongoing ITU activities, other standardization organizations, and various forums and groups.
• The FG concluded on 1 August 2019 with the submission of various  deliverables (DLT terms and definitions,
 an overview, concepts and an ecosystem, use cases, a reference architecture, and so forth) to its parent
 organization, the ITU.

IEEE Blockchain Initiative (BLK)
• Started in January 2018, the BLK, represented by the Societies of the IEEE, is the hub for all IEEE blockchain
 projects and activities, which are supported by various core subcommittees such as Pre/Standards, Education,
 Conferences, and Publications.

JPEG Blockchain Workshops
• Since October 2018, JPEG has held a series of workshops on media blockchain to identify and define various use
  cases and requirements to drive the standardization process to ensure the operability of protected images.
• A white paper, “Toward a Standardized Framework for Media Blockchain and DLTs,” has been recently published,
 aiming to explore various opportunities in media blockchain and DLTs.

consumption. We follow an on-the-top 
modular approach based on the con-
cept of BaaS, which offers the advan-
tage that, depending on the stream-
ing requirements, the BA can be run 
with newly designed networks, by 

integration into existing applications, 
or both.

Due to the low-cost, open, and high- 
scalability advantages offered by dis-
tributed, decentralized applications, there 
is already an effort toward the design  

of a decentralized web. For example, 
in the case of CDNs, some existing cen-
tralized solutions, such as Cloudflare, 
have started offering a decentralized 
content gateway via the InterPlanetary 
File System (IPFS), which can be used 
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by blockchain-based applications for 
decentralized file storage and access. 
Also, tools such as Hyperledger Quilt 
offer interoperability between ledger 
systems for payments and transfer 
value across distributed and undistrib-
uted ledgers.

However, there is still a lack of tech-
nological capabilities for supporting 
video streaming in a fully decentral-
ized manner. Hence, the proposed con-
ceptual framework is designed to offer 
a modular, highly scalable design, where 
the application developer has the flex-
ibility to decide on the exact type of 
solution (centralized, decentralized, 
or distributed) to be used at each stage 
of multimedia delivery, depending 
on the requirements. We discuss next 
the three major roles one can select at 
the different stages of the multimedia 
delivery chain, as shown in Figure 3.

1. The broadcaster is an over-the-top 
service provider or a user who 
wants to deliver a video through 
the network to viewers. To encode 
and/or transcode a video along 
with encryption and packaging, 
the broadcaster can use existing 
centralized solutions (for exam-
ple, cloud-encoding solutions, 
such as Amazon Web Services) or 
decentralized transcoding solu-
tions, where various entities act 
as transcoding nodes to perform 
these tasks in return for payment 
through digital currency (namely, 
Bitcoin, Ether, and so on).

2. The CDN can be centralized (for 
example, Akamai), decentral-
ized (such as VideoCoin and 
Theta Token), or a combination 
of both, as required.

3. The broadcaster can choose to 
use a distributed/decentral-
ized network of relay nodes 

to assist with distribution of 
a video. Such relay nodes can 
help reduce network latency as 
well as provide high scalability. 
Music-streaming applications, 
such as Spotify, use both the 
P2P network and centralized 
client–server architecture 
to deliver the fastest possi-
ble service to end users. Like 
transcoding nodes, relay nodes 
are paid for the tasks they per-
form, using digital currencies. 
Finally, videos are delivered to 
end users, who pay the broad-
caster for the service.

The proposed architecture contains 
four additional modules: the BA, QoE 
server, QoS server, and database. The 
BA is the core module implementing 
the blockchain framework. Depend-
ing on the application requirements, it 
can be a permissioned blockchain (for 
example, Hyperledger), permissionless 
(Ethereum), or hybrid. Depending on 
the stage of the multimedia delivery 
and type of underlying network (cen-
tralized/decentralized), the BA will 
consist of one or more of the following 
different functional groups (as shown 
in Figure 3):

1. membership, for example, 
participating nodes and their 
identifications, roles, rights, 
and permissions (such as 
Hyperledger Composer on top 
of Hyperledger Fabric)

2. a ledger that contains metadata, 
such as timestamps; video con-
tent-related information (such as 
recording and publishing rights 
and ownership information); and 
smart contract payment infor-
mation (in particular, chaincode 
in Hyperledger and Ethereum)

3. consensus algorithms, for 
example,  proof of work and 
proof of stake

4. smart contracts, which can be 
automatically executed at the 
end of an event/completion 
of a transaction (for example, 
in the proposed framework, 
automated payments such 
as from the broadcaster to 
the transcoding and/or relay 
nodes and from the end user to 
the broadcaster for using the 
service, can be automatically 
triggered using prenegoti-
ated terms programmed into a 
smart contract)

5. application programming 
interfaces (APIs) to enable the 
BA to connect to and interact 
with different network ele-
ments, such as representational 
state transfer APIs

6. data analytics, which can pro-
vide overall insight into the 
functioning of various compo-
nents, such as QoE values, the 
number of successful trans-
actions, the number of nodes, 
and so forth, supplemented by 
various visualization and anal-
ysis tools

7. a communication submodule 
to implement the connection 
protocols that are used and 
the message type, for exam-
ple, based on the Transmission 
Control Protocol/User Data-
gram Protocol, as in standard 
web applications, or an IPFS-
based decentralized protocol 
for distributed storage commu-
nication among various nodes

8. the events submodule to 
detect different interactions, 
such as video transmission, 
displays, user interactions, 
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and other events occurring 
during streaming; event lis-
teners and message buses can 
be used to accomplish  
the same.

QoS and QoE servers play an import-
ant role in the measurement and mon-
itoring of various network and user 
experience parameters to make sure 
that smart contract terms based on var-
ious service-level agreements (SLAs) 
and/or experience-level agreements 
(ELAs) are adhered to by participating 
entities. The database stores all infor-
mation required by the network. It can 
be a centralized, horizontally scalable 
(MongoDB) database; a vertically scal-
able (Structured Query Language) one; 
or a decentralized data-storage appli-
cation, such as Filecoin or Swarm.

TECHNICAL CHALLENGES 
AND OPEN ISSUES

1. Design of a scalable block-
chain-based video-streaming 
platform: Video streaming, 
in general, consists of a large 
number of sessions, which 
result in multiple transactions 
during a single stream. This 
may lead to a remarkably high 
number of transactions, which 
can produce long delays and/or 
high computational complex-
ity. Therefore, a development 
platform is critically required 
to implement innovative strat-
egies in a custom blockchain 
platform/model for video 
streaming to overcome the 
existing challenges of longer 
transaction times and limited 
computing power. Current 
efforts in this direction, for 
instance, from Play2Live, which 
used the Graphene platform 

(third-generation software 
with cryptographic abilities 
capable of performing 50,000 
transactions per second), can be 
further explored.

2. Payments and revenue-sharing 
model: An exciting and much-
needed research challenge is 
the design of revenue models 
that are fair and maximize 
the benefits for all involved 
stakeholders, in particular, 
content producers, publish-
ers, aggregators, technology 
providers, advertisers, and 
legal-service providers. At 
present, artist contracts and 
payments are severely limited 
due to the presence of such 
intermediaries. Blockchain 
with a smart contract can 
help design an automated 
payment system, which ulti-
mately enables artists and 
creators to get their rightful 
shares and retain ownership 
of their content. Along with 
the revenue model, the design 
of proper SLAs and ELAs 
is required to assign tasks 
and responsibilities to each 
stakeholder.

3. Protection of content owners’ 
rights: A thorough investiga-
tion is required to develop spe-
cific provisions and features 
to help track ownership and 
prevent illegal copying and 
distribution of content. Appli-
cation-specific smart contracts 
incorporating licensing and 
ownership-related features  
will need to be developed. 
These could help address  
DRM issues, which remain an 
enormous challenge for the 
media industry.

4. Lack of standards and regula-
tion: Currently, one of the most 
significant disadvantages 
of blockchain technology is 
uncertainty about the legal 
status of its applications, such 
as cryptocurrency, betting, and 
gambling. For the technology 
to mature and be accepted by 
different public and private 
entities, we need an inter-
national blockchain-based 
video-streaming standard-
ization group, including 
both technical and legal 
experts representing indus-
try, academia, and regulators. 
There is a need to develop 
video-streaming-related smart 
contract standards similar 
to the Ethereum Request for 
Comments-20 Ethereum Smart 
Contract. Other standards 
to maintain interoperability 
between legacy and newly 
developed blockchain-based 
video-streaming platforms, 
such as the Interledger Proto-
col, also need to be developed.

5. Integration and interoperability: 
To make sure of interoperabil-
ity with legacy systems, more 
research toward development 
of standard protocols and 
terminology is required. Also, 
new network technologies, 
such as fog computing, MEC, 
software-defined networking, 
and network functions virtual-
ization, are being introduced. 
Therefore, the designed solu-
tion should also be interop-
erable with newly developed 
technologies and protocols. 
Also, with the rise of multi-
ple decentralized streaming 
companies, there is a need for 
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standardization across various 
ledgers and tokens to ensure 
interoperability with differ-
ent currencies/tokens on the 
blockchain.

6. Big data analytics for machine 
learning (ML)/artificial intel-
ligence (AI): Data and infor-
mation stored by the BA can 
be used for data analytics. 
Blockchain technology with 
inherent data security features 
can provide additional func-
tionality for automated tasks, 
such as generating reports 
based on different ML and AI 
algorithms. Computation can 
be performed more efficiently 
due to the availability of the 

joint power of the partici-
pating nodes. More efforts 
in this direction can help 
us understand and improve 
network efficiency and user 
satisfaction.

7. QoE measurement, modeling, 
and control: QoE remains an 
integral part of today’s vid-
eo-streaming applications. 
Since a blockchain-based 
video-streaming platform is 
different from a traditional 
centralized video-streaming 
platform as presently used, 
the applicability and effi-
ciency of currently devel-
oped models for these newer 
applications remain open 

questions. Therefore, it is 
necessary to identify various 
influencing factors, such as 
QoE monitoring and control 
models, among others, that 
are designed for such applica-
tions. Furthermore, identify-
ing such factors is required for 
successfully enforcing SLAs 
and ELAs between various 
stakeholders.

In this article, we discussed block-
chain technology and its poten-
tial role in and advantages for vid-

eo-streaming applications. We also 
investigated various applications that 
are already implemented in block-
chain video streaming and pointed 
out that there exists a significant 
gap between industry and academia. 
Standardization will be an important 
enabler of the adoption of blockchain 
for media streaming. To address this 
aspect, we presented a discussion of 
relevant activities in various stan-
dardization groups. We also discussed 
a conceptual framework, highlight-
ing the possible network architecture 
and interaction between various ele-
ments. Based on our work, we identi-
fied key technical challenges and open 
research questions, which will help 
bring the technology to the market-
place successfully. 
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Blockchain as a distributed ledger technology can be very 

effective in providing access control and big data management 

in health-care systems. Because implementing or migrating to a 

pure blockchain solution is an extremely challenging task, several 

design and implementation dynamics should be considered. 

Blockchain has become a popular buzzword in 
recent years, giving the impression that it is a 
“silver bullet” to several (if not all) security prob-
lems. There is no denying that it does make sys-

tems more transparent, traceable, and secure; however, 
it is in no way a one-solution-fits-all technology. One can 
easily find several research works focused on using block-
chain in different applications, ranging from industrial 
automation to vehicular networks and from the Inter-
net of Things (IoT) to financial markets. From a practical 

perspective, these are easier said than done. In this arti-
cle, we focus on the health-care industry and explore how 
it can benefit from distributed ledger technology (DLT) 
in general, and blockchain specifically, for process auto-
mation, digital/electronic medical record (EMR) manage-
ment (including big data), access control, and smart con-
tracts (SCs). Several works in literature have focused on 
these topics;1,2 however, most of them solve very specific 
challenges while ignoring the related bigger picture. 

DON’T THINK CRYPTOCURRENCY
Blockchain has gained significant attention in the past 
few years primarily due to the skyrocketing prices of 
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Bitcoin. Since then, dozens of crypto-
currencies have sprung up around the 
globe. Perhaps the biggest miscon-
ception about blockchain is that it is 
for cryptocurrencies only. Blockchain 
is primarily a DLT but has mostly 
been specialized for financial trans-
actions. However, generic DLT mainly 
focuses on providing a set of protocols 
and processes for the distribution of 
records among multiple nodes in a col-
laborating system.3 The system may 
belong to a single enterprise, or mul-
tiple enterprises may connect to a sin-
gle, yet shared, DL. Thus, blockchain 
inherits the benefits of DLTs and adds 
a few more to the list, such as 1) secu-
rity through SCs, which are predefined 
agreements among parties to conduct 
business, 2) transparency and account-
ability through immutable records 
stored at distributed locations, and 3) 
efficiency and cost reduction due to the 
automation of processes. 

Blockchains for cryptocurrencies 
revolve around the concept of tokens 
that are exchanged among participat-
ing users. However, the benefits offered 
are not limited to tokens. Consider the 
token as a data element that is gener-
ated and traded while leaving an audit 
trail behind; then, any digital asset 
(or piece of information) transferred 
among participants while requiring 
an audit trail can potentially bene-
fit from blockchain. Besides, access 
control for such digital assets can be 
efficiently implemented through SCs 
while the data itself can be stored 
in the DL system, increasing its reli-
ability and authenticity. Based on 
these arguments, the use of blockchain 
beyond cryptocurrencies is not only 
feasible but also very practical. 

Business blockchain (BBC), a vari-
ant of traditional blockchain, aims 
at using the protocols of blockchain 

within a business process, such as the 
collection of authenticated and veri-
fied data from assembly line sensors, 
the casting and auditing of votes in 
an e-government solution, or asset 
tracking.4,5 Another method used 
for the classification of blockchain is 
based on the openness of the system, 
that is, public, consortium/federated, 
or private blockchains. Public block-
chains are open to all, while consortium 
blockchains are limited to a group of 
organizations and private to a spe-
cific organization. Public blockchains 
have publicly open access, and anyone 
can become a miner, peer, or trader. 
Contrarily, consortium/private block-
chains usually have permissioned 
access, where users are first registered 
and authenticated. BBC is usually con-
sortium/private with permissioned 
access, where a peer is responsible for 
verification consensus formation.6

Hyperledger7 is a Linux foundation 
solution that can be used as a base plat-
form for implementing BBCs; hence, 
most of the debate in this article in -
volves its use and the f lexibility it 
offers. It implements five frameworks 
intended for different types of envi-
ronments and consensus mechanisms. 
Hyperledger Fabric is a major imple-
mentation that enables flexible con-
sensus algorithm implementation, SC  
integration, and IoT support. It is im -
portant to note that Hyperledger Fab-
ric is only a platform and does not 
provide a complete business solution 
for blockchain in any specific scenario. 

HEALTH-CARE 
BLOCKCHAINS
The digitization and integration of the 
IoT in e-health-care systems (eHSs) 
has made it one of the fastest-grow-
ing domains, thus evolving to smart 
health care.8 Statistics show that 

global health-care spending will con-
tinue to rise in 2020 and beyond, with 
a significant emphasis on digital trans-
formation.9,10 Medical service provid-
ers will increase the use of innovative 
solutions such as cloud computing, 5G, 
big data analytics, blockchain, artifi-
cial intelligence, and so forth to reduce 
costs and improve the quality of care.

Integrating blockchain with eHSs 
can have several benefits, including 
the security of EMRs, access control 
for different types of users, the auto-
mated execution of services, remote 
data collection and logging, the uni-
fication or standardization of infor-
mation, redundancy and fault toler-
ance, the enforcement of health-care 
regulations, logistics, and so on.11–13 
However, realizing such a blockchain 
is extremely challenging. To begin 
with, a modern eHS is a combination 
of many different technologies at the 
device level as well as at the opera-
tional and management system lev-
els. Hence, the blockchain solution 
should not only cater to the needs of 
small-scale sensor devices but also 
accommodate the devices that gener-
ate heavy images [computed tomog-
raphy (CT) scans]. At the same time, 
these data have to be shared across 
departments and with third-party ser-
vice providers, such as insurance com-
panies. To further complicate things, 
interoperability among different ser-
vice providers may not be possible at 
all due to completely different auto-
mation solutions.

To be more specific, some of the major 
challenges can be listed as follows:

1. Existing centralized eHSs store 
data in relational databases 
(DBs), whereas blockchain uses 
a file DB, and DB schema may 
not have a one-to-one mapping.
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2. Due to restrictions on transac-
tion size in a block, it is impos-
sible to store complete medical 
imagery as part of the chain.

3. Due to real-time transactions  
at a mass scale, it is challeng-
ing to migrate all the medical 
histories of patients to a block-
chain ledger.

4. In an eHS, it possible that some 
medical documents are paper 
based; hence, the only way to 
digitize them is to store them  
as images, which is a nonre-
al-time process.

5. Access to patient data has to be 
tightly regulated for different 
types of internal and external 
users.14

6. An eHS may allow for the inte-
gration of third-party IoT 
devices (smartwatches 
and health sensors) to be a 
part of the system, which 
makes verification and 
validation difficult.

7. Interaction with other 
non-blockchain subsys-
tems of the e-health-care 
ecosystem, including reg-
ulatory bodies, may prove 
challenging.

This is a nonexhaustive list of 
major challenges that arise when 
designing a complex blockchain 
solution for eHSs. In the following 
sections, we elaborate on every 
aspect of designing such a sys-
tem and debate on the technical 
aspects of different solutions. It is 
important to note that the objec-
tive of this article is not to propose 
a complete solution but to enable 
the reader to understand what the 
challenges are and what the bene-
fits of different possible solutions 

can be, although we are inclined toward 
specific design choices.

A generic BBC process is depicted in 
Figure 1. Users generate trades (trans-
actions) containing digital assets that 
need to be shared with other users or 
devices. A membership service pro-
vider comprises an administrator and 
certificate authority (CA) responsible 
for providing keys, signatures, cer-
tificates, and configuration informa-
tion. Peers are specialized nodes with 
resources to execute consensus algo-
rithms and maintain the DL. An order-
ing service is responsible for group-
ing all the endorsed/approved trades 
into a newly generated block. An SC 
or chaincode is deployed on the peer 
nodes for verifying transaction agree-
ments among different users.

ELECTRONIC HEALTH 
RECORD PRIVACY AND 
REGULATIONS
The primary reason to integrate block-
chain into any system is the enhance-
ment of security. It is important to 
understand that blockchain only adds 
validation and immutability to the 
asset-exchange process and stored 
data, respectively. However, these addi-
tions have a significant and profound 
impact on the overall security archi-
tecture. The validation is done through 
SCs and a consensus protocol that 
ensure no illegal exchange happens, 
while immutability is achieved by 
hash connectivity in the chain, ensur-
ing that nothing is changed after-
ward. Blockchain does not introduce 
any new encryption algorithm, signa-

ture mechanism, hash function, 
and so forth; hence, the efficient 
use of existing or development 
of new algorithms in this regard 
is extremely important.15 In an 
e-health-care use case, several 
security and privacy primitives 
need to be reconsidered. For 
example, some blockchain sys-
tems (with public miners) allow 
the miners to read transaction 
payload for validation and SC 
execution. In e-health care, this 
payload ca n be a n elect ron ic 
health record (EHR), which must 
not be shared (even in encrypted 
format). In a private blockchain, 
the compromised (or colluding) 
miner/peer cannot be ruled out; 
accordingly, the privacy of EHRs 
may be compromised. Similarly, 
if the digital signatures used for 
validation can be linked to spe-
cific patients or their physicians, 
this may also contribute to a 
breach of privacy and health-
care regulations.

FIGURE 1. A BBC operational framework. SDK: soft-
ware development kit. 
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Based on this, two things must be 
considered before designing a block-
chain-based eHS.

1. Understanding regulations: 
The Health Insurance Porta-
bility and Accountability Act 
(HIPAA)16 and the General Data 
Protection Regulation (GDPR)17 
must be followed, and miscon-
ceptions about both must be 
removed. For example, many 
researchers equate GDPR with 
the right to forget; however, the 
regulation clearly states that for 
medical practitioners this is not 
an absolute right. Hence, data 
privacy as specified by HIPAA/
GDPR must be enshrined in the 
system, for both internal and 
external elements.

2. Identifying the blockchain use 
case: In light of privacy and 
regulations, it is imperative that 
the use of blockchain within 
the health-care system must be 
identified. For example, consent 
management is a cornerstone of 
health-care regulations; block-
chain can be efficiently used for 
it. Similarly, access control to 
EHR, drug control, prescription 
administration, patient moni-
toring, insurance, accounting, 
and so on, where immutability 
and accountability are neces-
sary, can significantly benefit 
from blockchain.

Blockchain cannot be considered 
a blanket solution for all health-care 
subsystems. The enforcement of reg-
ulations such as GDPR and HIPAA 
will be best done through SCs. As a 
result, mechanisms are needed to 
guarantee that SCs are written in 
such a way as to ensure that privacy 

regulations are met with respect to 
health care.

MIGRATION ISSUES
Designing and implementing any new 
system for a large- or medium-scale 
organization always require crossover 
time with the old system. Slowly, the 
old system is phased out while data and 
operations are migrated to the new sys-
tem. Most of the research in blockchain 
focuses on algorithmic technicalities 
and disregards the fact that the initial-
ization time for a blockchain system, 
especially for health-care organizations, 
may render the new solution infeasible. 
In the following sections, we approach 
this challenge from two aspects.

Infrastructure and 
architecture changes
Traditional eHSs are usually central-
ized, as shown in Figure 2. The central 
application, its associated DB, and per-
haps the CA are all hosted on a single 
server. The server may be in the cloud, 
but from an implementation perspec-
tive, it is still a centralized system. It 
is also possible that a large-scale eHS 
provider has diversified locations 
and thus has many centralized sys-
tems that collaborate at different lev-
els. This creates an entirely different 
architecture, as the DBs may be dis-
tributed while the web-based applica-
tion may be centralized.

Compared to this, the blockchain 
system is entirely decentralized. Fur-
thermore, this decentralization is not 
similar to those of decentralized DBs  
or distributed systems. As shown in 
Figure 2, the collection of peer nodes 
forms a special peer network, which 
performs consensus formation, while 
a specialized ordering service (a collec-
tion of orderer nodes) is responsible for 
block formation and its dissemination 

back to the peer network. Shifting from 
a centralized to a distributed block-
chain requires significant changes in 
the infrastructure. This challenge has 
to be taken into account when design-
ing solutions. 

It is important to note that neither 
users nor devices can initiate trades 
without an application interface. Many 
systems employ thin clients on the 
user side, which means that there has 
to be an application server as part of 
the blockchain network. Most research 
works trivialize this aspect, and users 
are assumed to be sending the trades 
directly to the peer. However, in reality, 
it may be the application server that does 
it. For thick clients, this assumption 
may be completely safe, but user devices 
would still interact with a system entity 
that manages access control. Figure 2 
shows what a combined system would 
look like. It can be intuitively observed 
that the application server can create 
a single point of failure; as a result, it is 
important to remember that just using 
blockchain does not make a system 
tamper-proof. This leads to several new 
challenges for the securing and inter-
facing of blockchain with other systems, 
where secure and standardized applica-
tion programming interfaces for system 
interaction should be developed. 

Data synchronization 
and migration
One of the least researched areas of block-
chain implementation is the migration 
of existing records and DBs to the new 
system. Perhaps the simplest reason for 
this is that the migration of records in 
their current form is not possible. First, 
the ledger is unable to accept the previous 
record with old timestamps. Every new 
transaction must have a current time-
stamp. Second, the blockchain ledger 
is immutable, which means that any 
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timestamp change after block creation 
is impossible. Hence, any adjustment 
or updating has to be done before the 
migration starts. This is a nontrivial 
task and may change from one eHS to 
the other. Third, the traditional cen-
tralized system may have thousands 
of records for hundreds of patients. To 
bootstrap the blockchain system with 
all that data at initialization time can 
be a very long process. All the while, the 
same system might be in use and creat-
ing (or possibly changing) the existing 
data. This creates a circular  migration 
issue, which must be addressed at 

design time. Moreover, efficient migra-
tion algorithms and synchronization 
techniques are needed for this purpose.

One possible solution is to migrate 
the data not at the initialization phase 
but only on an as-needed basis. As 
shown in Figure 2, a data migrator mod-
ule can be used for formatting the rela-
tional DB records into ledger-acceptable 
trades, only when needed. For example, 
a patient who has been visiting an eHS 
has multiple records in the traditional 
system. After the blockchain migration, 
when the same patient visits the facil-
ity, only then are the necessary records 

synchronized. All of the new records are 
made in the blockchain system, while 
the relational DB is only used as an old 
repository. This will ensure that the cir-
cular record updating is avoided and 
initial bootstrap time is negligible. Effi-
cient designs for such data-migration 
interfaces and algorithms will be the 
key to successful migration.

UNIFIED OR MULTIPLE 
BLOCKCHAINS
Blockchain solutions must be applica-
tion specific. In an e-health-care sce-
nario, there can be multiple service 

FIGURE 2. A blockchain-based integration framework. RDBMS: relational DB management system.
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providers each with their own inde-
pendent systems. Cooperation among 
these systems can be enabled if there is 
an operational-level agreement. How-
ever, transferring the EMRs of a sin-
gle patient to one another or unifying 
them in a single DB is often challeng-
ing. In a blockchain-based solution, 
this challenge is increased multifold.

First of all, if one service provider 
migrates to a blockchain solution, then 
its operational cooperation with a tradi-
tional centralized service provider will 
immediately stop, as there is no default 
interfacing between blockchain and 
non-blockchain systems. The magnitude 
of this problem can be understood by the 
fact that a service provider has to migrate 
all of its hospitals to the blockchain sys-
tem simultaneously or risk noncoop-
eration among its own service points. 
Second, if all the cooperating service pro-
viders migrate to blockchain solutions, 
they may still face unification issues. 
Figure 3 shows three types of solutions 
in this regard. In the first unified block-
chain solution, all of the e-health-care 
service providers connect to a single 
blockchain, which is maintained by 
either a consortium or by the govern-
ment. Additionally, all eHSs maintain 
their independent local servers and only 
send trades that involve multiple eHSs. 
This can be viewed as a hybrid solution, 
which may allow some eHSs to operate a 
traditional system using an interface for 
a blockchain backbone. 

The other systems shown in Figure  3 
form a multiple-blockchain solution, 
where each service provider has an 
independent blockchain, which is 
then connected to other blockchains 
for interoperability. Here, either the 
eHS can make its whole peer network 
a part of the unified chain or restrict 
some of the peers to be part of the 
global chain while the others remain 

local to the chain. This is a more com-
plex solution but also allows for indi-
vidual eHSs to have their own inde-
pendent blockchain. Here, the solution 
for a traditional system to migrate to 
blockchain interfacing is an important 
design issue. In any of the aforemen-
tioned solutions, the challenges high-
lighted in the following sections must 
be addressed.

Interoperability
This enables one eHS to exchange 
data with another eHS without inter-
preting the data. It leads to increased 
patient engagement and easier access, 
boosts efficiency, and, to some extent, 
enables regulatory compliance. From 
an engineering perspective, interop-
erability can be classified in one of 
two ways.  

Structural interoperability. This allows 
for the exchange of data, and neither 
of the systems needs to change the for-
mat of the data, which are stored and 
used without any interpretation. 

Semantic interoperability. This allows 
for the data to be understood by the 
systems without any modification. This 
means that not only is the  structure 
of data the same but the data’s mean-
ing is also the same (for example, 
temperature stored as an integer but 
understood in Celsius or  Fahrenheit). 
It is also important to note that EHR 
interoperability standards such as Fast 
Healthcare Interoperability Resources 
(FHIR)18 are mainly implemented at 
the application level. The storage of 
EHR is usually different due to stor-
age and query-optimization issues; 
however, efforts can be made to store 
EHRs in their native FHIR format as 
part of the trades, which may lead to 
improved interoperability. 

Trade structure
Although BBCs allow unstructured 
data, their block and trade structures 
are fixed. For example, Hyperledg-
er-based blockchain has a block header, 
transaction payload, and metadata as 
part of the block. Each component has 
several parameters that represent the 
unique information of a trade. This for-
mat may not be compatible with other 
protocols (for example, Ethereum). To 
ensure cooperation, all eHSs must be 
able to follow the same trade format, 
which is difficult. A solution to this can 
be in type-length-value (TLV) fields, 
where each part of a block is represented 
by a TLV. Moreover, if all of the partici-
pating systems agree on the minimum 
required TLVs in a block, then their 
order or extra TLVs will not matter. This 
can be an interesting research direc-
tion, as the TLV use can also enable an 
FHIR native format for EHR exchange 
among different partners.

Storage of ledgers
Once the block is formed after consen-
sus, the ordering service sends it to all 
of the peers, who add it to their ledgers 
and update the world state. This is the 
final commit process of BBC.19

The sharing of a block with all the 
peers is an interesting issue, especially 
if a multiple-blockchain solution is 
being used. Assume that two eHSs are 
involved in a trade, which is going to 
be part of block B1. In a unified block-
chain, B1, after consensus formation, 
has to be sent to all of the peers. The 
number of trades generated by each 
eHS can be very large; hence, the mem-
ory requirements of the ledger could 
be astronomically high. Efficient stor-
age solutions become an interesting 
research area for this problem. On 
the other hand, if a multiple-block-
chain solution is adopted, then the 
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participating eHS may choose to store 
B1 in its own peers only. This limits the 
replication of the block but may create 
access issues if the same patient visits 

a third eHS that requires the informa-
tion to be stored in B1. Figure 4 shows 
the memory required by Hyperledger 
Fabric at every peer. This requires an 

efficient trade/block discovery mech-
anism across different cooperating 
blockchains in addition to the strict 
access control mechanism.

FIGURE 3. Interoperability solutions for cooperative eHSs. 
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CONSENSUS FORMATION
The fundamental questions in block-
chain for noncryptocurrency applica-
tions are related to trade verification 
and consensus formation, and perhaps 
this is the most misguided research 
area. In a noncryptosystem such as 
health care, the exchange of digital 
assets is the trade. Hence, any consen-
sus has to be formed to enable the valid 
exchange of data elements.

What to verify?
In an eHS, several IoT devices generate 
data related to patients, which need 
to be stored and accessed by different 
service providers (such as doctors and 
nurses) as well as by third-party ser-
vices (insurance agencies). Similarly, a 
medical test report or a prescription 
written by a physician is also consid-
ered a digital asset. As soon as such 
a digital asset is created, it has to 
verify its validity, authenticity, and 
access level. Here again, trade structure 
becomes an open research challenge.

Similarly, there can be many other 
events that require tracking, for exam-
ple, administering a drug, which must 
be recorded as a trade. Requesting 
patients’ old EMRs is also a trackable 
event. Although this does not gener-
ate a digital asset, it is based on proper 
access control. Hence, a query trade 
must be done for this purpose.

The challenge is to identify the var-
ious types of trades that may occur in 
a blockchain for modern automated 
eHSs. In addition, the trade structure 
must be flexible enough for storing 
such dynamic information.

How to verify?
The process of verification begins with 
the SC and ends with block creation. SCs 
are predefined agreements between 
any two parties willing to participate 
in a trade, and they dictate the terms 
of the exchange.

In the given scenario, the simplest 
SC will exist between a temperature 
sensor (as an IoT device) and a patient 

monitoring system (as a sof t ware 
entity). In a more complex scenario, a 
patient can create an SC to grant the 
physician (or group of physicians) 
access to his or her EMRs. Similarly, 
a separate SC should be created with 
different access privileges for other 
medical staff. For example, a nurse 
may have the right to read only part 
of an EMR and the prescription in -
formation, while the physician can 
update all of the records. The chal-
lenge here is to enable the system to 
efficiently generate a diverse range 
of SCs. Many of these can be gener-
ated using predef ined templates; 
however, creating or changing must 
ensure Byzantine fault tolerance (BFT), 
which means that 51% of the peers 
must agree to it. Scalability and ease 
of creation are the key points in this 
research challenge.

The next step is that of consen-
sus formation, which results in block 
formation. Ideally, it should have 
two parts; however, to improve the 
transaction rate, measured in trans-
actions per second (TPS), some sys-
tems perform only one. The first part 
is to verify the validity of each trade, 
which means that the trade should 
satisfy the associated SC, must have 
valid signatures of all parties, and 
must be endorsed by the peers. In 
the second part, the candidate block 
must be verified for valid signatures 
and endorsed by the peers. As per-
forming both parts is time consum-
ing, the challenge is to have con-
sensus-forming protocols that are 
highly efficient and do not compro-
mise on the two-part process.

It is also interesting to note that 
Hyperledger Fabric only performs trade 
verification and does not require 51% 
of peers to vote. The participating peers 
can be as few as two. This significantly 

FIGURE 4. The increase in ledger memory requirements. 
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improves the TPS but also compromises 
BFT. However, Hyperledger Fabric also 
allows for plugable consensus proto-
cols, which makes it a flexible plat-
form. This opens the research direc-
tion of replaceable or dynamically 
changeable algorithms, where peers 
can decide which algorithms fit best 
for consensus for the specific types 
of trades or blocks. Hence, in multi-
ple-blockchain solutions, different 
blockchains participating in a trade 
must either follow the same consen-
sus-formation protocol (which is too 
restrictive) or dynamically select one 
(which should be interoperable). The 
consensus algorithm itself should 
be highly scalable to work at a multi-
ple-chain level. Similarly, SCs should 
be acceptable across different block-
chain platforms, which is a highly 
complex research challenge.

USERS AND ACCESS 
CONTROL
In a public blockchain, especially for 
cryptocurrencies, all of the users are 
created equal. They can generate trans-
actions or become peers for consensus 
formation. However, this is not the case 
in health-care systems, where strict 
access control is required. It is important 
to understand the difference between 
access to the overall system and access 
to the blockchain. In the former, the user 
may just be locally logged in through 
verification of a local CA or access con-
trol list (ACL), but in the latter, the user 
can generate trades or query the ledger. 
The specific challenges in this area are 
addressed in the next sections.

User diversity
An e-health-care blockchain is a spe-
cialized scenario where user-type diver-
sity is very high. This variation in type 
is due to access privileges.20 A patient 

has full access to all of his or her trades 
(that is, medical history), while the 
guardian of a minor may have limited 
access. This may change over time, 
and the system has to adapt. Similar-
 ly, one physician may have complete 
access to update, while a consulting 
physician may only have read access 
and the pharmacy may only be able to 
view prescription trades for a patient.

A blockchain solution, by default, 
does not address user diversification; 
hence, it has to be tightly coupled 
with the ACL of the overall system. 
This tight coupling is an open research 
area. Moreover, this coupling should be 
highly scalable, especially in a unified 
blockchain environment.

Access control and 
channel management
The coupling described previously 
is a complicated solution because it 
requires every trade to first be cross-
checked by the ACL, which defeats the 
purpose of using blockchain. A better 
solution is to rely on SCs and chan-
nels. The concept of channels initially 
comes from Hyperledger Fabric, where 
each user/device is assigned a logi-
cal path for connecting to a peer. The 
solution to access control can then be 
implemented using these paths (chan-
nels). The channel should be bound 
to the patient and may have different 
versions. Whenever the patient wants 

to change the access rights, a new ver-
sion is created. The channel informa-
tion is stored as part of the blockchain 
network, and as a result, it does not 
rely on the ACL. Furthermore, the SCs 
and channels have different respon-
sibilities and should be utilized effi-
ciently. This is still an open research 
challenge, however, and the solution 
has to be managed within the block-
chain network.

BIG DATA
In a blockchain, the storage of infor-
mation or digital asset exchange is 
done through transactions, where all 
the relevant data (images and so forth) 
should be a part of the transaction. The 

transactions (in the form of blocks) are 
stored in a file-based ledger, which 
cannot store large images. The typical 
size of a single block in any blockchain 
system is limited to a few megabytes, 
as they directly impact the perfor-
mance of the system.

An eHS is heavily dependent on 
medical imagery (X-rays, CT scans, and 
so on), as discussed previously. This 
reason alone may make a blockchain 
implementation impractical in eHSs. 
The solution can be found in off-chain 
storage, but this requires several modi-
fications in the way trades are done and 
data are stored. First, the off-chain stor-
age should not allow any access other 

SCs ARE PREDEFINED AGREEMENTS 
BETWEEN ANY TWO PARTIES WILLING 

TO PARTICIPATE IN A TRADE, AND THEY 
DICTATE THE TERMS OF THE EXCHANGE.
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than what is authorized by the peer 
or the ordering service. Because the 
objective of a DL is to have replicated, 
immutable copies of data, off-chain 
storage must ensure immutability, dis-
tributed nature, and access by verified 
users only. Accordingly, this demands 
protocol changes for query trades. Sec-
ond, to add data to the off-chain storage 
and relate the data to a specific trade, 
the trade must contain a pointer to its 
storage location. This pointer can be 

to a hash value or some other efficient 
mechanism within the storage. Third, 
the security of off-chain storage should 
be assured. Just as a CA is assumed to 
be secure and trusted, practical guar-
antees for storage should be ensured.

All of these requirements become 
design-level challenges for blockchain 
implementations in e-health care (and 
big data) scenarios. An interesting 
idea is to consider blockchain as a 
shell around existing and traditional 

DB structures. This will essentially 
enable the use of storage and query 
efficiency of DB systems while secur-
ing them within the working principle 
of a blockchain system.

COMPLETING THE 
ECOSYSTEM
Finally, EHR management is not the 
only process in a health-care facil-
ity. Many other departments such as 
accounting, human resources, phar-
maceutical logistics, emergency ser-
vices, and so forth are integrated into 
the ecosystem. As previously described, 
migrating one of these processes to 
blockchain will create a significant 
impact on interdepartmental commu-
nication. Most research in blockchain 
for health care is focused on EHRs; how-
ever, the elements and their interaction, 
as shown in Figure 2, are extremely 
important. A viable and deployable 
blockchain solution will only work 
if all entities in the ecosystem are in 
sync. Accordingly, the research com-
munity needs to work on blockchain 
and non-blockchain system interfac-
ing while ensuring that one does not 
compromise the other.

The objectives of this article were 
to enable the reader to under-
stand the complexity of imple-

menting a blockchain solution for 
eHSs and to look for possible solutions. 
Health care is not an isolated network; 
hence, the blockchain solutions imple-
mented by individual health-care ser-
vice providers must be interoperable, 
which will require new protocols for 
trade and consensus management. Big 
data management and security in off-
chain storage must be an integral part 
of the ecosystem. Finally, blockchain 
is an exciting and efficient solution 
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for many security- and accountabili-
ty-challenged organizations; however, 
the migration of existing systems has a 
long road ahead, and the first step is to 
understand the needs of the application 
domain. Many of the design questions 
raised in this article may also be appro-
priate for other domains. 
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We like to think that we are involved in dra-
matic and exciting work. We certainly 
talk a good game. Changing the world! Re-
inventing society! Disrupting! Yet, anyone 

who has spent any time in computer science knows that 
it is a game of inches, not miles. Much of our work is fine 
and detailed. We do it hunched over a keyboard, with our 
faces illuminated by the light of a screen, and hope that 
the result will gain us 2% or 5% or maybe even 10%. This 
month’s article from the body of knowledge both con-
firms our conventional model and gives us at least a sug-
gestion of drama along with a reminder of how our con-
tributions fit into the wider world (see “Article Facts”).

Our article is “Matrix Factorization Techniques for Rec-
ommender Systems,” by Yehuda Koren, Robert Bell, and 
Christopher Volinsky.9 It ranks second on the list of the 

most influential articles that have 
been published by Computer, with 
almost 14,000 downloads and more 
than 2,000 citations. (Articles for 
the “Body of Knowledge” column are 
taken from a report prepared by the 
IEEE publications office on 15 No-
vember 2019, and the statistics were 
current as of that date. Other citation 

services can and do give different numbers.) At its base, it 
reminds us of several fundamental lessons of computer sci-
ence. It illustrates the growing importance of data analytic 
methods to computing. It shows how computing borrows 
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and adapts ideas from other fields. Fi-
nally, it truly tells that tale of progress 
by inches.

The article shows how to apply ma-
trix-factoring methods, a topic originally 
explored by the French mathematician 
during the 1870s, to recommender sys-
tems, a type of computer system that 
was fairly new in 2009. Recommender 
systems are programs that suggest 
products for customers to buy. They 
expand the role of the old store clerk, 
who could tell a customer that “since 
you have selected that one product, you 
might want to consider also purchas-
ing this one.” They have grown rapidly 
in importance with the rise of Internet 
commerce, though they actually pre-
date that increase by a few years. One 
of the first articles to employ that term 
is a 1997 survey that looks at network 
programs that recommend news, web-
sites, or people. It describes a group of 
systems that is long gone, but it pres-
ents a set of concepts that remains part 
of the field.6

In the modern version of these 
systems, vectors contain the data for 
both people and products. Matrices 
map the one onto the other, people 
and their tastes onto products and 
their features. Matrix factorization 
reveals the structure of this mapping: 
how personal propensities determine 
which goods will be sold. This article 
shows how to factor matrices in an 
efficient way and interpret their com-
ponents. Efficiency is important. The 
data sets can be large and are certainly 
dynamic. A popular product this year 
may vanish before the next. The needs 
of a customer with a newborn baby are 
different from one with a five-year-old. 
This observation leads us to the drama 
of the story.

Our article, “Matrix Factorization 
Techniques for Recommender Systems,” 
was not done as an abstract bit of research 
in an academic lab. It was one of the 
last articles to come from an innovation 

contest, which was run by Netflix. In Oc-
tober 2006, Netflix wanted to improve its 
recommendation system. At the time, 
the company rented videos using the 
technology of DVDs and the communica-
tions system of the U.S. Postal Service. 
It would send DVDs to customers, who 
would view the movies and return them 
to Netflix. Customers would then use a 
website to rate their rental and choose 
their next video, using a recommender 
system called CinemaTech.

Netflix wanted to reduce the errors 
in its recommendation system, the 
number of times that a recommended 
DVD was rejected by a customer. So, 
the company released a data set with 
100 million transactions by 480,000 
customers regarding 17,770 movies 
and challenged any person or organi-
zation to create a recommender system 
that was 10% better (as measured by a 
decrease in the root-mean-square er-
ror). It offered a prize of US$1 million.1

This contest was an example of 
crowdsourcing, a series of techniques 
that was growing rapidly during the 
first decade of the 21st century. Behind 
crowdsourcing was the idea that you 
could market mechanisms to manage 
work, even the work of generating new 
ideas. Such markets have been com-
mon in many parts of the economy. 
The design and architecture commu-
nity has relied on them for decades to 
evaluate ideas. During the early days 
of the aeronautical industry, different 
organizations used them to improve 
the technology of airplanes. Within 
the field of computer science, we saw 
them used by DARPA to improve the 
technology for self-driving cars. Fi-
nally, we have seen a number of com-
panies build successful business mod-
els on crowdsourcing.

When using crowdsourcing, an or-
ganization needs to decide how much 
it will manage the process. In theory, 
one should be able to put a problem 
to the crowd and then wait for the 

multitude to provide one with a solu-
tion. For complicated problems, such 
as the Netflix challenge, things rarely 
work that way. We can often look at a 
crowd and identify the expertise that 
will solve the problem, but we will 
quickly realize that one person or team 
does not possess all the expertise that 
is needed to produce a workable solu-
tion. As a result, we have to manage 
the crowd. We have to push teams to-
gether, combine promising ideas, and 
suggest profitable directions for work.8

In the Netflix challenge, the authors 
of our article quickly produced a sys-
tem with a substantial improvement 
of 7.42%.3 However, they were unable 
to get their system above the 10% tar-
get. Other groups were able to get sim-
ilar improvements and claim the lead, 
at least for a time. No one was able to 
clear the 10% mark. As the context 
progressed, Netflix pushed and prod-
ded groups together. One of the early 
outcomes of the contest was to reveal 
expertise that research groups had not 
known. In particular, they learned of a 
group in Hungary that had some good 
ideas.3 In June 2009, a combined group 
that included our authors reached the 
10% goal and claimed the prize.4,7

While this contribution to the body 
of knowledge came out of a contest, it 
would be wrong to view it as coming 
from outside the computer science com-
munity. The knowledge discovery and 
data-mining community embraced the 
challenge. It organized a workshop on 
the Netflix challenge as part of its an-
nual conference. Many were intrigued 
by the data set alone. “Until now,” one 
organizer noted, “researchers who have 
been working to improve recommen-
dation systems have been relying on a 
much smaller database.”2

Unlike many a current drama, the 
Netflix challenge had no sequel. Though 
the company organized a second com-
petition, it quickly ended the contest 
when it learned that its data set was 



70 C O M P U T E R    W W W . C O M P U T E R . O R G / C O M P U T E R

BODY OF KNOWLEDGE

not as private as it had thought. A 
pair of researchers showed how the 
test data could be used to identif y 
customers and their preferences.5 
So, a f ter a stel la r moment in the 
public eye, researchers in recom-
mender systems returned to the pri-
vate work of inches and percentages. 
But to do that work, those research-
ers had the results that were pub-
lished in this article. 
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Heterogenous computing of-
fers the potential to stream-
line the execution of key 
tasks for processing, sens -

ing, actuation, and communication 
using devices that are better suited to 
those applications than architec-
tures composed of collections of iden-
tical mechanisms. This potential is of 
great utility for cyberphysical systems 
(CPSs), where constraints on energy 
consumption, cost, and real-time per-
formance often motivate the investi-
gation of highly streamlined solutions. 
However, increased use of heterogene -
ity leads to complex challenges and im-
portant needs associated with interop-
erability and model-based design in 
CPSs. This column outlines challenges 
in heterogeneous CPS design and mo-
tivates the need for approaches to sys-
tem-level architecture that are based 
on complementary collections of com-
pact system-level models.

Research Challenges 
for Heterogeneous 
Cyberphysical System 
Design
Shuvra S. Bhattacharyya , University of Maryland

Marilyn C. Wolf , University of Nebraska

 Heterogeneous computing is widely used at all 

levels of computing. However, heterogeneity 

presents challenges. This article considers 

research issues in heterogeneous cyberphysical 

system design, including interoperability, 

physical modeling, models of computation, self-

awareness and adaptation, architecture, 

and scheduling. 
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COMPACT SYSTEM-LEVEL 
MODELS
Raising the level of abstraction in 
design processes for CPSs can facil-
itate interoperability by making it 
easier to reason about the behavior 
of subsystems in an architecture and 
the interactions between them. How-
ever, due to the multifaceted nature 
of CPS design, no single abstraction 
or small set of abstractions is ade-
quate for all systems. Instead, the ab-

stractions to employ must be selected 
and applied in complementary ways 
that are well matched to the targeted 
class of applications and the objec-
tives and constraints involved in 
their design.

Given the complexity of modern 
CPSs, the size of the models in the 
employed abstractions is an import-
ant consideration in their formula-
tion and selection. The transition 
from assembly language to high-level 
languages, such as FORTRAN and C, 
which began many decades ago, can 
be considered as an increase in the 
level of abstraction. However, modern 
CPSs involve hundreds of thousands 
to tens of millions of lines of high-
level language code or more. The com-
pactness of the models involved in the 
abstractions becomes an important 
concern to facilitate human under-
standing and tractable analysis of the 
representations.

The strategic application of compact 
models is important, for example, in 
the paradigm of dynamic, data-driven 
applications systems (DDDASs), where 
an executing model of an application 
is integrated into a feedback loop with 
instrumentation processes that sup-
ply data to the representation.1 Accu-
rate, compact facsimiles are useful for 
the real-time adaptation of DDDAS 

models based on dynamic changes in 
the data acquired from instrumenta-
tion and, conversely, for control of the 
instrumentation processes by the exe-
cuting models.

These motivations for diverse and 
compact abstractions lead us to ad-
vocate the concept of compact sys-
tem-level models as a central element 
in the design and implementation 
of  CPSs. Ma ny d i f ferent t y pes of 
models are relevant to CPS design. 

Some prominent examples include 
t he following:

 › Models of physical phenomena:2 
Computing is a physical act: it 
takes time and energy, and the 
reliability of the result depends 
on the physics of the computing 
system. Taking all these physical 
phenomena into account in 
multibillion-transistor systems 
is extremely challenging.

 › Models of computation: A model 
of computation defines how an 
interconnected set of com-
ponents interacts to perform 
computation. Some important 
classes of computation models 
include dataflow models, state 
machines, and discrete-event 
models. Models of computation 
may impose restrictions on how 
components are defined or in-
teract that make important anal-
ysis or optimization problems 
become tractable (for example, 
see Eker et al.3). In contrast, 
fundamental analysis problems, 
such as whether a program 
halts or has bounded memory 
requirements, are undecidable 
in conventional programming 
languages for general-pur-
pose computing. Computation 

models contribute to modeling 
compactness by abstracting 
implementation details of func-
tional components and their 
coordination.

 › Models of self-awareness and 
adaptation:4 Stochastic models 
provide systems with compact, 
runtime-ready models that the 
systems can use to estimate 
their own state. Training enables 
us to capture complex models 
as long as we have sufficient 
data. Once trained, those models 
can be evaluated much more 
efficiently on the platform. 
Their results enable the system 
to reflect on its own power and 
thermal behavior. Managing 
power and thermal behavior is 
critical to maintaining system 
longevity.

 › Models of architecture: While 
models of computation focus 
on capturing the algorithmic 
behavior of application systems, 
models of architecture provide 
compact abstractions of the 
hardware on which the algo-
rithms are mapped.5 Architec-
ture models are formulated to 
enable efficient, reproducible 
estimation of nonfunctional 
costs associated with executing 
applications that are described 
in terms of a given model of com-
putation. These costs include 
important metrics for efficiency 
evaluation, such as latency, 
throughput, memory require-
ments, and energy consumption. 
A key concept in the formulation 
of models of architecture is the 
decomposition of application 
execution into quantized units 
of communication and com-
putation and the estimation of 
costs in terms of these abstract 
units. Architecture models are 
more constrained and operate 
at a higher level of abstraction 
compared to hardware descrip-
tion languages, such as Verilog 
and VHDL.

Modern CPSs involve hundreds of thousands  
to tens of millions of lines of high-level language 

code or more.
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 › Scheduling models: Scheduling is 
an important aspect of imple-
mentation that is abstracted 
away by models of computation. 
Scheduling involves assigning 
computational tasks to process-
ing resources and ordering tasks 
that share common resources. 
Scheduling often has a major 
impact on metrics for efficiency 
evaluation, including the ones 
listed previously. Model-based 
scheduling representations pro-
vide formal, platform-indepen-
dent approaches for representing, 
reasoning about, and transform-
ing schedules.6

A design methodology based on 
compact system-level models for CPSs 
involves the selection of such facsim-
iles and the definition of how repre-
sentations and design tools associated 
with them are cooperatively applied in 
system design processes. While there 
are tradeoffs between model complex-
ity and accuracy that may be involved 
in the models that are employed, re-
stricting attention to only the high-
est-fidelity representations may se-
verely limit the extent of the design 
space that can be investigated.

MODELING EXAMPLE
An example of a complex subsystem 
design using multiple forms of com-
pact system-level models is the Markov 
decision process (MDP) framework for 
adaptive digital predistortion (DPD) 
systems (MADSs).7 DPD is a type of 
algorithm that is used to counteract 
nonlinearities in power amplifiers 
(PAs) to improve the quality of wire-
less communications signals. The 
design and configuration of DPD sys-
tems involve complex tradeoffs among 
signal quality, energy efficiency, and 
real-time performance. The MADS 
framework is demonstrated by map-
ping it into an optimized implemen-
tation on a CPU/graphics processing 
unit (GPU) platform. The model-based 
design of the MADS framework is illus-
trated in Figure 1. FI
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The MADS framework illustrates 
an approach to several of the chal-
lenges associated with heterogeneous 
CPS design discussed in this column. 
MADS applies a model of the physics 
involved in a communications trans-
mitter to define, simulate, and fine-
tune the core predistortion algorithm 
that is employed. An MDP is employed 
in MADS as a model that provides 
self-awareness and adaptation capa-
bilities. MDPs are probabilistic models 

used to derive adaptation policies in 
uncertain environments. In partic-
ular, MDPs are used in the context of 
environments characterized using 
memoryless probability distributions; 
that is, the distribution of the next 
state is dependent only on the current 
state, not the trajectory of prior states 
that led to the current one. In MADS, 
MDP-based DPD architecture adapta-
tion is performed with the objective 
of jointly optimizing signal quality, 
system throughput, and power con-
sumption. In general, MDP models 
can become large and unwieldy to 
employ in complex applications. To 
help ensure the compactness of the 
MDP model that is employed, a hier-
archical MDP8 structure is designed, 
as illustrated in Figure 1(b).

Parameterized dataflow9 is used 
in MADSs as a model of computation 
to represent the algorithms employed 
for adaptation and DPD operation and 
characterize their interactions. In pa-
rameterized dataflow, the design for 
a signal processing system is decom-
posed into three cooperating data-
f low graphs, called the init graph, 
subinit graph, and body graph (see 
Figure 1). The body graph represents 
t he core sig n a l processi ng f u nc-
tionality, while the init and subinit 
graphs describe the functionality for 

the dynamic manipulation of param-
eters in the body graph. The init and 
subinit graphs differ in the frequency 
with which the associated parame-
ter adaptation operations are carried 
out, with subinit graph processes be-
ing more frequent.9 In MADS, the pa-
rameterized dataflow model is used 
as a starting point to map the MDP-
equipped adaptive system into a CPU/
GPU implementation. For more details 
on the MADS framework, including 

the different design components illus-
trated in Figure 1, we refer the reader 
to the presentation by Li et. al.7

Many of the state-of-the-art 
methods for CPS design and 
implementation are not mo -

del based or involve a focus on individ-
ual representation types, for example, 
the development of software synthe-
sis techniques for specific models of 
computation or reconfigurable ar-
chitectures based on specific models 
for self-awareness and adaptivity. The 
study of design methodologies based 
on cooperating compact system-level 
modeling approaches is a broad area 
ripe for further study. For example, a 
deeper understanding is needed for 
many modeling techniques, concern-
ing how these models may be adapted 
or parameterized to provide more flex-
ible tradeoffs between compactness 
and accuracy. Some compact model-
ing adaptations, such as hierarchical 
and factored MDPs,8,10 are established 
in the literature but not applied in 
practice to their full potential. More 
diverse families of compact models, 
increasingly sophisticated design tool 
support for applying and integrating 
them, and additional concrete ways to 
assess the novel tradeoffs introduced 

by such models are all representative 
directions for future research that can 
help to address the complexities and 
opportunities presented by heteroge-
neous CPS design. 
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By late February 2020, the world was reeling 
from the onslaught of COVID-19, many had al-
ready died, and the predicted trajectory was 
catastrophic. Worldwide, a large majority of 

university administrators realized 
that they would need to prohibit or 
severely limit physical access to cam-
puses, thereby threatening comple-
tion of the current academic session, 
research programs, and the conduct 
of university business. This dire sit-
uation could only be mitigated by 
virtual meetings and research ac-
tivities and by reinventing courses 
already in session or about to launch 
into online equivalents. Across the 
globe, decisions were made to put 
courses online and move all meet-
ings to virtual formats.

Faculty and students who never 
tried online learning before (and 
were reluctant) were suddenly faced 
with it. The implementation issues 
and second-order effects impacted 

housing, scholarships and other funding sources, travel 
arrangements, and more. The forced conversion made 
sensational news with everyone, even outside academia, 
discussing the subject in email threads, on social media, 
and on radio and television. Teaching and taking online 
courses are difficult, and this fact surprised many except 
those with experience.

Contactless U: 
Higher Education in 
the Postcoronavirus 
World
Phil Laplante, Pennsylvania State University

The profound impact of the coronavirus 

COVID-19 has tragically affected the world, 

including undergraduate and graduate university 

education. These impacts will be very long 

lasting, significantly changing the nature of 

higher education forever. A contemporary 

account of what is happening and predictions 

on how this situation will transform higher 

education are offered.

Digital Object Identifier 10.1109/MC.2020.2990360
Date of current version: 1 July 2020



EDITORS
IRENA BOJANOVA NIST, irena.v.bojanova@gmail.com

PHIL LAPLANTE Penn State, plaplante@psu.edu

TECHNOLOGY CHALLENGES
There are always significant techno-
logical challenges to delivering content 
online, but these were intensified as fac-
ulty rushed to convert courses. Lectures 
were hastily recorded, and there were 
issues with quality, high-speed network 
access for streaming, and compatibil-
ity. Many course materials needed to be 
put online for the first time, sometimes 
into learning management systems, or 
sometimes without the benefit of such 
systems. Simulation software for labo-
ratory courses needed to be identified, 
acquired, and installed and lab activities 
modified accordingly.

Where synchronous communications 
were used, there were numerous com-
patibility, processing power, and config-
uration issues. Many university networks 
and cloud services were not ready for or 
capable of the tremendous increase in 
demand. On the student end, throughput 
and bandwidth were often not sufficient.

Many u n iversit ies found their 
technical support departments over-
whelmed or underprepared, and many 
professors who may have been techno-
logically challenged were forced to face 
their weaknesses. During course deliv-
ery, the technological disparity in abil-
ity and access to technology for certain 
students were exposed.

 Impact
Universities need to address the tech-
nical weaknesses in faculty and staff, 
reevaluate their technical support de-
partments, and, more significantly, ad-
dress students’ technological disparity.

PEDAGOGICAL SOUNDNESS
Some faculty and administrators had 
already questioned the pedagogical 
soundness of online courses, but the 
COVID-19 pandemic crisis brought this 
issue to the fore. While lectures and 
advising could be delivered online, 
“show-stopping” challenges such as how 
to conduct virtual labs in chemistry, 

physics, and engineering were solved, 
even if suboptimally. There was the 
usual time-zone challenge for synchro-
nous courses and meetings. Many new 
problems related to internships, clini-
cals, and field work, both logistical and 
bureaucratic, needed to be resolved 
through telepresence or other means. 
In solving these problems, new issues 
involving mobility of students across 
borders in the post-COVID-19 world were 
identified, for example, how to handle 
certain programs and visa rules that 
don’t allow for online components.

 Impact
Universities will need to provide more 
training and incentives for faculty on 
how to build and deliver pedagogically 
sound online courses.

AUTHENTIC PRESENCE 
AND ENGAGEMENT
An important aspect of online courses 
is providing students with a sense that 
they are having ample interaction with 
the professor and other students and 
not just self-teaching, that is, provid-
ing an “authentic presence.” Creating 
an authentic presence, whether with 
live streaming, asynchronous learning, 
directed activities, or a combination, 
is difficult. Engagement involves cre-
ating a “community” of learners, and 
this can also be difficult to do in virtual 
communities. Faculty teaching online 
for the first time, and even those with 
experience, had to provide engagement 
often in a hastily constructed “class-
room” with scared or unenthusiastic 

students. Using appropriate online 
learning management systems and pro-
viding supporting media and activities 
have already been part of the solution, 
but professors and students explored 
innovative ways of engagement during 
the COVID-19 crisis.

For teleconferenced meetings, at-
tendees had to worry about what they 
looked like (showered, shaven, made 
up), what to wear (business profes-
sional, casual, pajamas), where to set 
up their attendance (appropriate venue 
or sitting on a bed), and how to organize 

the background. Many online attend-
ees worried about stifling academic 
freedom online. For example, profes-
sors and students were less likely to say 
controversial things if they are written 
in text messages or clearly being re-
corded as part of the course (as opposed 
to surreptitiously and possibly illegally 
being recorded, as now occurs).

University administrators also con-
fronted the restrictions of employer 
tuition reimbursement and stipend 
restrictions for online courses. In 
many cases, reimbursement is lower 
for online courses; this needed to be 
ignored during the pandemic. In addi-
tion, onsite attendance requirements 
for courses, presentations, internships, 
dissertation defenses, and so forth had 
to be relaxed.

 Impact
Universities and employers may have to 
reconsider relaxing certain residency 
restrictions permanently.

Universities need to address the technical 
weaknesses in faculty and staff, reevaluate 
their technical support departments, and, 

more significantly, address students’ 
technological disparity.
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ASSESSMENT AND GRADING
Assessing student learning and as-
signing a grade are major challenge 
for online courses. While many res-
idential courses already use online 
testing (at testing centers or over se-
cured remote systems), some ques-
tion the efficacy of this mode. Many 
professors find that it might be easier 
for students to cheat when not under 
the watchful eye of the professor or a 
graduate assistant. Proctoring of re-

mote exams is often done via telepres-
ence by the university or a third party, 
but during the COVID-19 pandemic, 
third-party monitoring services such 
as Examity were overwhelmed. One 
way around these problems is to offer 
open-book exams, but identity man-
agement is still an issue. In addition, 
there have always been issues with 
online learning involving securing 
exams and online material, stolen cur-
ricula, and overall security to learning 
management systems. The COVID-19 
pandemic, once again, reminded us of 
these problems.

During the crisis, many universi-
ties adopted relaxed grading, that is, 
students could elect to earn a pass/fail 
grade only. This approach is thought to 
reduce cheating on remote tests, reliev-
ing the pressure of achieving a certain 
grade. It also takes into consideration 
that students working from home may 
have unique obstacles, for example, tak-
ing care of children or having to share 
computers at home, all likely scenarios 
during the pandemic. However, pass/fail 
grading presents other problems with re-
spect to tuition reimbursement policies 
and minimum GPA requirements.

Impact
Assessment and grading policies and 
practices for online courses will need to 
be reevaluated.

SECURITY AND PRIVACY
Some of the most serious objections to 
online education involve security and 
privacy. Unfortunately, the COVID-19 
pandemic highlighted the validity of 
these concerns.

Throughout the pandemic, news out-
lets reported teleconferencing security 
issues, phishing attacks, and network 
vulnerabilities. In teleconferencing, 
services like Zoom were exploited, po-
tentially allowing unauthorized users 

to attend (bomb) meetings, potentially 
disrupting classes, dissertation defenses, 
and university business. Phishing attacks 
included a variety of official-looking uni-
versity emails that directed recipients to 
malicious sites, caused them to reveal con-
fidential information, or contained harm-
ful payloads. Malware may have been 
resident in some of the freeware software 
applications hastily selected for courses.

Impact
New attention to security and privacy is-
sues, both old and new, is needed. Uni-
versities must invest more resources 
into fixing these problems.

CHANGING ATTITUDES
Many university officials and profes-
sors have seen their objections to the 
remote delivery of courses disappear, 
as out of necessity courses were flipped 
on very short notice from residential 
to remote format. More profoundly, 
and surprisingly, many parents, stu-
dents, and tuition sponsors (for exam-
ple, employers and government grant 
agencies) have begun to question their 
objections to online education and 
even the need for a residential com-
ponent. These stakeholders are now 
asking questions such as “If students 
can complete their programs virtu-
ally from home, why do they need to 
stay on campus?” and “If the business 

world is operating virtually, then why 
not go to school virtually (and work 
part time)?” Similarly, the economic 
damage done by the COVID-19 pan-
demic will require students to defer 
college and choose online education, 
thus saving on room and board and al-
lowing them to work full or part time 
at home (or help at home) while getting 
their education.

During the COVID-19 pandemic, 
universities held all meetings via 
teleconferencing. Those who were 
previously reluctant to hold or attend 
such meetings may now be less likely 
to object to this format, since they are 
easier to attend (and greener since 
they cut down on driving to campus). 
Virtual meetings may have improved 
faculty and other stakeholder en-
gagement and removed many excuses 
for participation.

Jobs that were previously thought 
to be “in residence only” were per-
formed partially or entirely at a dis-
tance, challenging previously held no-
tions, and perhaps changing the way 
things are done on campus forever. 
Administrators who objected to the 
work level performed remotely dis-
covered that some people may work 
harder when given the flexibility of 
working from home.

Impact
Administrators, professors, and stu-
dents have gained confidence to work 
in remote environments, and univer-
sity administrators may be convinced 
that online learning can significantly 
lower the cost for students and the uni-
versity. Universities will have to face 
these realities and bring more courses 
and programs online. Universities that 
already had a strong online presence 
will have a huge advantage.

PREDICTIONS
There are many advantages and disad-
vantages to online education, and the 
COVID-19 pandemic portrayed these in 
sharp relief. Online learning is not for 
everyone nor practical for some courses, 
but its role in the higher education 

Universities that already had a strong online 
presence will have a huge advantage.
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mix will exponentially increase. The 
COVID-19 pandemic has converted many 
naysayers, shown how previously insur-
mountable problems could be overcome, 
exposed waste, and spurred many inno-
vations for online learning. Similarly, the 
way that academia conducts business 
has been transformed with the mandate 
for remote work. In the post-COVID-19 
world, higher education will never be the 
same. Here are some of the ways I predict 
it will change.

 › Many students will opt to take 
some time off to let the COVID-19 
pandemic subside, but this num-
ber can be mitigated by online 
alternatives.

 › Of those who choose to return to 
school, many will be reluctant 

to attend any in-person classes 
or at least close-contact courses 
(such as labs and large seminars) 
for the near future, if not forever, 
thus driving up enrollments in 
online learning.

 › Socioeconomic and political 
forces will result in fewer 
international students, driven 
by an abundance of caution 
and travel, funding, and visa 
restrictions.

 › Many schools will lower admis-
sions standards for residential 
students due to decreased 
admissions applications.

 › The justification for certain 
meetings, infrastructure, hard-
ware, and equipment on site or at 
all will be strongly challenged.

 › Academia will use new ways of 
working to include significantly 
more online interatction.

During the COVID-19 pandemic, 
restaurants advertised “contact-
less delivery.” Will we see the 

same promoted in higher education? As 
computer science professionals, we can 
act as resources and advocates to those 
who challenge the efficacy of online 
learning, are afraid to try it, or just don’t 
know how to make it work.  

PHIL LAPLANTE is a professor 
at Pennsylvania State University, 
University Park. Contact him at 
plaplante@psu.edu.
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AFTERSHOCK

A s this issue goes to press, “it’s on” can refer 
to the disruptive COVID-19 pandemic. Mil-
lions of people will be infected and hundreds 
of thousands will die before the pandemic 

ends. “Social distancing” has entered the lexicon. Com-
panies and agencies have shut down. Economic losses are 
stratospheric. However, in slang terms, it’s always on: 
disruptions are going to happen, including pandemics, 

earthquakes, tsunamis, floods, droughts, 
and wars. Yet, after the fact, people 
complain that they were unprepared. 
This article explores emergency crises, 
preparedness, risks, surprise, risk fa-
tigue, and tips.

The authors have more than a 
combined 160 years of experience 
with computing theory, research, 
design, construction, application, and 
evaluation. In 1958, March and Si-
mon said scheduled work drives out 
unscheduled work.1 Crises drive out 
everything. Dependence on comput-
erized systems is growing, and the 
consequences of disruption multi-

ply accordingly. People in computing must do better with 
what former U.S. Secretary of Defense Donald Rumsfeld 
called “unknowns,” both the known unknowns and the 
unknowns that often come as a surprise.2

EMERGENCY CRISES AND PREPAREDNESS
An emergency crisis requires a response: determine what is 
known, assess the resources available, and decide what must 
be done. Disasters happen all of the time and are becoming 
more frequent. Annual human-caused crises such as wars, 
terrorist attacks, or refugee migration peaked at around 250 
per year in 2005 and have been declining since (although 

It’s On: COVID-19, 
Risk Ecology, and 
Preparedness Tips
  Hal  Berghel,   University of Nevada, Las Vegas

  Robert N.  Charette,  ITABHI Corporation

Edward G. Happ and John Leslie King,  University of Michigan 

 “It’s on” can mean something big is happening, 

like the COVID-19 pandemic. In slang terms, it’s 

always on: disruptions are going to happen. This 

article explores emergency crises, preparedness, 

risks, surprise, risk fatigue, and tips. 
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they might tick up again).3

Fires and epidemics can be ei-
ther human or nature caused. 
Nature-caused crises such as 
hurricanes, typhoons, win-
ter storms, tsunamis, earth-
quakes, avalanches, f loods, 
and heat waves produce more 
monetary damage, sometimes 
costing billions of dollars, and 
could accelerate with climate 
change. Crises vary by onset, 
from rapid earthquakes to 
slow droughts, and by dura-
tion, from short like a tsunami 
to long like refugee immigra-
tion (see Figure 1). The conse-
quences of crises are growing.

The cost ratio of crisis re-
sponse to crisis preparedness 
is about 6:1.4,5 However, it is 
difficult to know what invest-
ment in preparedness ought 
to be, given that not all crises 
have the same priority. It is challeng-
ing to predict when or where a crisis 
will occur or what its consequences 
will be. In some organizations, a 100-
year event is not an executive con-
cern, although it is in others. What 
is a 100-year event, anyway? The fre-
quency of these incidents might be 
increasing. The oft-referenced pre-
cursor to the COVID-19 pandemic, 
the so-called Spanish Flu of 1918–
1919, was 100 years ago. Crises can 
damage vulnerable things6,7 and can 
make them “old.”

Preparedness should be as easy 
as spotting the intersection of crisis 
likelihood and cost curves, but im-
plementation can be political. The 
COVID-19 pandemic has cost the U.S. 
government more than US$3 trillion 
so far. At 6:1, preparedness would 
have cost US$500 billion, nearly the 
a n nua l U.S. defense budget. T h is 
money would probably not have been 
made available before the pandemic. 
Crisis preparedness might be popular 

right after the crisis, but its accep-
tance fades.

There are many unknowns. First 
responders are 90% locals, often by-
standers, and it is impossible to tell 
in advance who they will be.8 Hired 
responders can take too long to get 
to their destinations. Simple single 
points of failure might be covered in 
the backup plan (electricity, telecom, 
and so on), but staff to execute the plan 
might not be considered. Planning 
saves lives. The World Trade Center or-
ganizations that lost people on 9/11 had 
plans, although organizations without 
plans also lost people. With pandem-
ics like COVID-19, first responders 
are vulnerable, and even cloud-based 
systems can be as vulnerable as pre-
mised-based ones. There are too many 
threats to be ready for all of them, but 
some can be addressed. The best is the 
enemy of the good: overly ambitious 
plans fail at run time.

Preparedness means plan and re-
hearse, including stress testing key 

i n f ra s t r uc t u re. How-
ever, the definition of in-
frastructure can be elu-
sive. For example, work 
infrastructure seldom 
extends to employees’ 
homes. Staff ordered to 
work at home become 
external network cus-
tomers. Bandwidth to 
the home is seldom pro-
vided like bandwidth to 
workplaces, and some 
cannot upgrade. The 
terrain is changing. Pre-
paredness is difficult, 
and it may be getting 
more challenging.

RISK: TURNING 
WHITE SWANS 
BLACK
Preparedness requires 
learning about risk from 

past experience. The United States 
has experienced multiple pandemics, 
including the relatively recent H1N1 
and HIV/AIDS cases. Pandemic in-
cidence might be increasing due to 
global travel, urbanization, human 
encroachment, environmental ex-
ploitation, and the emergence of new 
infectious diseases (an average of one 
each year over the past 30 years).9 Epi-
demics and pandemics are always “on” 
in the sense that they are always com-
ing. There may be notable differences, 
like a greater H1N1 impact among 
Asian countries or good protection 
therapeutics for HIV/AIDS. However, 
incidence was indicated. There would 
be epidemics and pandemics. Some 
countries such as Taiwan, Singapore, 
and Hong Kong have learned from 
SARS, which influenced fundamental 
preparedness changes. Others have 
been slower to learn.

COVID-19, per se , may not have 
been foreseen, but a pandemic was on. 
The COVID-19 pandemic started out 

D
ur

at
io

n

Onset SuddenSlow

S
ho

rt
Lo

ng Migration

Drought

Famine

Ebola

COVID-19 (2020)

Hurricane

Wildfire

Tsunami

Earthquake

Crises

Spanish Flu (1918)

FIGURE 1. The onset versus duration for select natural crises. 



82 C O M P U T E R    W W W . C O M P U T E R . O R G / C O M P U T E R

AFTERSHOCK

as a predictable “white swan” event, al-
though it became a “black swan” with 
an extreme impact.10 The public health 
community warned that a pandemic was 
inevitable, and the U.S. government has 
spent billions since 2005 to plan. Con-
gressional hearings and Government 
Accountability Office reports have ex-
plored likelihoods and consequences.11 
Scientific literature projected pandemic 
infection, morbidity, and mortality, of-
ten with recommended steps to reduce 
risk. The COVID-19 pandemic became 
a black swan event the same way Hur-
ricane Katrina did in 2005. There were 
failures at every level, and basic risk 
principles were violated.12 The major 
causes were a lack of information, con-
trol, and time, as well as a failure to un-
derstand the precedence among them. 
A lack of information led to a lack of 
control, which led to a lack of time. In-
adequate testing created ignorance of 
the pandemic’s extent and infection dy-
namics, which thwarted control of the 
COVID-19 spread. The only tool left was 
brute-force social distancing, which 
shut down most of the global economy.

Testing in the United States was 
slower than in South Korea, Singapore, 
and Taiwan, all of which did better.13 
The COVID-19 pandemic was under- 
resourced in the United States. Pre-
paredness plans had addressed med-
ical supply needs, but stockpiles were 
lacking. The priors did not include a 
major and fast-moving pandemic; it 
was assumed that no such pandemic 
would happen. SARS in 2003 and 
H1N1 in 2009 had modest impacts in 
most countries, creating complacency 
in the mistaken view that future pan-
demics would be mild.

Assumptions are the acceptance of 
risks. Risks show up at interfaces—in-
terconnections with people, systems, 
or networks. The more interfaces there 
are, the more difficult it is to manage 
risk, and risk-management failures 
force reliance on powerful but blunt 
tools like social distancing that might 
mitigate pandemics but also stop work 
as interfaces are impaired or cut off. 
The result is surprise, often called 

unintended consequences. Surprise 
is seen in how some U.S. grocers can-
not restock their shelves. Interface 
failure is coupled with dependence on 
“lean inventory” that keeps minimal 
on-hand stock in local warehouses. In-
ventory is in the tightly coupled supply 
chain discussed later. Interfaces for 
communicating stocking information 
to suppliers are built around the as-
sumption that suppliers operate under 
just-in-time delivery and only when 
needed. The COVID-19 pandemic crisis 
has made lean supply chains fragile.

Risk management requires engag-
ing the risk ecology, which is an inter-
section of business, political, techno-
logical, and societal perils. Risk ecology 
lessons are predicated on interconnect-
edness as the key to modern systems.

ANY WAR WILL  
SURPRISE YOU
A reporter once asked U.S. President 
Dwight Eisenhower about the likely 
outcome of a crisis. Eisenhower re-
plied, “Any war will surprise you.”14 
In a 1906 speech at Stanford Univer-
sity, William James noted that people 
sometimes try to boost the salience of 
nonwar problems by making them the 
“moral equivalent of war.” Some have 
characterized the COVID-19 pandemic 
as war. This section explains why pre-
paredness can be so difficult. To use 
another quote from Donald Rumsfeld, 
“You go to war with the Army you 
have, not the Army you might wish 
you have.”

First, even simple problems can 
surprise, as this true account suggests. 
A computer operations manager at 
a stock market data center in a New 
York skyscraper assured superiors of 
the facility’s state-of-the-art fail-over 
capability, portable generator for elec-
tricity, and so on. Then a superstorm 
hit, and the skyscraper’s basement, 
where the generator, telecom, and 
electric power circuits were located, 
filled with 13 ft of salt water. All cir-
cuits were fried, and the fault-tolerant 
computers failed. Everything had to be 
restored before the market reopened 

in two days. Crews worked around 
the clock and got everything back up. 
Then a worker inadvertently crashed 
the system. The company missed the 
market reopening, lost customers, and 
damaged its brand. To avoid this kind 
of disaster in the future, the company 
spent millions of dollars on a roof-top 
generator and other backups. The les-
son was to do this before the disaster. 
However, a decade later, water in the 
basement caused two of New York’s 
busiest medical centers to lose power 
in the wake of Hurricane Sandy.15 The 
remediation plans were to prepare to 
fight the last war, not the next war. 
Plans did not address the availability 
of key people, as mentioned earlier.

In a crisis, surprise is revealed by 
everyday use. One example of this 
is a variant of the oft-discussed dig-
ital divide between haves and have-
nots with Internet access that arose 
when its importance became clear. 
The COVID-19 pandemic illustrates a 
divide between “knows” and “know-
nots.” In 2016, Cambridge Analytica 
showed the world that a Facebook app, 
thisisyourdigitallife, was gathering 
personal information from millions by 
exploiting weak security and privacy 
standards as well as layers of epistemic 
failures.17–20 The disruptions caused 
by the COVID-19 pandemic could allow 
a foothold in commercial media plat-
form news cycles and enable a version 
of Sarnoff’s law, which states that the 
political value of a message is propor-
tional to the size of the audience and 
the frequency of the messaging. Crises 
produce large audiences that are ripe 
for modern advertising that came of 
age in the 1918 pandemic to boost mo-
rale for the World War I war effort.

Disruptive crises can facilitate con-
troversial practices such as digital 
surveillance.25–27 For-profit facial 
recognition service providers serve 
law enforcement, governments, and 
businesses with tools that have few 
checks on use or vetting for client ac-
ceptance.32 Facial recognition services 
can match single images to databases 
of billions of images taken from social 
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media.28 Crises like pandemics can 
fuel image capture while the public is 
frightened and suspends suspicions. 
BuzzFeed’s assessment of 2,200 cli-
ents of facial recognition technology 
includes authoritarian regimes with 
questionable human rights records.34 
If COVID-19 draws attention from eth-
ical and legal problems, those issues 
might become embedded in systems 
that arise from the pandemic.

COVID-19 might prove to be the 
opportunity to expand surveillance 
since organizations take advantage 
of the alienation and isolation of a 
population. Payback lies in capturing 
and monetizing personal information, 
either disclosed or otherwise. Crises 
can drive premature action while oth-
ers are blamed. Some people are mo-
tivated by the perception of a threat 
more than by an actual threat. During 
crises there may be increased market-
ing of security systems. Because of the 
COVID-19 pandemic, ankle bracelet 
trackers and mobile fences are already 
in use in some countries. At the same 
time, there is little news about reg-
ulators who monitor behavior that 
might interfere with the status quo. 
Companies that promote these new 
technologies do not always address 
personal security and privacy issues 
effectively. Surveillance can back-
fire by alerting suspects to a location 
that is under surveillance and may be 
attacked (target prediction), so some-
thing that appears to be risk neutral 
can have consequences.

However, pandemics can expedite 
the sharing of data used to track ex-
posure, implement quarantines, and 
conduct research. An earlier Ebola 
outbreak caused the U.S. government 
to relax some of the Health Insurance 
Portability and Accountability Act re-
quirements to help with sharing, and 
similar actions have been taken during 
the COVID-19 pandemic response.16 
Crises can spur innovation by dealing 
with the unknowns. Ideas that would 
not have been tried might now be. 
This is a double-edged sword. Break-
throughs are possible, but foolish 

mistakes due to inadequate due dili-
gence can be costly and outweigh the 
benefits. Things can be more difficult 
than they look. For example, efforts 
to improve educational infrastruc-
ture could now be equivalent to the 
wet market where COVID-19 made the 
jump from animals to humans. 

Zoombombing shows the pandemic 
crisis’s impact on privacy and secu-
rity.21,22 Hard-learned lessons some-
times have to be relearned. There have 
been periodic pushes for technology in 

education, such as educational televi-
sion and computer-assisted education. 
Halcyon claims such as personalized, 
self-paced, and self-directed instruc-
tion; immediate feedback; asynchro-
nous delivery; and lack of bias have 
proved to be disappointing. They have 
not replaced traditional education, 
proving once again that technology 
seldom is a panacea.

The pandemic has caused educa-
tion to embrace online classes because 
there was no other choice. That being 
said, the net results thus far are not 
clear. Students and teachers who like 
online collaboration make it work. 
The accomplishments of online learn-
ing in the COVID-19 pandemic era 
would not have been possible even 10 
years ago. The online comfort level of 
the students could be a factor, but it 
is not well understood. The effects of 
differences in comfort levels among 
or between students and teachers are 
theoretically important but unknown. 
Some like online learning while oth-
ers do not. Risk assessment is difficult 
because it is unclear what will or can 
happen. The risk ecology itself is de-
stabilized, allowing both innovation 
and mistakes.

This dynamic produces a conun-
drum for the risk ecology in education. 

Prior to COVID-19, technology-assisted 
education, especially online educa-
tion, was limited to supportive roles 
despite experiments. In principle, on-
line education is less expensive than 
the traditional model when the initial 
development costs can be amortized 
over a large enough student base (that 
is, they scale well). The lack of demon-
strated educational improvement was 
offset by efficiency. When online is 
perceived to save money, it might 
b e  u s e d . T he COV I D -1 9  pa nde m ic 

triggered the widespread use of online 
education because there was no alter-
native. The verdict awaits. However, 
there have been a few offers of tuition 
remission to ref lect whatever cost 
savings institutions realized or the 
degradation in quality some experi-
enced. Some tuition payers feel they 
have been charged full price for im-
poverished service. The conundrum 
is whether to admit the problems by 
refunding tuition or forge ahead with 
online education as mainstream, the 
“new normal.” Aside from the risks 
involved in contests over tuition re-
mission, important risk issues include 
reputation and value adds.

The consequences of new business 
models are sometimes scrutinized 
less than they should be, especially 
regarding quality of service and sat-
isfaction of expectations. Serious po-
tential problems can be ignored due to 
a lack of awareness and understand-
ing. In the case of the push to move 
to online education, older strategies 
like interactive, duplex environments 
(teleconferencing) or rectified or sim-
plex systems (podcasting) might be 
ignored in favor of more sophisti-
cated services. Such approaches may 
have been debugged through decades 
of use, entail minimal expense, and 

Breakthroughs are possible, but foolish 
mistakes due to inadequate due diligence 
can be costly and outweigh the benefits.
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carry little or no privacy and secu-
rity risks for participants. However, 
such suggestions can be met with the 
response that these capabilities are 
embedded in commercial platforms. 
Survival mode can make choices nar-
row and comparisons difficult. Nev-
ertheless, the allure of sophisticated 
alternatives is strong, especially when 
coupled with the loss leader of free 
service. In fact, free can turn users 
into exploitable products by exposing 
them to risk. They have their place as 
part of a socially responsible, mea-
sured, and informed risk ecology. They 
are not a “go-to” solution.

Dependence is often tied to progress. 
It is said that necessity is the mother 
of invention, but invention is also the 
mother of necessity. People come to de-
pend on inventions. Dependence sneaks 
up as new circumstances produce cu-
mulative changes over time. Most of the 
time, things run normally. The desire 
to make them robust with fault-tolerant 
design, backups, redundancy, and so on 
makes them brittle. When disruptions 
occur, flexibility that maintains the 
essential is needed. It is not possible to 
build integrated systems that are simul-
taneously flexible and robust. During 
crises, systems must change from ro-
bust to flexible, often quickly. With 
enough complexity, greater flexibility 
requires controlled disintegration. The 
automation paradox in cockpits occurs 
when pilots become dependent on au-
tomation for safe aircraft operation, 
although automation failure requires 
pilots to know what to do. Sometimes 
they do not know.

Another example is problems with 
state unemployment systems that have 
broken down during the COVID-19 
pandemic. One state had massive dif-
ficulty in handling unemployment 
claims, even though it had modern-
ized its system after the Great Reces-
sion of 2008–2010. The modernized 
system was designed to handle only 
the level of unemployment experi-
enced previously, since the new system 
requirements assumed unemploy-
ment would never be greater than the 

Great Recession. If the requirements 
were tied to the Great Depression of 
the early 1930s, the system would have 
handled the load. This is another form 
of preparing to fight the last war.

Finally, there is a link between IT 
and tightly coupled systems. This ar-
ticle cannot provide a full explana-
tion of these coupled systems, but the 
attention paid to this topic is likely to 
increase. Coupling is part of the risk 
ecology and drives risk. The Allied 
victory in World War II (WWII) of-
ten points to technology like nuclear 
weapons, code-breaking machines, 
radar, the Douglas DC-3 planes, the 
Jeep, antibiotics, and so on. Equally im-
portant but discussed less often is how 
broken-down machines (trucks, tanks, 
ships, airplanes, and weapons) could be 
fixed quickly, which is an advantage in 
mechanized war. These technologies 
were part of loosely coupled systems 
and amenable to repair skills learned 
on farms and in factories served by er-
ratic and often slow supply chains.

After WWII, loosely coupled sys-
tems gradually gave way to tighter 
coupling as knowledge and new tech-
nology, especially IT that helped inte-
grate disparate information sources, 
became more important. Integration 
produced highly capable systems. 
A good example is an engine man-
agement systems (EMSs) for vehicles 
with internal-combustion engines. 
EMSs improved engine performance, 
fuel economy, and longevity. Without 
them, meeting progressively stricter 
emissions standards would not have 
been possible. However, these tightly 
coupled systems require specialized 
know-how, expensive software-con-
trolled diagnostic tools, specialized 
repair tools, and an elaborate supply 
chain to be fixed. Few people can re-
pair these engines.

Systems increasingly depend on 
tightly coupled software. Brooks noted 
that, with the IBM 360 operating sys-
tem, fixing tightly coupled systems can 
introduce new errors.23 Tightly coupled 
systems are susceptible to disruptions 
and difficult to test. During the Cold 

War, people feared that a Soviet elec-
tromagnetic pulse from high-altitude 
nuclear blasts would cripple tightly 
coupled U.S. weapon systems while the 
old-fashioned, loosely coupled Soviet 
systems remained unharmed. Tightly 
coupled weapons systems can be diffi-
cult or impossible to test without an ac-
tual war. Yet tightly coupled systems of 
all kinds have become ubiquitous and 
essential. The utility infrastructure 
increasingly depends on system con-
trol and data acquisition (SCADA) net-
works, often using the Internet. Crucial 
services, including banking, air travel 
reservations, unemployment benefits, 
and other government systems, now 
operate on systems that are tightly 
coupled to software developed decades 
ago.24 This issue was behind much of 
the Y2K Problem.

Sociologist Charles Perrow said that 
tightly coupled systems are prone to 
“normal accidents.”29 These are not 
aberrations, and they are inevitable. 
Tightly coupled supply chains for toilet 
paper and food have been made famous 
by the COVID-19 pandemic. Shortages 
in one supply chain can be offset by sur-
pluses in others. These supply chains 
were not designed; they evolved. They 
have never been redirected or stopped, 
and now they have must be redirected 
while, in some cases, the pandemic has 
stopped them. There has been a push 
to redirect the commercial toilet paper 
and food supply chains toward residen-
tial use. For a time, there were no cargo 
ships from China in the ports of San 
Pedro (Los Angeles and Long Beach, 
California), which are primary Chinese 
entrepots. As inventory moved from 
stocks in warehouses to flows aboard 
“lift,” inventory in transit became the 
only form of inventory. As discussed in 
lean grocery inventory earlier, tightly 
coupled supply chains cannot be redi-
rected easily. It is not clear what it takes 
to restart them if they stop. Many un-
expected deadly embraces and other 
problems are likely.

Computerized, tightly coupled sys-
tems have become vital to society and 
the economy. It is increasingly difficult 



  J U LY  2 0 2 0  85

to predict what failures in such sys-
tems might mean. Poor preparedness 
decisions can carry great risk, with 
consequences that outlast the crises 
that prompted them. As noted before 
regarding privacy and security con-
cerns, social costs can be high. Crises 
can accelerate already hasty decision 
processes. When a crisis momentarily 
provokes attention, the quality of deci-
sions can decline.

RISK FATIGUE
Risk fatigue causes people to turn an 
ineffective (but not entirely blind) eye 
to crises, ignoring likelihood or even 
certainty, dismissing the risk ecology, 
and preparing to fight the last war. 
Risk fatigue is normal. While claims 
that an emergency disruption could 
not have been foreseen are prepos-
terous in one sense (it’s on), they are 
legitimate in that it is impossible to 
see the future. An analogous event 
in recorded history, especially in liv-
ing memory, proves that such things 
can happen. Sometimes it is possible 
to know how frequently they occur 
and how disruptive they can be. This 
section discusses the causes of risk fa-
tigue, showing that it is to be expected.

Over time, especially for rare 
events, the vigilance of individuals 
and organizations atrophies with-
out recurring triggers (for example, 
close calls) to heighten awareness.30 If 
nothing untoward happens even with 
triggers, it can take effort and energy 
to avoid complacency. Constant admo-
nitions by authoritative individuals 
and organizations to prepare for a cri-
sis wear off as people become comfort-
able with the notion of the crisis com-
ing. In the case of pandemics, calls for 
preparation can have the opposite ef-
fect by appearing to be overwrought.

Infrequency can cause risk fatigue. 
Infrequent events, irrespective of in-
tensity, are forgotten. Attention may 
be paid to emergency preparedness 
during and immediately after infre-
quent events, but the people involved 
disappear and memory fades. Prepa-
ration becomes more “real” than the 

crisis being prepared for. People for-
get without reinforcement. Strangely, 
high frequency can also cause risk fa-
tigue as events become routine. 

There is also social amplification of 
risk, in which some risks receive more 
attention than is called for.31 The world 
seems split between infrequent but 
disruptive events (great tornados, hur-
ricanes, thunderstorms, earthquakes, 
and so forth, especially in regions 
where such events seldom occur) and 
routine events that are handled regu-
larly. Big but infrequent events “never 
happen” while frequent events are not 
worth discussing. Any place with fre-
quent huge events is uninhabitable.

Staff designated to be prepared 
are often involved with IT because, 
in most organizations, they have ex-
perience with systems. Others turn 
to them to lead preparedness and re-
sponse. The wireline telephone system 
was hardened to keep working when 
other utilities failed. It had its own 
electrical capability and no end-user 
data storage. Similarly, large computer 
systems had uninterruptible power 
supplies and backup for data storage, 
while end users had limited local data. 
As distributed technologies prolifer-
ated (cellular telephony, personal com-
puters, and so on), dependency grew as 
power and data storage exposure in-
creased. IT has become more central, 
from utility management (namely, 
SCADA networks) to transaction pro-
cessing and storage of organizational 
and personal data. The assurance of 
robustness falls on IT managers since 
IT departments have functioned as 
risk management pioneers in most 
organizations. The IT department is 
presumed to have risk expertise.

A particularly problematic task 
for IT functions is to get others to 
understand the dynamics of system 
integration. As noted, r isks occur 
at interfaces that proliferate under 
system integration. The dream of an 
integrated system as organizational 
panacea is old. The Urban Informa-
tion Systems Inter-Agency Committee 
(USAC) program ended in 1977, after 

spending more than US$26 million 
(more than US$170 million today) to 
build integrated municipal informa-
tion systems.32 Nearly 80 teams of 
municipalities, computer companies, 
and universities submitted proposals, 
and six cities were selected to build in-
tegrated systems or subsystems. Ten 
federal agencies led and paid for USAC. 
The lead agency was Civil Defense (CD), 
which was frustrated because cities 
did not replenish perishable supplies 
in the Cold War emergency shelters for 
which CD was responsible. Since inte-
grated, computerized information sys-
tems were proposed as the solution to 
this problem, shelter maintenance be-
came part of routine operational infor-
mation updates. USAC advanced mu-
nicipal information systems, but CD’s 
dream was not met. It turned out that 
integrated systems were not worth the 
trouble. CD itself eventually fell apart 
before the end of the Cold War.33 

TIPS
From the preceding, we provide the 
following three tips for preparedness.

1. Pick your battles: Managing risk 
is about the future of present 
decisions. Use “failure imagi-
nation” to determine the worst 
outcome. Manage expectations 
before and during the crisis. 
Beforehand, get people to un-
derstand that the goal is not to 
have business as usual during 
the crisis. Rather, it means pri-
oritization: deciding in advance 
what will be attended to and 
what will be ignored. Nobody 
does more with less. They do 
less with less. The primary job 
is to decide what subset of the 
current will be done and how to 
transition to that. Policy made 
during a crisis is temporary. 
After the crisis, everything 
returns to the status quo ante 
bellum. Although lessons 
learned during the crisis might 
influence future decisions, 
there is no replacement for 
due diligence. A plan to align 
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authority and responsibility 
during the crisis is especially 
important if it is different  
than normal.

2. Plan for controlled disintegration: 
Systems (technology, supply 
chains, governance) are becom-
ing more complex and tightly 
coupled, failures cascade, and 
failure costs escalate. System 
integration can make things 
worse for emergency prepared-
ness. Consider controlled disin-
tegration. Imagine the new, not 
just the things that everybody 
knows. For example, during 
the COVID-19 pandemic, work 
was often relocated to homes. 
This might be common in the 
future or extend to other areas, 
such as telemedicine. Test for 
the full capacity needed for 
such moves. Turn things off to 
highlight coupling and depen-
dencies. Decide priorities for 
systems and subsystems in cri-
sis and how they will be main-
tained. Low-priority items must 
be decoupled from integrated 
systems so their problems do 
not affect essential functions. 
This must be planned and 
practiced. Risk is in interfaces. 
In crises, it must be reduced by 
becoming less tightly coupled. 
A firewall must be built against 
cascading failures by simpli-
fying around crisis essentials. 
What is important during a 
crisis may be different from 
normal. Embrace triage. Recog-
nize that falling over is falling 
back. Plan how key suppliers, 
vendors, consultants, utilities, 
and customers will function  
in crisis and how to handle 
those situations.

3. Test your assumptions: Assump-
tions are where 99% of failures 
start. They are risks taken. 
Repeatedly and vigorously 
test assumptions to uncover 
unknowns and overcome risk 
fatigue. The risk ecology is 

always changing as well as 
assumptions and opportunities 
to mitigate change. Past risks 
can fade away while new ones 
come. The COVID-19 pandemic 
reveals assumptions that were 
not tested thoroughly. Soon 
there will be a surplus of ven-
tilators, yet last year everyone 
assumed it would take years to 
produce so many of them.

Multiple cross-cutting threads 
are presented in this article. 
Crises are not homogeneous. 

Some crises impact facilities (for ex-
ample, fires), others impact people 
(such as pandemics), while others im-
pact both (in particular, earthquakes). 
Crises are on—they will happen. There 
is some evidence that they are becom-
ing more frequent and more complex. 
There rarely are enough preparedness 
resources. The key to preparing to func-
tion in a crisis with complex systems is 
to simplify at crisis time, reducing ob-
stacles like privacy and security, know-
ing that these will be reengaged when 
the crisis passes. As urgency rises, so 
does expediency. 
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The Internet’s features and capacity have 

evolved, but is the nature of its security 

noticeably better? We examine the fundamental 

nature of distributed denial-of-service (DDoS) 

and the state of the union of our defenses in 

today’s DDoS wars. 

In 1999 (21 years ago), malware called Trin00 1 compro-
mised a set of computers and then took down a network 
at the University of Minnesota. This event marked the 
birth of volumetric distributed denial-of-service (DDoS) 

attacks from robot networks (botnets). While earlier at-
tacks exist in anecdotes and recollections, this documented 
case sets a lower bound on the date of birth: 21 years. The 

features and capacity of the Internet 
have evolved a lot since then, but is 
its security disposition demonstrably 
better? Trin00 used hundreds (possi-
bly thousands) of compromised ma-
chines (bots), but today conventional 
botnet sizes have been seen in the 
millions. In relative terms, Trin00 
may not seem like such a large bot-
net. However, this underscores that 
historical attack sizes are relative, 
and raw numbers alone do not tell 
the tale. Moore’s law and bandwidth 
increases makes comparing attack 
volumes (bits per second) from the 

past to today (or tomorrow) apples-to-oranges comparisons. 
Consider that gigabit attacks in 2000 were considered stag-
gering, but only because they rivaled the capacity of the in-
frastructure of the time. An unfortunate state of affairs is 
that it has always been easier to gain attack capacity than 
defensive capacity. 2 DDoS is an asymmetric threat with an 
impedance mismatch between attackers and defenders.

The gap between adversaries’ barriers to attack and the 
price to defend has always been large, but it is growing, and 
the status quo does not paint a pretty picture for the future 
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of Internet service security. In this ar-
ticle series, we want to sound an alarm 
and issue a call to action; we must 
discover the fundamental enablers of 
DDoS, and we must use these to craft 
efficient defenses. We feel it is time to 
reexamine the principles that under-
lie the problem space. In this two-part 
article, we begin by examining the 
fundamental nature of DDoS: reasons 
why our networks are susceptible, the 
anatomy and nature of today’s DDoS 
attacks, and the state of the union of 
our defenses in today’s DDoS wars. In 
our article’s second part (in the Au-
gust issue of Computer), we explore re-
mediations and the evolution needed 
to systematically enhance the Inter-
net and address the principles that 
enable DDoS.

WE ARE VICTIMS OF OUR 
OWN SUCCESS
 The Internet has blossomed with com-
plex and diverse network applications 
and services that bind our social lives, 
implement complex tasks, and facilitate 
communications, all while streamlining 
end users’ experiences. Critical to this 
success has been protocol layering and 
abstraction (where protocols encapsu-
late and obscure their state from each 
other). Network applications sit above 
the transport layer, which sits above the 
network layer. Indeed, layering has been 
a central tenet of the Internet’s evolv-
able architectures. However, it also has 
hidden vulnerabilities that many DDoS 
attacks now capitalize on. As defenders 
against DDoS attacks, our fundamental 
challenge is the onus of scrubbing attack 
traffic away from legitimate traffic, using 
deep packet inspection (DPI). The distinc-
tion of which traffic is part of an attack is 
often only visible at the application layer 
(above both the network and transport 
layers). For example, what network-layer 
information should management tools 
use to determine which Domain Name 
System (DNS) queries are real and which 

are participating in a reflection attack? 
Which Network Time Protocol (NTP) 
command is legitimate and which is part 
of an attack? Must it fall to the applica-
tion programmer and operators to build 
custom logic to differentiate whether a 
memcached3 query is from a genuine ap-
plication or part of an attack? Or which 

 HTTP client is trying to keep a needed 
connection alive and which is starving 
the server for resources?

Compounding the opacity across 
layers, network traffic is now often en-
crypted. A recent operational report of 
large-scale measurements stated that 
the Secure Sockets Layer (SSL) “is [sic] 
majority of traffic in [North America] 
by February 2019.” 4 The necessary com-
putational complexity, volume of traf-
fic, and growing use of encryption often 
render common operational network 
tools ineffective in defending against 
attacks. When application payloads 
are embedded (that is, encrypted), they 
require multiple layers of computation-
ally expensive decoding while expos-
ing sensitive material. For example, 
performing DPI on an  HTTPS flow re-
quires decryption of the flow. Further, 
that also requires escrow of the end 
site’s Transport Layer Security (TLS) 
private key (to terminate and inspect 
the embedded flow). Internet protocol 
layering and encryption have severely 
complicated scrubbing at the network 
layer. In short, this is high cost and low 
return, and it is time to investigate the 
fundamentals of this problem space.

A GLIMPSE AT THE 
ANATOMY OF DDOS
DDoS comes in a variety of flavors. 
Some are called “low-and-slow,” which 

starve servers of resources and can be 
hard to detect. Some are volumetric, 
which send overwhelming volumes 
of traffic that congest network links 
and overload servers and are hard to 
stop even though they are detectable 
by nature. In this article, we focus our 
discussions on these two types.

Volumetric DDoS today
 Today, DDoS threats are asymmetric: it 
is virtually free for attackers to acquire 
massive network capacities for their DDoS 
attacks, and they frequently use multiple 
techniques, tactics, and procedures (  TTPs) 
at the same time. By contrast, detecting 
and mitigating DDoS attack traffic (for 
example, “packet love”) requires invest-
ment in expensive infrastructure and 
network bandwidth (capacity). The largest 
recorded DDoS attacks have used source 
address spoofing (such as sending packets 
with deliberately falsified addresses) as 
part of their TTPs. One form of spoofing 
attack amplifies its volume by bouncing 
(or “reflecting”) small queries off of Inter-
net services to elicit larger (“amplified”) 
responses, which are then reflected to 
spoofed addresses (in other words, vic-
tims). These are called reflective amplifica-
tion attacks or just reflector attacks. For ex-
ample, in 2016, the first publicity around 
a terabit attack came from an assault on 
a hosting provider called OVH, 5 and it 
reached this volume by using spoofed ad -
dresses in a reflector attack. A larger attack 
on Dyn 6 surpassed this volume, again in 
2016, using source address spoofing. In 
short, the largest DDoS attacks seen to-
day depend on address spoofing as part of 
their TTPs, though they have not always 
leveraged an amplification factor.

The increasingly relative ease of ac-
quiring large volume attack sources has 

Our fundamental challenge is the onus of scrubbing 
attack traffic away from legitimate traffic.
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elevated the appeal of volumetric DDoS 
attacks to adversaries. Traffic may be 
DNS queries, Simple Network Manage-
ment Protocol queries, NTP queries, 
memcached queries,3 or others. Some 
attacks also use spoofed Transmission 
Control Protocol (TCP) control traffic 
carrying large data payload or use the 
TCP session itself as an amplification 
vector by orchestrating torrents of re-
set packets or data payloads via the TCP 
PSH option. 

Server-side resource 
exhaustion attacks
While many headlines and defenses 
focus on the size of DDoS attacks, there 
continue to be many attacks above the 
transport layer. Common examples of 

such attacks leverage protocol aspects 
in the SSL, TLS, or even at the HTTP/S 
layer. These nonvolumetric attacks 
can also be crippling without a DDoS 
defense system and can bring Internet 
services down with far fewer resources.

Perhaps the earliest known resource 
exhaustion attacks were those that 
abused the TCP itself, SYN flood at-
tacks. These DoS attacks have been used 
in the wild since at least 1996,7 though 
they were not always distributed. At-
tacks like these were initially intended 
to exhaust servers’ resources and were 
neither volumetric nor stealthy (low 
and slow).

One of the early examples of low- 
and-slow attacks was Slowloris,8 where a 
relatively small number of stateful HTTP 
queries would hold connections open on 
webservers and thereby exhaust their 
ability to answer other (legitimate) cli-
ents. Other exhaustion attacks exploit 
TLS’s cryptographic key negotiation.9 In 
these types of attacks, the raw numbers 
of attacking clients and traffic are not 
as spectacular as volumetric DDoS, but 

perhaps more troubling is the fact that 
their detection and remediation more 
clearly requires additional state infor-
mation above the network layer.

MITIGATION: STATE OF  
THE UNION, TODAY
Mitigation providers often do distrib-
ute their services, often called scrubbing 
centers, around the world and across 
the Internet’s topology. However, with 
attack sources sometimes numbering 
in the millions, scrubbing centers each 
inevitably need to mitigate attack traf-
fic from growing numbers of well-pro-
visioned botnets. Scrubbing uses DPI, 
thereby adding computation overhead 
to the network/transit overhead. This 
frames the fundamental impedance 

mismatch: distributed attacks versus 
relatively centralized mitigations. As 
just an illustration, we present three ex-
amples that the state of the Internet can 
be categorized and evaluated: architec-
tural, volumetric, and economic.

Fundamentals of the 
state of the union
Our reliance on DPI for detection and 
remediation has resulted in increasing 
dependence on keeping our defenses 
in large computation/network capacity 
data centers. For example, with reflec-
tor attacks leveraging application-level 
semantics (for example, NTP’s monlist 
and memcached’s GET) and the in-
creased use of TLS, terminating and 
interpreting traffic has necessitated 
backhauling traffic to DPI in scrubbing 
centers. This has framed a fundamen-
tal asymmetry: large volumes of attack 
traffic from more sources with increas-
ingly better provisioned networks ver-
sus fewer and centralized remediation. 
This asymmetry is further exacerbated 
by the increased complexity of web 

applications and use of encryption. Our 
mitigation techniques are predicated 
on matching mitigation bandwidth to 
ever-growing aggregate distributed at-
tack volumes, and we need a different/
more distributed solution. For example, 
in 2015, the Defense Advanced Research 
Projects Agency announced a call for 
“Extreme DDoS Defense” that included 
a solicitation to “[disperse] cyber assets 
(physically and/or logically).”10

Some techniques to disperse net-
work-based remediation focus on us-
ing network-layer routing, like Border 
Gateway Protocol’s (BGP’s) FlowSpec, 
remotely triggered black-holing, and 
others. However, without the necessary 
application-level expressiveness, this 
can unfortunately lead to collateral 
damage to well-behaving (nonattack) 
sources that happen to be on the same 
network (such as in the same BGP pre-
fix) as attackers.

Another network-layer defense, 
called Internet Protocol (IP) anycast, 
uses BGP routing to replicate services. 
Anycast allows operators to position 
services near clients and provides re-
dundancy. However, Internet Archi-
tecture Board RFC 709411 describes 
some known limitations: “IP control 
packets from a DNS client may initially 
be routed to one anycast instance, but 
subsequent IP packets may be delivered 
to a different anycast instance.” Recent 
work12 examined the DNS anycast root 
server system while under sustained 
DDoS and concluded that there is a 
“need to understand anycast design for 
critical infrastructure, paving the way 
for future study in alternative policies 
that may improve resilience.”

Volumetric state of the union
The volumetric state of the union—vol-
umes of attack traffic versus carriers’ 
and providers’ provisioned capaci-
ties—paints a similarly disconcerting 
picture. Service providers (SPs) buy 
transit in gigabits per second (Gbit/s) 
links in multiple locations from multi-
ple carriers. Internet exchange points 
and carrier capacity are also often of-
fered in Gbit/s. Large carriers’ global 

The increasingly relative ease of acquiring large 
volume attack sources has elevated the appeal of 

volumetric DDoS attacks to adversaries.
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aggregate capacity may approach, and 
in some cases achieve, terabits per sec-
ond (Tbit/s). However, this does not 
mean any given ingress point to a carri-
er’s network is itself a Tbit/s link. Gen-
erally, aggregate capacity in Tbit/s is a 
summation of router/regional capaci-
ties (Gbit/s). However, the aggregate at-
tack traffic of the largest DDoS attacks 
is already over 1 Tbit/s. In an aggregate 
view, a recent observation from opera-
tional measurements quotes that “at-
tacks [are] growing in size faster than 
network growth.”3

Unfortunately, often the aggregate 
capacity is not near attack sources, and it 
can be topologically very far from attack 
sources. While the volume of observed 
DDoS attacks has already crippled criti-
cal infrastructure, the potential sizes of 
attacks is far worse than anything that 
we have seen to date. “The Internet’s ca-
pacity attenuates the total throw weight 
a DDoS attack can generate; the farther 
a target is from components of a net-
work, the less traffic that will make it 
across any congested links between the 
target and the attack source.”13 In other 
words, this can result in service degra-
dation and outages to other Internet 
services whose traffic shares congested 
routing infrastructure as they become 
collateral damage. This was also noted 
during the Spamhaus/Cloudflare DDoS 
of 2013.14 When attack sources are to-
pologically far from mitigation, their 
traffic is backhauled across transit and 
peering infrastructure to scrubbing 
centers causing terabits of attack traf-
fic to potentially be routed to gigabit 
scrubbing centers. Even in the case of 
high-capacity scrubbing centers, the 
centralized nature of the mitigation en-
ables attack traffic to permeate network 
links far from the sources of attack.

The largest DDoS attacks that we 
have seen are already larger than the 
provisioned capacity of many of the 
large providers’ and carriers’ capac-
ities. In 2016, the U.S. Department of 
Homeland Security started a program 
called DDoS Defense, whose starting 
position was that “one day” DDoS could 
swell to 1 Tbit/s.15 By 2017, the largest 

DDoS attacks had already reached 
that, and in 2018 DDoS attacks quan-
tifiably exceeded that, as shown in Fig-
ure 1.16 Recent work has estimated that 
the Internet-wide capacity to launch 
volumetric reflective amplification 
DDoS attacks is “two orders of magni-
tude larger than the Dyn attack.”17

Economic state of the union
Using SPs’ outlays to protect against 
DDoS also paints a grim picture. In 

2000, DDoS attacks on Yahoo, eBay, 
and several other major Internet ser-
vices led the news and raised alarms. 
Now, almost 21 years later, protection 
rackets exist in gaming spheres. On-
line gaming and gambling sites are 
frequently held hostage for ransom 
by DDoS threats,18 and sometimes 
attacks are launched simply to gain 
gaming advantages. Generally, all on-
line services today need DDoS protec-
tion, and companies expect to pay for 
defensive protections against inevita-
ble DDoS attacks. The DDoS mitigation 
market was US$1.94 billion in 2018 and 

is growing. Furthermore, there has 
also been a DDoS-for-hire (sometimes 
known as a booter) grey-market for 
roughly a decade.

The motivations for launching DDoS 
attacks can be diverse. For example, in 
2015 the hacktivism group Anonymous 
threatened to—and then did—launch 
a DDoS attack against the DNS root 
server system.16 The stated goal of this 
attack was to disrupt all transactions 
on the Internet by rendering the DNS 

inoperable. While unsuccessful, this 
attack illustrates that sometimes DDoS 
attacks are launched to wreak Internet 
havoc and do not have a specific target.

ADDRESSING ROOT  
CAUSES
Internet providers and clients seek pro-
tection from DDoS attacks in advance of, 
during, and subsequent to them. How-
ever, there are no official authorities 
to enforce or remedy DDoS. There is no 
government mandate or Internet regu-
latory body that has the authority or is 
even in a position to offer remediation 

FIGURE 1. The peak attack sizes through March 2018.16 
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or help, and not everyone would want 
to bestow such global authority to an 
organization. As of today, we must pay 
for help, and we have privatized our 
defenses. This begs the unfortunate 
question: what would a proper remedy 
to DDoS attacks even look like? Consid-
ering that DDoS traffic often originates 
from multiple countries, may transit 
through separate jurisdictions, may lie 
about where it comes from (spoofing), 
and the fact that the Internet’s infra-
structure is operated by private corpo-
rations, is it even feasible that any entity 
could provide official remedies to DDoS 
attacks? We feel the biggest challenge, 
which must be addressed first, is to ex-
amine the root-cause vulnerabilities 
that enable DDoS attacks and then to 
develop mitigation techniques.

In next month’s column, we will de-
tail the approaches that are used 
to combat DDoS today, examining 

scenarios and conditions under which 
they perform well. We will also ex-
plore opportunities and directions for 
basic and applied research to address 
the fundamental attack vectors that 
DDoS attacks exploit. 
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By the academy, I mean the collection of accredited 
undergraduate universities and research-ori-
ented graduate programs. We need not put a fine 
point on this definition, for what I say below ap-

plies to virtually the entire academic frontier.

UNHINGING THE ACADEMY FROM 
CORE PRINCIPLES
Most of the top-tier state universities are state supported in 
name only. That wasn’t the case 50 years ago. But over the 
past half century, there has been a steady erosion of state 
financial support for public postsecondary education. This 
has been replaced by increases in student tuition and fees, 
federal support for specific initiatives (for example, the 
G.I. Bill and Title IX), charitable contributions, business 
support of special programs, cost-sharing revenue from 
external (grant) funding, and the like. At this point, most 
of the larger public universities, and all of the more pres-
tigious public universities, receive less than half of their 
revenue from state coffers, and that revenue percentage 
decreases every year. A half century ago the term public 

university meant that the primary sup-
port was tax dollars. But for many 
years, politicians have rejected the 

premise that support of public universities is a public re-
sponsibility. Many of you will remember that enrollment 
in the University of California system was tuition free un-
til Ronald Reagan became governor. Any resident of the 
state who qualified for admission to the University of Cali-
fornia system received a tuition waiver. Even if the tuition 
wasn’t free in most other states, it was heavily subsidized. 
This isn’t ancient history; it was just a few decades ago.

We will set aside the question of whether and to what 
extent taxpayer support of higher education is a public 
good. Instead, I’ll deal with a less controversial issue: the 
negative consequences that follow from the erosion of 
public support. The most obvious downside is that the lack 
of tax support has increased the financial burden on the 
students through increases in tuition and fees. I remem-
ber a university president proclaiming that his tripling of 
tuition would not create a heavy burden for the students 
because he had identified a plentiful supply of private, 
high-interest loans. This overlooked two second-order 
downsides: 1) the George W. Bush administration changed 
the bankruptcy laws so that students could never get out 
from under their student debt (they were singled out as a 
special class of undeserving debtors in this regard), and 2) 
this is the same sort of de facto economic slavery that was 
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used against the sharecroppers after 
the Civil War. The idea that heaping 
permanent debt on students might off-
set the advantage of the plentiful sup-
ply of high-interest loans apparently 
never bothered him.

Contemporaneous with the shift of 
funding away from the taxpayer sup-
port were two other phenomena.

1. We entered the era of the pro-
fessional administrator.

2. State and institutional leader-
ship warmed to the concept of 
performance-based funding, 
although the phrase is actually a 
misnomer. Performance-based 
funding as it is applied in higher 
education circumscribes a 
family of metrics that purport to 
assess outcomes (nothing wrong 
with that), while in reality they 
just measure the academic beans 
that are the easiest to count.

Since the close connection between 
these two phenomena may not be ob-
vious to nonacademics, I’ll elaborate. 
In the gilded era of higher education, 
the 40 years after the end of the World 
War II, administrators tended to be 
drawn from the pool of faculty who 
were well respected for their academic 
prowess. In those years, administra-
tors would not normally be confirmed 
by regents or trustees unless they were 
vetted by the faculty. These adminis-
trators 1) understood how a university 
worked; 2) subscribed to the core value 
of providing students with a diversi-
fied, well-rounded education; 3) recog-
nized that the uniqueness of the every 
institution was one of its strengths; 4) 
were not disposed to mission creep; 5) 
had a strong commitment to the qual-
ity of the entire educational experi-
ence (which has degenerated into the 
goal of maximizing external funding); 
and 6) were relatively immune to both 
labor trends and academic fads. These 
values were then subsumed under a 
shared governance model that split 
the oversight between an administra-
tion and faculty.

This began to change about 50 years 
ago as we entered the era of the profes-
sional administrator (which coincided 
with the decline of the aforementioned 
gilded era). The professional admin-
istrators became increasingly distant 
from the core functions of the univer-
sity (teaching, research, and service), 
less likely to be distinguished teach-
er-scholars themselves, and, as a result, 
less likely to enjoy the respect of the aca-
demic community they allegedly served. 
As the demand for faculty vetting di-
minished, other stakeholders like trust-
ees, legislators, business leaders, and 
their lobbies, together with major bene-
factors, began to exert more control over 
the administrative selection process. 
And as their influence increased and the 
appreciation of institutional core goals 
decreased, a race to the bottom ensued, 
where efficiency and economy displaced 
the core academic principles discussed 
above. This is not to imply that efficien-
 cy and economy are necessarily at odds 
with lofty academic principles, but, as we 
shall see, the devil lay in the details.

This shift of emphasis from core 
academic principles to efficiency and 
cost cutting changed institutional pri-
orities permanently.1,2 It moved the 
modern taxpayer-supported univer-
sity away from education, enlighten-
ment, and literacy to indoctrination, 
skill development, and job training, 
while at the same time the shared 
governance model degenerated into 
a market-based free-for-all. Along the 
way, the quality of the senior aca-
demic leadership became less edu-
cation- and student-centric and more 
expense minded, which produced a class 
of leadership that was the worst of two 
worlds: unqualified to run a profitable 
business and incapable of adding any 
real value to the educational experi-
ence. One major consequence of this 
duality was the race by professional 
administrators to performance-based 
funding—another one of those catch-
phrases that sounds good in principle 
but is in practice vacuous.

Under a performance-based fund-
ing model, units that underperform 

will experience budget decline. This is 
the soft version of the “rank-and-yank” 
system that Enron used to become the 
prestigious corporate icon it is today. 
Under performance-based funding, ev-
erything rests on metrics. Since there 
is no way to measure the intangibles 
known as quality, value, or public good, 
the professional administrator-man-
ager substitutes other measures that  
pretend to be their correlates. (Appear-
ance is reality, after all.) We illustrate 
by means of the following commonly 
employed metrics:

 › the cost of a degree as measured 
on a per-student basis

 › the graduation rate measured 
as a percentage of students who 
follow their program of study 
through to graduation

 › enrollment per unit as measured 
by full-time equivalent or stu-
dent credit hour

 › the academic progress rate as a 
percentage of total student body 
with a grade point average (GPA) 
> 2.0

 › the retention rate as a percent-
age of the current students who 
are retained in the program and 
proceed to the next term

 › the cost of class/program expressed 
as cost per student per class

 › the degrees in strategic areas ex-
pressed as a number or percent-
age of total degrees given [for 
example, science, technology, 
engineering, and mathematics 
(STEM)].

The first thing to notice is how easy 
these parameters are to measure (read: 
count). While there is no automated 
heuristic that can be used to assess 
educational quality, these metrics 
can all be measured perfectly well on 
a Commodore 80 spreadsheet. In this 
way, the performance-based funding 
model shifts the burden of thought-
ful oversight and common sense to 
spreadsheet accounting.

We concede that all of these met-
rics seem reasonable on the surface. 



 J U LY  2 0 2 0  95

It’s only in the light of the practical 
consequences that the absurdity be-
comes transparent. It is through this 
pragmatic lens that any claim of social 
good disappears and the moral hazard 
rears its ugly head. (The moral hazard 
in this case incentivizes university 
employees to do those things that ac-
tually undercut their primary mission 
of delivering a quality education.)

This is certainly the case with met-
ric 1, the cost of a degree, which, on 
the surface, seems to be a plausible 
measure of efficiency. After all, when 
it comes to public expense, less is bet-
ter, right? However, this metric does 
not measure efficiency at all. For one 
thing, “cost” applies to infrastructural 
cost—not the cost of curriculum deliv-
ery. In addition to direct instructional 
expenses, institutional cost includes 
the amortized construction and main-
tenance expenses of buildings and 
grounds; the support of an entourage 
of assistant-, deputy associate-, and 
vice-presidents and chancellors in 
charge of virtually nothing important; 
institutional investments; facilities 
and administrative expenses; athletic 
program costs; and so forth, none of 
which are directly tied to the educa-
tion of any student. Of course, classes 
must be held in buildings and clean 
bathrooms are required, but a very 
large percentage of an administrative 
budget for a university is dictated by 
legislative policies and administra-
tive decisions independent of the ex-
pressed needs of faculty, students, and 
staff to deliver the curriculum—and 
may even be unknown to them. 

Professional administrators, like 
their corporate counterparts, measure 
their importance in terms of the size of 
their budgets and not proof of whether 
anything important resulted from the 
expense. We note that in the calcula-
tion of metric 1 (TOTAL BUDGET/#_DE-
GREES), the professional administra-
tors, legislators, and trustees control 
the numerator. If they want to claim 
increased efficiency, they either have 
to shrink the numerator (which would 
entail cutting their own budgets) or 

grow the denominator. Talk about a 
no-brainer. Thus, academic units will 
be directed to increase the number of 
degrees if they want to protect their 
budgets. We note that no discussion 
of academic standards is involved. The 
professional administrator has steered 
the academy toward a diploma-mill 
model of productivity. Thus, metric 1 is 
not a useful measure of educational ef-
ficiency at all but simply a measure of 
administrative budget priorities. From 
a perspective of the faculty and aca-
demic units and academic standards, 
it is paradigmatically a moral hazard.

Metric 2, graduation rate, shares 
the same problem as metric 1. There 
are several factors that prevent grad-
uation rate from being a reliable mea-
sure. First, based on my more than 40 
years of experience in academia, the 
single most important factor in the 
failure of students to graduate is fi-
nancial, so one consequence will be 
that institutions serving the more 
disadvantaged communities will find 
metric 2 the most onerous. As with 
cost of a degree, an academic unit that 
wants to avoid a budget penalty will be 
incentivized to increase the number 
of graduates in absolute terms and ad-
just matriculation standards accord-
ingly. Other things being equal, aca-
demic standards are inversely related 
to graduation rates and enrollments. 
You can see where this is going. At 
any given time, there is a finite pool 
of qualified college applicants to go 
around, so if all schools draw more stu-
dents from this finite pool, they will 
have to lower the admission standards 
to accommodate them all. This is what 
is informally known as the butts in 
seats dilemma. We note that this is 
exacerbated when students succumb 
to insurmountable financial pressure, 
which has the effect of further shrink-
ing the pool of qualified students for 
reasons that have nothing to do with 
academic ability. Riddling such stu-
dents with student debt may amelio-
rate the butts in seats problem for the 
institution, but it creates dire financial 
problems for students. 

We note that metric 3, enrollment 
per unit, is a variation of the same 
theme shared with metrics 1 and 2. 
They all have counterproductivity and 
predictable adverse consequences in 
common. However, metric 4, academic 
progress rate, puts a different twist on 
the issue. While metrics 1–3 directly 
affect student enrollment, metric 4 
affects student performance. The in-
evitable consequence of rewarding ac-
ademic units that satisfy a proscribed 
overall GPA is grade inflation, pure 
and simple. When academic leader-
ship dictates that failure to achieve 
a minimal overall student GPA will 
negatively impact the unit budget, the 
effect will be that the overall GPA will 
chase after the required minimum. 
(Crack addicts call this “chasing the 
bell.”) Chairs and deans aren’t stupid 
and know how to chase their prover-
bial budgetary bell. 

The same holds true for metric 5, 
retention rate: if the academic unit 
is penalized for losing too many stu-
dents to dropout and withdrawal, it 
will find creative ways to prevent the 
students from dropping out and with-
drawing. To use coarse measures like 
unit GPA and student retention with-
out addressing the underlying causes 
is absurd on its face. What is more, 
dropout and failure are as normal a 
part of education as they are in sports 
and business. Thus, it takes very little 
imagination to see that metrics 2–5 
are direct contributors to a scholastic 
moral hazard—that is, the actual con-
sequences are directly at odds with the 
very quality of educational delivery 
that the performance-based budgeting 
model promised to improve. The very 
fact that performance-based funding is 
taken seriously by legislators, trustees, 
and professional administrators shows 
that they are focused on the diploma 
and not the underlying quality of ed-
ucation. Why? Because diplomas are 
easy to count. Once again, all of these 
efforts are counterproductive in the 
sense that their effect is the opposite of 
their alleged intention. The same effect 
would result from any similar system 
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used in manufacturing if the budget 
of a quality control division was deter-
mined by ad hoc metrics that dealt only 
with the quantity of goods produced 
and cost per unit. Over time, the num-
ber of rejects and cost per unit will go 
down, and the output will increase. No 
news there. But any claim that these re-
sults are a useful measure of the qual-
ity of the goods produced is silly. In 
any competitive environment worthy 
of the name, a company that uses these 
metrics will fail.

We note that metric 6, cost of class/
program, is a doubly bad metric as it 
fails to measure anything useful while 
also creating internal strife between 
academic units as they fight to avoid 
being at the bottom of the list of effi-
cient programs. The inevitable conse-
quence of this metric is huge classes 
where the class size works against 
the quality of instruction. Nowhere 
is this more problematic than in com-
puter science and computer engineer-
ing, where the enrollments of critical 
courses that require extensive pro-
gramming and interactivity have been 
driven to dangerous levels.

We conclude by addressing the po-
litically hot-button issue of what con-
stitutes a strategically important pro-
gram of studies when this will likely 
be determined by the same academic 
leaders who control the overall cost 
of education as well as lobbying from 
corporate interests. One such strate-
gic folly is motivated by the so-called 
“STEM crisis.” We’ll refer the reader to 
resources that the STEM crisis is now, 
always has been, and likely always will 
be, a myth that is propagated for the 
economic benefit of corporations to 
lower labor costs and leave it at that.3–6

BAYH–DOLEFUL
While we’re on the subject of moral 
hazards, I’ll take the opportunity to 
discuss one of the most ill-advised 
pieces of federal legislation in the past 
50 years, the Bayh–Dole Act (B–D).7 
This act was rushed through the 1980 
lame duck session of Congress and is so 
hydra-headed that its ultimate effects 

were virtually impossible to foresee. For 
present purposes, we narrow our atten-
tion to the single issue: whether any pos-
itive consequences of B–D could have 
been achieved by alternative legislation 
that avoided the negative, punitive tax 
consequences to the citizen. When ap-
proached from this perspective, it is not 
obvious that B–D was an overall public 
good. But, for better or worse, in terms 
of federally supported research, 1980 
was a watershed year.

The alleged motivation of the bill 
was to facilitate technology trans-
fer to the private sector. Proponents 
claimed that the federal government 
was spending billions of dollars on 
research that was not translating into 
commercialized products (that is, 
products that private industry could 
turn into a profit). We’ll pass over the 
fact that this claim was largely false.8,9 
But even if it were true, it didn’t logi-
cally follow that B–D was the most de-
sirable path of legislative action. This 
observation was made at the time the 
bill was introduced and partially ex-
plains why support in Congress was 
slow to develop. In the end, the major-
ity accepted without proof the claim 
that the recommended changes in U.S. 
patent policy could be leveraged to stir 
innovation and make the U.S. economy 
more competitive without significant 
expense to the taxpayer (which is also 
false). The accelerated congressional 
decision making is best understood in 
terms of a prevailing political attitude 
that any effort that would make pri-
vate industry more profitable was de-
sirable. The received view in Congress 
was that the focus should remain on 
innovation to the exclusion of any neg-
ative externalities like wealth transfer 
from taxpayer to corporations. The 
question of whether the legislation 
would be economically fair to the tax-
payer was not taken seriously.

One of the subordinate claims by 
private-sector supporters was that 
future innovation and economic se-
curity demanded that the current fed-
eral patent policy be overturned. For 
one thing, existing policy specifically 

prevented the exclusive licensing of 
federal patents. Corporatists argued that 
such restrictions were hostile to pri-
vate enterprise. Specifically, the source 
of the hostility was thought to be two 
patent policies established in 1941: the 
policy known as license model, whereby 
the government retained a royalty-free 
license to use any federal patent, even 
if the license was sold to a private party, 
and the policy known as title model, 
where all federal licenses had to be non-
exclusive.9–11 Both models, the business 
lobby claimed, inhibited the stimula-
tion of innovation by forcing competi-
tion on the licensees. Apparently, it was 
believed that anything less than unfair 
competitive advantage would stifle tech-
nology transfer.

While this aspect of the status quo 
had to be eliminated, a second aspect 
of the status quo was deemed abso-
lutely essential: the federal subsidy of 
the costs of research. Bayh–Dole legis-
lated that the federal taxpayer should 
continue to pay for research but give 
up any existing entitlement to recoup-
ment and royalty-free license sharing. 
A blind eye to monopolistic practices 
that might result from exclusive li-
censing was also called for.

It is in this more complete context 
that B–D can be understood. In this 
context, it becomes clear that the com-
mon view that B–D has been an un-
qualified success as the driving force 
behind innovation in the United States 
for the past 40 years12 is excessively 
simplistic. There is no denying that B–D 
made it easier for commercial interests 
to take advantage of patents resulting 
from federal research support. Nor can 
it be denied that universities and re-
search centers that participated in the 
research have been able to derive con-
siderable revenue from the patents that 
resulted. But in all other important ar-
eas, the public value of B–D is mixed at 
best. For example, one special provision 
in the original legislation restricted the 
exclusive licensing arrangements to 
small businesses, which has some ap-
peal to the fair-minded set. However, 
this provision was disingenuous and 
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only lasted a few years. Ronald Reagan 
repealed this provision by executive 
order seven years later, so that even 
the largest corporations could exploit 
the monopolistic value of the exclusive 
licenses.13 Similarly, recoupment and 
royalty-free use provisions in the orig-
inal draft were equally disingenuous 
and quickly eliminated from consider-
ation. But the provision that made it all 
of the way from first draft to final pas-
sage was the massive wealth transfer 
from the taxpayer to the private sector. 
Not surprisingly, the three groups who 
remained the strongest champions 
of B–D throughout were university 
research administrators, the business 
community, and legislators who sup-
ported such wealth transfers to the pri-
vate sector on principle. The former two 
groups were motivated by economics, 
while the latter was driven by ideology.

We cannot accept the premise that 
B–D contributed to the velocity of 
innovation without also discussing 
the considerable cost to the taxpayer.  
The most important question at that 
time, and that remains today, is not 
whether B–D increased the commer-
cialization of federally supported re-
search but, rather, whether the bene-
fits outweighed the costs. Specifically, 
intelligent analysis demands that we 
inquire whether alternative modifi-
cations of federal patent policy might 
have achieved much the same results 
without heaping such abuse on the 
federal taxpayer. This question is al-
most entirely overlooked by commen-
tators, even those who claim objectiv-
ity in their reports to Congress.12

B–D perverts a pure capitalist model 
of risk management whereby the inves-
tor uses the best, but admittedly imper-
fect, knowledge available to determine 
whether a prediction of future sales of 
a product or service will both cover 
the costs of production and deliver a 
reasonable profit. In the simplest case, 
costs to commercialize patents arise 
from research and development. But 
under B–D, research costs of affected 
projects are subsidized and thus ar-
tificially low. However—and this is a 

critical point—under B–D, the party 
that underwrites the research is not al-
lowed to participate directly in any of 
the profit. What is more, if the license 
leads to a useful consumable, B–D 
guarantees that the taxpayer will pay 
even more, as he will have to also pay 
the licensee a profit. In plain terms, 
B–D guarantees that a taxpayer’s price 
for any commercialized product of 
tax-supported research will always be 
inflated when compared to the pre-
B–D federal patent policy. That is a log-
ical consequence of the bill.

Thus, B–D corrupts the expected 
correlation of risk and reward. Of 
course, there are other models that 
are corrupting. Cost-plus contracts, 
for example, virtually eliminate risk. 
But at least they have the saving grace 
of having a cap put on profits. B–D 
minimizes an important part of the 
risk but without any corresponding 
limit on profit. Thus, unlike cost-plus 
contracts, B–D not only decouples 
risk and reward, it also introduces an 
asymmetry between risk and profit. 
In fact, from the taxpayer’s point of 
view, B–D licensing actually creates an 
inverse relationship between the risk 
and profit. This is crony capitalism at 
its finest. To paraphrase country art-
ist Jerry Reed, the corporations and 
universities got the mine, and the tax-
payer got the shaft.

Of course, other observations may 
be made with regard to such issues as 
whether the absence of competition 
baked into B–D will lead to optimal 
allocation of resources. Economist 
Kenneth Arrow observed that there 
is a natural inclination for businesses 
to underinvest in research because of 
risk. In addition to this natural down-
ward bias, there will also be a natural 
inclination to oppose any undertaking 
that does not lead to monopoly through 
exclusive licensing. But, Arrow ar-
gues, these conditions will ultimately 
“reduce the efficiency of i nvent ive 
activity in general and will therefore 
reduce its quantity also.” Further, opti-
mal technology transfer decisions will 
result from the least-restrictive flow 

of research information even when 
the profit potential for any particular 
licensee may be suboptimal. Arrow 
offers a proof that the incentives to 
invent are greater in competitive mar-
kets in his 1962 paper.14

So, B–D actually creates its moral 
hazard by encouraging business be-
havior that 1) is unfair to a primary 
sponsor (taxpayer), 2) disincentivizes 
corporations to make optimal technol-
ogy transfer decisions, 3) reduces the 
efficiency of inventive activity, and 4) 
makes the resulting markets less com-
petitive. The B–D Act is a poster child 
for ill-advised legislation.

We repeat that these points were 
made as the legislation was introduced 
by public figures from Ralph Nader to 
Admiral Hyman Rickover.8,11,9 But the 
appeal of reducing corporate risk while 
maximizing profit potential proved too 
powerful to overcome in Congress. 
Even research from a Nobel Laureate 
in economics didn’t affect the deliber-
ation. However, from the point of view 
of the country and the liberal politi-
cians who were tricked into support-
ing it, the B–D Act has proven to be a 
Faustian bargain.

We have given two examples 
of radical changes that have 
negatively impacted higher 

education: the move to professional ad-
ministrators and the crony capitalistic 
way that B–D handled federally sup-
ported research. These changes weren’t 
inevitable. In both cases, major nega-
tive consequences were anticipated by 
thoughtful scholars at the time these 
decisions were made. I have elsewhere 
used the term spinfluenza to describe 
the speed with which really bad ideas 
take hold over politicians, business, 
and administrative leaders.15 At this 
point, spinfluenza in higher education 
has achieved pandemic proportions.

Those who are sympathetic to my 
arguments might ask how these mis-
takes might be undone. Obvious so-
lutions are unrealistic. Professional ad-
ministrators will not easily welcome 
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additional accountability for defending 
their budgets to legislators and trust-
ees when the problem can be so easily 
offloaded to subordinate units. In this 
case, the correction would have to be 
top-down and inspired by state lead-
ership. B–D is an entirely different can 
of worms. Perhaps the most direct ap-
proach would involve repeal. However, 
that would carry with it political lia-
bilities from the donor class. However, 
much improvement could be achieved 
through the simple restoration of re-
coupment and nonexclusive licensing 
provisions. The strong suit of this ap-
proach is that the original arguments 
to repeal these provisions were so lame 
that they might be politically embar-
rassing to defend anew.

It must be admitted that what we’ve 
called the collapse of the academy is 
the gradual result of complex political 
and social forces that have surfaced in 
many factors and forms. A complete 
discussion would include the follow-
ing (to name but a few) 

 › the effect of changing the pub-
lic's perception of faculty tenure

 › the dilution of shared gov-
ernance and the subtle pro-
gression in the direction of 
authoritarianism

 › the thorny issue of what consti-
tutes acceptable academic  
free speech

 › academic standards that have 
become moving targets

 › the question of how one might 
meaningfully measure quality 
scholarship

 › changing public expectations of 
postsecondary education

 › the rise in importance of nar-
row-focus stakeholders and 
their effect on institutional 
decision making

 › the widespread acceptance of 
donations and gifts that are 
restricted to uses that support 
particular ideologies and  
belief systems

 › the political antagonism to 
the principle of a diversified, 

well-rounded education by 
groups who seek to maximize 
uniformity of beliefs and consent

 › the impact of social media on the 
educational experience

 › the pressure for online delivery 
to reduce the cost of service.

We will cover some of these topics in 
future columns. Throughout this series, 
we advance the notion that the race to 
academic postmodernity is inconsistent 
with those academic principles that led 
us to the economic success and quality 
of life that we currently enjoy. 

REFERENCES
1. B. Ginsberg, The Fall of the Faculty: 

The Rise of the All-Administrative Uni-
versity and Why It Matters. New York: 
Oxford Univ. Press, 2011.

2. P. Eckel, Changing Course: Making the 
Hard Decisions to Eliminate Academic 
Programs (Studies on Higher Educa-
tion), 2nd ed. Lanham, MD: Rowman 
and Littlefield, 2009.

3. H. Berghel, “STEM crazy,” Computer, 
vol. 48, no. 9, pp. 75–80, Sept. 2015. 
doi: 10.1109/MC.2015.256.

4. H. Berghel, “STEM revisited,” Com-
puter, vol. 47, no. 3, pp. 70–73, Mar. 
2014. doi: 10.1109/MC.2014.72.

5. R. N. Charette, “The STEM crisis is a 
myth,” IEEE Spectrum, Aug. 30, 2013. 
Accessed on: Apr. 26, 2020. [Online]. 
Available: http://spectrum.ieee 
.org/at-work/education/the-stem 
-crisis-is-a-myth

6. M. S. Teitelbaum, Falling Behind? 
Boom, Bust, and the Global Race for 
Scientific Talent. Princeton, NJ: Princ-
eton Univ. Press, 2014.

7. U.S. Senate and House. 96th Con-
gress. (1980, Dec. 12). Public Law 
96-517, Chapter 30: Prior art citations 
to office and reexamination of patents, 
(aka the Bayh–Dole Act), 94 STAT. 3015. 
Accessed on: Apr. 26, 2020. [Online]. 
Available: https://history.nih.gov/
research/downloads/PL96-517.pdf 

8. M. Kenney and D. Patton, “Reconsid-
ering the Bayh–Dole Act and the cur-
rent university invention ownership 
model,” Res. Policy, vol. 38, no. 9,  

pp. 1407–1422, Nov. 2009. doi: 
10.1016/j.respol.2009.07.007.

9. J. Washburn, University Inc.: The Cor-
porate Corruption of Higher Education, 
New York: Basic Books, 2005.

10. R. S. Eisenberg, “Public research 
and private development: Patents 
and technology transfer in govern-
ment-sponsored research,” Virginia 
Law Rev., vol. 82, no. 8, pp. 1663–1727, 
1996. doi: 10.2307/1073686.

11. R. Nelson, “The market economy, and 
the scientific commons,” Res. Policy, 
vol. 33, no. 3, pp. 455–471, Apr. 2004. 
doi: 10.1016/j.respol.2003.09.008.

12. W. H. Schacht, “The Bayh–Dole Act: 
Selected issues in patent policy and 
the commercialization,” Congres-
sional Research Service (CRS) Report 
for Congress prepared for members 
and committees of Congress, Rep. 
no. RL32076, Dec. 3, 2012. Accessed 
on: Apr. 26, 2020. [Online]. Avail-
able: https://fas.org/sgp/crs/misc/
RL32076.pdf

13. Exec. Order No. 12,591, R. Reagan. 
(1987, Apr. 10). Facilitating Access 
to Science and Technology, cf. 1(b)(4). 
Accessed on: Apr. 26, 2020. [Online]. 
Available: https://ipmall.law.unh 
.edu/sites/default/files/BAYHDOLE/
latkinPDF/Executive_Order_No. 
_12591,_Office_of_the_Press 
_Secretary,_4-10-1987.pdf 

14. K. Arrow, “Economic welfare and the 
allocation of resources for inven-
tion,” in The Rate and Direction of 
Inventive Activity: Economic and  
Social Factors, National Bureau of 
Economic Research. Princeton, NJ: 
Princeton Univ. Press, 1962, pp. 
609–626. 

15. H. Berghel, “Borderline execu-
tive disorder,” Computer, vol. 48, 
pp. 82–86, Apr. 2015. doi: 10.1109/
MC.2015.96.



IEEE INTERNATIONAL SYMPOSIUM 
ON HARDWARE -ORIENTED 
SECURITY AND TRUST

REGISTER N
OW

!

REGISTER NOW: www.hostsymposium.org

6–9 Dec. 2020 • San Jose, CA, USA • DoubleTree by Hilton

Join dedicated professionals at the IEEE International Symposium on Hardware Oriented Security 
and Trust (HOST) for an in-depth look into hardware-based security research and development. 

Key Topics:

• Semiconductor design, test 
and failure analysis

• Computer architecture
• Systems security

• Cryptography 
and cryptanalysis

• Imaging and microscopy

Discover innovations from outside your sphere of infl uence at HOST. Learn about new research 
that is critical to your future projects. Meet face-to-face with researchers and experts for 
inspiration, solutions, and practical ideas you can put to use immediately.

6–9 Dec. 2020 • San Jose, CA

HOST
2020

Digital Object Identifier 10.1109/MC.2020.3000407



CS CONNECTION

100 C O M P U T E R   P U B L I S H E D  B Y  T H E  I E E E  C O M P U T E R  S O C I E T Y  0 0 1 8 - 9 1 6 2 / 2 0 © 2 0 2 0 I E E E

IEEE INTELLIGENT SYSTEMS 
“AI’S 10 TO WATCH” AWARD: 
CALL FOR NOMINATIONS
IEEE Intelligent Systems solicits nomi-
nations for its 2020 “AI’s 10 to Watch” 
Award. Candidates must have received 
their Ph.D.s in 2014 or later and have 
already made significant contribu-
tions to one or more areas of artificial 
intelligence (AI).

The selection committee is chaired 
by a member of the IEEE Intelligent 
Systems Editorial Board and consists 
of prominent AI researchers from 
various AI subfields and geographic 
regions of the world. To nominate a 
candidate, please provide the follow-
ing (preferably as a zip file):

 › a CV, including a publication list
 › two reference letters
 › a statement of not more than 

200 words that summarizes the 
candidate’s achievements in AI.

Nominations should be sent to: ieee@ 
ten-to-watch-in-ai.com. The deadline 
is 10 July 2020. View past awardees at 
www.computer.org/press-room/2018 
-news/ieee-intelligent-systems-ai-10-to 
-watch and http://doi.ieeecomputersociety 
.org/10.1109/MIS.2018.012001549.

CALL FOR IEEE COMPUTER 
SOCIETY AWARDS 
NOMINATIONS
The following IEEE Computer Society 
(IEEE CS) awards are seeking nomina-
tions by 1 October 2020:

 › Taylor L. Booth Education 
Award: www.computer.org/
volunteering/awards/booth

 › Mary Kenneth Keller Computer  
Science and Engineering  
Undergraduate Teaching Award: 
www.computer.org/ 
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Louri is the David and Marilyn 
Karlgaard Endowed Chair Profes-
sor of Electrical and Computer Engi-
neering at George Washington Uni-
versity (GW). He is the director of 
GW’s H ig h-Per for ma nce Comput-
ing Architectures and Technologies 
Laboratory.
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tion (NSF); U.S. Department of Energy; 
Air Force Office of Scientific Research; 
and companies including Intel, IBM, 
Cisco, Oracle, Raytheon, Physical Optics 
Corporation, and US West Technolo-
gies. He has received best article awards 
and best paper awards at several confer-
ences, and he has been named a distin-
guished visiting fellow at several inter-
national institutions.

Louri served as a program director 
in the NSF Directorate for Computer and 
Information Science and Engineering. 

He directed the core computer archi-
tecture program and was on the man-
agement team of several cross-cutting 
programs. While at the NSF, he initiated 
multidisciplinary research programs 
in several key areas of computer archi-
tecture, high-performance comput-
ing, emerging technologies, resiliency, 
and security. The most notable among 
these is the Scalable Parallelism in the 
Extreme Program (SPX), which is now 
in its sixth year.

Louri served as steering commit-
tee chair, program committee chair, 
general chair, and keynote speaker of 
many IEEE/ACM international confer-
ences and symposia, including general 
chair for the IEEE International Sympo-
sium on High-Performance Computer 

Architecture (HPCA) 2019, HPCA 2007, 
and the 2020 IEEE International Con-
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the development of the reproducible 
scientific image analytics platform 
BisQue. He has made fundamental 
contributions to image/video segmen-
tation, image forensics, registration, 
feature extraction, image search, and 
retrieval that have been documented in 
more than 300 peer-reviewed publica-
tions. The impact of his technical work 
is demonstrated by an h-index of 70 
(Google Scholar) and more than 33,000 
citations, with six of his publications 
cited more than 1,000 times. He holds 24 
U.S. and international patents, many of 
which relate to technologies that were 

incorporated into the ISO/MPEG-7 stan-
dard. BisQue software is now adopted 
as a core service by the NSF-supported 
CyVerse Cyberinfrastructure (http://
cyverse.org) that serves thousands of 
active users.
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that received the 2013 IEEE Transactions 
on Multimedia Best Paper Award and 
a coauthor of a paper that received the 
Excellent Paper Award at the 2013 ACM 
International Conference on Distrib-
uted Smart Cameras. He is a successful 
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-achievement. 
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