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Motivation
The aim of this Special Issue is to publish technical papers in microwave and millimeter-wave communication and sensor 
systems. In recent years, we have seen a strong resurgence in such systems due to 5G and satellite communications, auto-
motive radars, precise location services, UaV tracking, imaging radars, STAR (simultaneous transmit and receive systems 
also known as self-duplex), power amplifiers with digital pre-distortion, antenna tuning with closed loop functions, 
etc. Also, silicon chips are becoming more complex with multiple transmit and receive beamforming channels, up and 
down-conversion mixers, synthesizers, ADCs and DACs and even digital signal processing decision circuitry all on the 
same die. The silicon (and III-V front-end) solutions can be considered as stand-alone and are connected to antennas (or 
antenna arrays) for operation. For such complex systems, it is not required to know the detailed operation of every circuit 
or component, and it is more important to look at the solution from a systems perspective, such as co-design of the RF 
blocks with the antennas and with the DSP back-end, and the decision algorithms for the respective application areas. 
Also, calibration and test of such complex systems is critical, and novel techniques are needed to reduce the calibration 
cost which can lead to a reduction in system cost. The increased impact of microwave and millimeter-wave systems is 
noticeable throughout society, especially in 5G communications, automotive radars, safety/security applications, and in 
bio-medical sensors.

Topics of interest to be covered by the Special Issue include, but are not limited to
• Systems and system-level demonstrations for communications and radar sensing, including but not limited to: active and pas-

sive phased arrays using different beamforming technologies, MIMO arrays, repeaters, self-duplex and active nulling
arrays, polarization diversity, closed-loop antenna tuning solutions, dual- or multi-band arrays, reconfigurable arrays, 
calibration and test techniques, etc. Applications for 5G, point-to-point links, SATCOM, automotive radars, position
sensing, and other standards are especially welcome.

• System-level integrated circuits and/or sub-systems using multiple chips, including but not limited to: communication and
radar chips with multi-channel transceivers, power amplifiers with wideband digital pre-distortion and envellope
tracking, signal cancelling chips for self-duplex systems at the RF, IF and DSP level, and other complex systems on a
chip. Circuits using solid-state (BiCMOS, SiGe, CMOS, SOI CMOS, GaAs, GaN and any combination) and non-solid-
state technologies (RF MEMS, BST, liquid crystal, phase-change, etc.) are solicited.

• Packaging and module technologies, including but not limited to: complex packaging design for multifunction wideband
systems, high power/thermal considerations, module technologies for receivers and transmitters, antennas-in-pack-
age and wafer-scale systems.

• Review papers, including but not limited to: papers summarizing the state of the art in automotive radars, SATCOM, 5G, 
point-to-point links, sensing systems, power amplifier digial predistortion, etc. are also encouraged. Potential authors
should contact the editors to discuss their submission and to get approval for this special category.

Authors must consult the link https://www.mtt.o rg/author-information-transactions/ for submission instructions.

Guest Editors
Prof. Gabriel M. Rebeiz
University of California, San Diego, USA
rebeiz@ece.ucsd.edu
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University of California, Santa Barbara, USA
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elcome to the February 
issue of IEEE Microwave 

Magazine. Around the time 
you receive this issue in mid-January, 
both IEEE Radio and Wireless Week 
and the European Microwave Week 
series of conferences will be completed 
(or nearly so). We then look forward to 
the IEEE Microwave Theory and Tech-
niques Society (MTT-S) flagship con-
ference, the International Microwave 
Symposium (IMS) and International 
Microwave Week, 6–11 June 2021, in 
Atlanta, Georgia. In fact, a short pre-
view of IMS can be found within this 
issue. Between now and June, there 
are a number of smaller conferences 
scheduled, and our “Conference Cal-
endar” at the end of the magazine 
summarizes those events.

In addition to conference informa-
tion, the February issue is devoted 
to articles covering various passive 
component technologies and their 
applications. These articles are from 
various researchers in the field and 
are separate from our MTT-S technical 

committee (TC) focus issues, of which 
we have a number planned over the 
next several months. If you have 
thought about writing a technology 
overview article, please consider IEEE 
Microwave Magazine as a publication to 
showcase your work. You do not have 
be part of a TC focus issue to publish 
in the magazine.

The first of three technical features 
this month is “Negative Group Delay 
Circuits and Applications,” by Xiao et al. 

The phase characteristics of filters and 
other multiport networks are often a 
secondary performance metric when 
designing these circuits, with more 
emphasis placed on magnitude proper-
ties, such as insertion or return loss or 
gain. However, the overall circuit per-
formance in terms of delays and dis-
tortion increases with positive group 
delay behavior, and, to compensate 

A Look at the February Issue
■ Robert H. Caverly

Robert H. Caverly (rcaverly@villanova 
.edu) is with Villanova University, Villanova, 

Pennsylvania, USA.

Digital Object Identifier 10.1109/MMM.2020.3037385
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■ Gregory Lyons

Administrative Committee Experience

This month, it is my 
pleasure to introduce 
you to our president-

elect for 2021, Rashaunda 
Henderson, as well as three 
IEEE Microwave Theory and 
Techniques Society (MTT-S) 
Administrative Commit-
tee (AdCom) members—
Wenquan (Cherry) Che, 
Goutam Chattopadhyay, 
and Nuno Borges Carv-
alho—who were re-elected 
to a second three-year term 
(2021–2023) during our fall 
(now desig nated AM3) 
AdCom elections in Sep-
tember 2020. They have all 
provided a brief biography 
and a statement of their perspectives 
on the MTT-S. The perspectives of 
these experienced AdCom members 
are important because it is our AdCom 
that keeps the MTT-S healthy and 
moves it in new directions for the ben-
efit of our overall Society membership.

The MTT-S AdCom voting mem-
bership consists of elected and ex-offi-
cio members. There are typically 21 
elected members divided into groups 

of seven, each serving staggered three-
year terms. Starting in 2019, two of 
the seven for each three-year term are 
elected by the MTT-S membership 
at large (previously, only one was). 
The remaining five for each term are 
elected by the MTT-S AdCom. 

There are term limits for elected 
AdCom members of three three-year 
terms, for a total of nine years. Ex-officio 
members of the AdCom include the 
three most recent past presidents, hon-
orary life members of the AdCom, and 
the editors-in-chief of our publications. 

The complete organization of 
the AdCom can be found on 
our website at https://www.mtt
.org/administrative-committee
-officers.

The MTT-S is a very active 
IEEE Society. If you would 
like to get involved as a vol-
unteer in the MTT-S, fill out a 
contact form at https://www
.mtt.org/connectme, and we will 
make sure you get connected.

Rashaunda M. 
Henderson
Rashaunda M. Henderson (Fig-
ure 1) received the B.S.E.E. 
d e g r e e  w i t h  h ig hest  hon-
ors from Tuskegee Universi-

ty, Alabama, in 1992. She received 
the M.S. and Ph.D. degrees in electri-
cal engineering from the University 
of Michigan, Ann Arbor, in 1994 
and 1999, respectively. From 2000 

Digital Object Identifier 10.1109/MMM.2020.3035971
Date of current version: 11 January 2021

 Gregory Lyons 
(g.lyons@ieee.org),  
is with Lincoln 
Laboratory, 
Massachusetts 
Institute of 
Technology, Lexington, 
Massachusetts, USA.
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to 2007, she was an R&D device engi-
neer at Freescale Semiconductor, Inc. 
(formerly Motorola Semiconductor 
Product Sector) in Tempe, Arizona, 
working in the microwave and mixed-
signal technology labs 
for wireless embedded 
systems. In fall 2007, she 
joined the University of 
Texas at Dallas in Rich-
ardson, Texas, where she 
is an associate professor. 
She is cofounder of the 
High-Frequency Cir-
cuits and Systems Labo-
ratory, which facilitates 
millimeter-wave design 
and the development 
of components, circuits, 
and integrated packages 
and antennas for com-
munication systems. 
She has authored/co-
authored more than 90 journal and con-
ference papers/presentations in the field of 
microwave circuits and electronic pack-
aging for high-frequency applications.

President-Elect Perspectives
I aspire to lead the MTT-S into this 
new decade as we face a world that 
has dramatically changed as a result of 
the pandemic. Due to the global shut-
down, we all clearly understand our 
dependence on the advances and in-
frastructure that have been afforded us 
by microwave theory and technology. 

This pause in our normal way of doing 
things has also created opportunities 
to explore how the MTT-S can make 
contributions in health care, aerospace, 
safety, and security. I look forward to 

working with the MTT-
S AdCom to continue to 
maintain our relevance 
and seek ways to i n-
spire and educate to-
day’s youth and young 
professionals.  It  i s 
through our continued 
efforts to collaborate 
with other Societ ies 
and maintain a global 
presence that we will 
succeed and develop 
pathways allowing us 
to grow. In spite of what 
it looks like today, the 
best is yet to come!

Wenquan (Cherry) Che
Wenquan (Cherry) Che (Figure 2) re-
ceived the B.Sc. and M.Sc. degrees 
from Nanjing University of Science 
and Technology in 1990 and 1995, 
respectively, and the Ph.D. degree 
from City University of Hong Kong 
(CityU), China, in 2003. She was a re-
search assistant with CityU in 1999, 
a visiting scholar with the Polytech-
nique de Montréal of Canada in 2002, 
and a Humboldt Research Fellow at 
the Technische Universitat Munchen 
from 2007 to 2008. She is currently a 

professor at the South China Univer-
sity of Technology. She has published 
more than 250 international journal 
articles. Her research interests include 
microwave circuits and antenna tech-
nology. She has received numerous 
awards, including the China Young 
Female Scientists award in 2008, Dis-
t inguished Young Scientist award 
from National Natural Science Foun-
dation of China in 2012, and several 
IEEE Best Student Paper awards from 
the 2017 IEEE Global Symposium on 
Millimeter-Waves, 2016 IEEE Interna-
tional Conference on Microwave and 
Millimeter-Wave Technology, 2016 
IEEE MTT-S International Microwave 
Workshop Series on Advanced Materi-
als and Processes, and 2015 IEEE Asia-
Pacific Microwave Conference. She is 
currently the editor-in-chief of Micro-
wave and Optical Technology Letters.

AdCom Member Perspectives
I am highly motivated to continue 
my service in the MTT-S AdCom and 
to help our Society in its further ad-
vancement over the coming years. 
First, I hope to promote the vision and 
value of the MTT-S within/outside the 
microwave community and attract 
more active members. This requires 
dynamic Chapter-level activities spon-
sored through the MTT-S AdCom’s 
Education and Membership and Geo-
graphic Activities (MGA) committees, 
both of which can provide incentives 

Figure 2. Wenquan (Cherry) Che. Figure 3. Goutam Chattopadhyay.

Due to the global 
shutdown, 
we all clearly 
understand our 
dependence on 
the advances and 
infrastructure 
that have been 
afforded us 
by microwave 
theory and 
technology.

Figure 1. Rashaunda M. Henderson.
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and benefits through high-quality 
programs and events. 

Second, I hope to expand the tech-
nical boundary of the MTT-S and 
explore cross-discipline fields. This 
can be achieved through new confer-
ences and journals sponsored jointly 
with other sister/partner Societies, 
reshaping our Society for its sustain-
able development. 

Third, I hope to inspire women 
and young profess iona l s  in the 
MTT-S through their augmented vis-
ibility in the microwave community. 
For such purposes, professional and 
social events organized through the 
Education Committee and the Women 
in Microwaves Subcommittee under the 
MGA Committee can provide helpful 
opportunities and platforms.

Goutam Chattopadhyay
Goutam Chattopadhyay (Figure 3) is a 
senior research scientist at the NASA 
Jet Propulsion Laboratory, California 
Institute of Technology (Caltech), and 
a visiting professor at Caltech, Pasa-
dena. He received the Ph.D. degree in 
electrical engineering from Caltech in 
2000. He is a Fellow of IEEE and of the 
Institution of Electronics and Telecom-
munication Engineers (India) as well 
as an MTT-S Distinguished Microwave 
Lecturer (DML). His research interests 
include microwave, millimeter-wave, 
and terahertz systems and radars for 
space applications. He has more than 

350 publications in international jour-
nals and conferences and holds more 
than 20 patents. He is also the recipient of 
more than 35 NASA Technical Achieve-
ment and New Technol-
ogy Invention awards. 
He received the IEEE 
Region 6 Engineer of the 
Year award in 2018, the 
IEEE Transactions on 
Terahertz Science and 
Technology Best Jour-
nal Paper award in 2020 
and 2013, and the Best 
Paper award for antenna 
design and applications 
at the 2017 European 
Conference on Anten-
nas and Propagation.

AdCom Member 
Perspectives
As a DML, I traveled the globe interact-
ing with students, young profes-
sionals, researchers, industry experts, 
and others and observed firsthand 
their enthusiasm about microwaves, 
millimeter-waves, and terahertz. At the 
same time, there is a lack of growth in 
MTT-S membership. It is crucial that we 
find new ways to attract students and 
young professionals to our Society. We 
need to strengthen our DML program 
so that many DMLs can travel the world, 

especially Region 10 (Asia-Pacific) 
as well as Africa and the Middle East, 
where membership growth potential 
is huge. There is tremendous hunger 

among the students 
in these areas to learn 
about microwaves, but 
they lack resources to 
attend conferences out-
side their Region. 

As an MTT-S Ad -
Com member, my focus 
will be on Women in 
Microwaves and Young 
Professionals events. It 
is imperative that we 
address gender inequal-
ity and diversity. Our 
success depends on 
catching the imagina-
tion of the next genera-
tion of engineers, of all 

colors, creeds, and genders, and filling it 
with a future in microwaves.

Nuno Borges Carvalho
Nuno Borges Carvalho (Figure 4) is 
currently a full professor and a se-
nior research scientist with the Institute 
of Telecommunications, University 
of Aveiro, Portugal, and a Fellow of 
IEEE. He has coauthored several books 

Figure 4. Nuno Borges Carvalho.
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hen I was a child, 
every few years 

my  f a m i ly  would 
fly from the United States to 
Europe to visit relatives. In 
that era, flying was not com-
monplace; it was an occasion. 
Men would wear suits and 
ties; women would wear a 
nice dress and stockings. Leg 
room was spacious, and seats 
reclined more than a few cen-
timeters. Food and drink were 
plentiful, and service was 
attentive. This was in coach 
class. We flew on Boeing 707s 
and Douglas DC-8s, which 
carried about 150 passengers. 
It was expensive. We traveled 
to Europe only every few years 
because of the cost. My par-
ents needed to save up money 
to afford to pay for all of us.

By the time I was in college, 
air travel had started to change. 
Low-cost carriers had come into 

being. When I finished my undergrad-
uate studies, I traveled to the United 
Kingdom with my girlfriend (now wife) 
on Laker Airlines. Laker flew wide-
body McDonnell–Douglas DC-10s 
that carried about 300 passengers. 

We wore comfortable clothes, 
and the atmosphere was decid-
edly informal. Our airfare was 
US$150 one way, which was 
much more affordable than 
full-fare carriers.

As I embarked on my career 
as an engineer and as my wife 
and I started a family, air 
travel became routine. Our 
family would fly to vacation 
destinations and to visit rela-
tives, sometimes more than one 
trip a year. My wife and I often 
flew for business trips. Air 
travel was no longer a spe-
cial occasion. In recent years, 
air travel has become a tedium.

As 2020 began, I antici-
pated numerous trips around 
the United States and beyond—
more than a dozen. Then, in 
March, it all came to an end. I 
returned from my fourth trip of 
the year on February 28, and I 
haven’t been to an airport since. 
It’s been the same for many of 

us. According to airport checkpoint 
data from the U.S. Transportation 
Secur it y Agency, in September 
2020,  the agency handled fewer 
than one third the passengers it did 
in September 2019.

Digital Object Identifier 10.1109/MMM.2020.3035972
Date of current version: 11 January 2021

Fred Schindler (m.schindler@ieee.org) 
consults on management issues in Boston, 

Massachusetts, USA. 

Travel, Revisited
■ Fred Schindler

W

©SHUTTERSTOCK.COM/CLAUDIA BALASOIU



February 2021 13

The pandemic has caused us to 
change how we live and work. Just as 
we have learned that many of us can 
work effectively from home, we’ve 
also found success interacting virtually 
with people in distant locales. Almost 
all conferences have been virtual since 
March 2020. Business meetings have 
largely been transacted via tele-
conferencing. We’ve connected with 
distant relatives and friends via video 
chat. Is travel dead?

As I’m writing this, my daugh-
ter, who lives on the west coast of the 
United States, is planning to visit us 
for the holidays in December. We won’t 
have been together for a full year. 
Travel will pose a risk of exposure to 
the coronavirus for my daughter, but 
my wife and I are looking forward to 
her visit despite the risks. So are my 
other children. I suspect many other 
people will travel over the holidays, 
despite the pandemic.

My experiences with travel, and 
my family’s, are similar to what many 
have experienced, both recently and 
over the past several decades. U.S. 
Department of Transportation statis-
tics corroborate the long-term trend. 
Air travel continuously increased 
between 1960 and 2000. From 2000 
to 2015, air travel continued to grow, 
although there were a few years of tem-
porary decline after the 11 September 
2001 terrorist attacks and during the 
Great Recession in 2008–2009.

These general air travel statistics 
don’t provide any insights into how 
the trends for business and leisure 
travel differ. I suspect that the growth 
in business travel has slowed, or may 
even have started to decline, over the 
10 years prior to the COVID-19 pan-
demic. There has been ever-growing 
adoption of telepresence throughout 
the 21st century. I recall, even in 1995, 
using a PictureTel system. That system  
was hampered by the limited band-
width of the telephone networks of 
that time and was a poor surrogate for 
physical interaction.

Over the past 10 years, telepres-
ence systems have become much more 
capable and have been able to take 

advantage of ever more bandwidth 
to provide a more satisfactory meet-
ing experience. The cost has come 
down significantly, and today we 
find that we can have an adequate 
meeting experience with most any 
smart phone or laptop computer. 
An example is the pervasive Zoom 
meetings we have had throughout 
the pandemic.

Prior to the pande mic, businesses 
were relying ever more on virtual 
meetings as an alternative air travel. 
Businesses want to  avoid both 
the cost of travel and the inevitable 
employee downtime while traveling. 
Regardless, business air travel hasn’t 
disappeared. Telepresence, no matter 
how good, isn’t a suitable replacement 
for all meetings.

Leisure and personal travel are 
different. Here, a virtual experience is 
a poor substitute. A 40-min Zoom call 
with relatives cannot replace a multi-
day visit. A virtual tour of a cultural 
site is far from the experience of physi-
cally visiting. I’m sure that, prior to the 
pandemic, leisure travel growth con-
tinued to be strong, regardless of the 
trends in business travel.

What does the future hold, from 
our vantage point several months into 
the pandemic? Leisure travel came to 
an almost complete halt at the onset 
of the pandemic. But some, like my 
daughter, are making personal trips, 
and more will certainly do so. She 
is traveling to see family, which is 
different from purely leisure travel. 
Anecdotally, I also know that some 
people are again starting to travel 
purely for leisure.

Business travel, in the pandemic, 
has been different from leisure travel. 
While it dropped dramatically at the 
onset of the pandemic, it continued 
throughout and has gradually been 
growing. I have an acquaintance in 
Boston who works in sales. Part of 
his territory is in Chicago, and he 
occasionally needs to travel and visit 
potential and existing customers. That 
type of business interaction is all but 
impossible to replicate virtually, so this 
is essential travel.

Routine, nonessent ia l business 
travel, of the type that most engi-
ne er s  a nd e ng i neering managers 
do, can, in many cases, be replaced 
by telepresence. It was under pres-
sure before the pandemic and all but 
came to a halt at the pandemic’s onset. 
Meanwhile, for many of us, work from 
home has continued virtually. We 
have become accustomed to virtual 
meeting tools and found that most 
routine interactions can be satisfied 
with them.

I’m sure nonessential business 
travel will recover, too, but almost 
certainly not to its prepandemic lev-
els. Nonetheless, we are social beings, 
even if sometimes awkwardly so. We 
still have a need to meet face to face, 
so we will travel again. I hope to see 
you soon at an upcoming MTT-S spon-
sored conference.

We want 
to hear 
from you!

Do you like what you’re reading?    
Your feedback is important.  
Let us know—
send the editor-in-chief an e-mail!  

IMAGE LICENSED BY GRAPHIC STOCK
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Quiz: Take a look at the image 
in Figure 1 and guess what it 
represents.

a) a Venn diagram representing polit-
ical polarization in a neighborhood 

b) hexagonal close packing in a ger-
manium crystal

c) a cellular radio concept
d) none of the above.

If you guessed c), you can give 
yourself a pat on the back. Figure 1
appeared in a 1947 Bell Labs internal 
technical memorandum [1] by D.H. 
Ring. While 1947 is now remembered 
as the year when the transistor was 
invented (also at Bell Labs), the eight-
page document filed by Ring laid the 
foundation for what has become the 
dominant communication technology 
in the 21st century. In the context of 
car phones, Ring made the following 
modest proposal [1]:

In this memorandum it is pos-
tulated that an adequate mobile 
radio system should provide 
service to any equipped vehicle 
at any point in the whole coun-

try. Some of the features result-
ing from this conception of the 
problem are discussed along 
with reference to a rather obvi-
ous plan for providing such ser-
vice. The plan which is outlined 
briefly is not proposed as the 
best solution resulting from ex-

haustive study, but rather is pre-
sented as a point of departure 
for discussion and comparison 
of alternative suggestions which 
may be made.
While Ring was the first person 

to document the concept of cellular 
mobile communication, he acknowl-
edged that the idea originated with 
another Bell Labs scientist, W.R. 
Young, who had “pointed out . . . 
the best general arrangement for the 
minimum interference and with a 
minimum number of frequencies 
is a hexagonal layout in which each 
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station is surrounded by six equidis-
tant  stations [1].”

So what is Bell Labs up to now? 
Owned currently by the Finnish 
company Nokia, it recently received 
a US$14.1 mill ion contract from 
NASA to design and develop a 4G 
network on the moon [2]. According 
to Bell Labs, “Astronauts will use 
its wireless network for data trans-
mission, controlling of lunar rov-
ers, real-time navigation over lunar 
geography (think Google Maps for 
the moon), and streaming of high-
definition video” [2]. It is all a part of 
the long-term NASA plan [3], “which 
entails 37 launches of private and 
NASA rockets, as well as a mix of 
robotic and human landers . . . with 
a ‘Lunar Surface Asset Deployment’ 
in 2028, likely the beginning of a 

surface outpost for long-duration 
crew stays.”

At least in principle, the proposed 
4G network should “work better on the 
moon than it does here—it won’t have 
any trees, buildings or TV signals to 
interfere with the 4G signal” [2]. On the 
other hand, it will have to be “specially 
designed to withstand the particulari-
ties of the lunar surface: extreme tem-
perature, radiation and space’s vacuum. 
It will also stay functional during lunar 
landings and launches, even though 
rockets significantly vibrate the moon’s 
surface” [2]. Like the 5G networks 
being developed currently on Earth, 
the lunar mobile network will make 
use of the so-called small cells [2], [4]. I 
can’t wait to see images of an astronaut 
traipsing around on the moon asking, 
“Can you hear me now?”
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for these nonidealities, negative group 
delay circuits are often employed. 
This article covers a number of circuit 
topologies for group delay compensa-
tion, along with numerous references, 
allowing you to delve deeper into the 
operation of these circuits. 

In the second article, “Waveguide 
Components Based on Multiple-
Mode Resonators,” Wong et al. look 
at the use of multimode resonators in 
waveguides as a method to improve 
the frequency selectivity of the reso-
nator while reducing the overall foot-
print. The article provides a tutorial 
on multimode waveguide resonators 
and shows numerous examples of 
these structures in applications such 
as diplexers, filters, and baluns. 

The third feature, “Tunable Balanced 
Power Dividers” by Lin et al., provides 
an overview of balanced power divid-
ers. Balanced power dividers (and 
their combining counterparts) are 
particularly useful because the bal-
anced nature of their circuit operation 
provides some immunity to common 

mode issues as well as noise. A num-
ber of circuits are shown with expla-
nations of their operation; an extensive 
reference list is also provided for those 
wishing to learn more. 

We also have an “Application 
Notes” column in this issue by Zubair 
Ahmed, “Revisiting the Binomial 
Multisection Transformer.” This im -
pedance matching structure is com-
monly studied in various microwave 
engineering textbooks, but the author 
takes a different approach in explain-
ing its operation. If any of your stu-
dents have difficulty understanding 
common textbook approaches, this 
alternative explanation may be useful.

Also in this issue is the MTT-S pres-
ident’s column, where Dr. Gregory 
Lyons introduces you to  the new 
MTT-S president-elect for 2021 as 
well as returning Administrative 
Committee (AdCom) members for 
new three-year terms. As you have 
read about in the previous Society 
news “Spotl ight” columns on the 
various AdCom committees, the MTT-S 

AdCom is a group of volunteers 
engaged in promoting the direction 
and growth of the Society. 

One area that the AdCom is in  volved 
with is the organization, promotion, 
and presentation of our MTT-S webi-
nar series, and this month we have a 
short column on the planned webinars 
through the middle of the year. We also 
have a review of the recently published 
book Millimeter-Wave Circuits for 5G and 
Radar that you may wish to read or add 
to your library. Our “MicroBusiness” 
column speaks to all members about 
the pandemic restrictions on travel and 
how they affect the way we work as 
well as our lives. In addition, we have 
a “Microwave Surfing” column focus-
ing on the origins of the concept of cel-
lular mobile communication. Finally, 
Dr.  Takash i  Oh ira cont i nues h is 
“Enigmas, etc.” series with another 
waveform engineering problem for you 
to solve. The solution to last month’s 
enigma is also included. I hope you 
enjoy the issue.

From the Editor’s Desk  (continued from page 6)
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ith the rapid development of new-
generation communication tech-

nology such as multiple-input/
multiple-output technology, ul-

trawideband communication, and 
5G technology, communication systems have higher 
requirements for the quality of signal transmissions. 

Achieving this quality requires attention not only to sig-
nal amplitude characteristics but also to phase charac-
teristics because of the long delays and signal distortion 
that come with positive group delay (PGD). However, 
negative group delay (NGD) circuits are an effective 
way to compensate for PGD and decrease the variability 
of passband group delay.

Negative Group 
Delay Circuits and 

Applications

Jian-Kang Xiao, Qiu-Fen Wang, 
and Jian-Guo Ma
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In the past few years, NGD circuits [1]–[23], both passive 
and active, have been designed using resistance-inductance-
capacitance (RLC) circuit resonators [1], utilizing the signal 
attenuation characteristics of a bandstop filter (BSF) [2]–
[6] and absorptive [4] and matched techniques [7]–[10] to 
enhance the attenuation of S11 for reducing the reflection 
to the source, which is helpful to overcome the undesired 
standing waves and instability problems of microwave 
system terminals. Other methods, including signal-
interference techniques [13], effective negative dielectric 
permittivity techniques [15], use of a composite right-/left-
handed transmission line [19], and microwave transversal 
filter approaches [23], have also been used to implement 
NGD circuits. Tunable NGD circuits [16] and suspended 
multilayer NGD circuits [17] have also been developed. 
A time-domain experiment of an NGD circuit [24] has 
also been done. A major disadvantage of NGD circuits is 
their large signal attenuation (S21), which requires more 
power compensation.

The design of NGD circuits focuses on NGD time 
and bandwidth, signal attenuation, and matching, 
which all differ from BSFs. However, NGD circuit 
designs can be based on BSFs because of their simi-
lar signal attenuation characteristics. Of course, other 
methods are also effective for NGD circuit design.

Because of their very useful PGD compensation and 
passband group delay flatness, NGD circuits have been 
applied to various microwave circuits in communica-
tion systems for uses such as improving the efficiency 
of feedforward amplifiers [25], minimizing beam-squint 
delay flatness in phased-array antennas [26], eliminating 
phase variation with frequency in broadband-constant 
phase shifters [27], realizing non-Foster reactive elements 
[28], [29], producing NGD characteristics in power divid-
ers (PDs) [30]–[32] and couplers [33], [34] to minimize the 
effect of the PGD of traditional circuits, and incorporat-
ing time-delay cancellation in sensors [35].

The NGD Phenomenon
Group delay was proposed by Nyquist and Brand [36] 
to describe phase linearity. It refers to the delay of the 
whole signal when a group of signals pass through a 
transmission system and can be defined as

( )
( )

d
d

gx ~
~

z ~
=- (1)

with ( ) ( ),S j21+z ~ ~=  where ( )z ~  is the phase, S21 is 
the transmission coefficient of a two-port network, and 
~  is the angular frequency. It yields
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It can be seen that the group delay drives the slope 
of the phase-frequency characteristic curve: a nega-
tive slope leads to a PGD, while a positive slope leads 

to an NGD, as shown in Figure 1(a); the correspond-
ing lumped-element circuit is displayed in Figure 1(b). 
NGD occurs in the frequency range where the signal is 
absorbed or attenuated to the maximum; therefore, a tra-
ditional NGD circuit is based on the bandstop structure 
of series/parallel RL resonators. Figure 1(b) is a typical 
∏-shaped lumped-element NGD circuit, where both the 
input and output terminal reference impedances are Z0.

It should be noted that group delay is the delay time 
of the signal envelope, not the phase delay of a single 
frequency, because there is no group delay for a single 
frequency. Thus, a group delay is also called an enve-
lope delay. The transmission waveform distortion can 
be minimized when the group delay is constant.

NGD is commonly accompanied by a superlumi-
nal phenomenon. Superluminal speed, here, is not the 
speed of energy or information transmission but the 
group speed of the signal, so this kind of speed, which 
is greater than the speed of light in free space, does not 
contradict Einstein’s theory of relativity, which states 
that no speed can exceed the speed of light.

Assume that a modulated Gaussian pulse (an input 
pulse) enters an arbitrary resonant circuit, such as 
a two-port network. If the circuit is lossless and the 
bandwidth of the input pulse is relatively narrow, the 
output waveform will lag behind the input waveform, 
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Figure 1. NGD and a typical lumped-element circuit.  
(a) The schematic curves of NGD and its phase [37].  
(b) A typical P–shaped lumped-element NGD circuit [37]. 
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which causes the output port to have a PGD, that is 
;0out in2x x-  meanwhile, the waveform remains basi-

cally unchanged, as illustrated in Figure 2.
Let the propagation length of the input pulse in 

free space (lossless) be l; the propagation time for the 
pulse reaching the peak would be / .l cmaxin-x =  But, 
when the resonant circuit has loss and the propaga-
tion length of the pulse is still l, then the propaga-
tion time for the output envelope reaching its peak 
value would be / ,l vgmaxout-x =  where c is the velocity 
of light in free space and vg is the phase velocity of 
the output envelope. If vg > c (superluminal), we have 

,max maxin- out-2x x  as shown in Figure 2, which would 
lead to the NGD [38]

.0max maxout in- - 1x x x= - (3)

Of course, in theoretical analysis, for an NGD time 
of ,01x vg can also be negative (negative group 
velocity), and in this case, the contribution of the 
lumped part dominates that of the free propaga-
tion path [39].

The NGD effect can be regarded as the electro-
magnetic (EM) wave passing through the dispersion 

medium or circuit and its output signal amplitude 
envelope reaching the medium or circuit in time-
advance without delay, as depicted in Figure 2. It also 
indicates that lossless networks always have a PGD, 
while loss introduces the NGD. In other words, for pas-
sive reciprocal networks, loss is a necessary condition 
for the generation of NGD.

General Conditions of NGD Transmission
NGD originates from a BSF, and a resonator-feeding 
line coupling is one of the more effective methods for 
BSF design, one that is also commonly used for NGD 
circuit design. The general condition of NGD can be 
obtained by using a resonator-feeding, line-coupling 
structure from the energy storage [40].

A typical coupling open-loop resonator is shown in 
Figure 3(a), where the coupling between the open-loop 
resonator and the input port is by the semicircular cou-
pled structure. An equivalent circuit of the single-port 
coupling structure is displayed in Figure 3(b), where 
the parallel RLC circuit represents the open-loop reso-
nator with a self-resistance of R, a self-inductance of L, 
and a self-capacitance of C, and the parallel LcCc circuit, 
which denotes the mixed electric/magnetic coupling, 
represents the coupling between the open-loop resona-
tor and the input port; here, Lc and Cc denote the mag-
netic and electric couplings, respectively. To simplify 
the calculation, an admittance inversion converter is 
used to replace the parallel LcCc circuit, as presented 
in Figure 3(c).

According to microwave network theory, the 
reflection phase of the equivalent circuit can be 
obtained from the reflection coefficient and formu-
lated as [40]
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Figure 3. A resonator-feeding, line-coupling structure and its equivalent circuit model [40]. (a) A coupling structure, (b) the 
equivalent circuit, and (c) the admittance inversion converter replacing the LcCc circuit. SRR: split-ring resonator. 
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where Y0 is the admittance of the source. The group 
delay at the resonant frequency / LC10~ =  can be 
expressed as
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It is noted that the denominator of (5) can be divided 
into two parts: 1) // ,J L C Y0

4
0
2~  which is related to 

the energy coupling between the resonator and the 
input port, and 2) // ,L C R0

2~  which is linked to the 
energy consumption of the resonator itself. Thus, it can 
be concluded that the group delay is determined by the 
energy storage capacity of the coupling structure, as 
shown in Figure 3.

The group delay of the coupling structure can be 
shown as [40] 

( ) ,

Q
Q

Q

1

4
d

e

e
0

0
0

2x ~

~

=
-c c m m

(6)

with inner quality factor /Q R C L0 =  and external 
quality factor / /Q Y C L Je 0

2= ^ h  [40]. It is clear from 
(6) that the sign of the group delay is determined by 
the ratio of Qe to Q0. When Qe1Q0, it is a PGD, but 
when Qe2Q0, an NGD can be obtained. Thus, NGD 
can be obtained in two ways. One is by increasing the 
resonator loss—which amounts to decreasing Q0—
but, because we know that the inner quality factor is 
always fixed when the resonator structure is certain, 
a resistor must be introduced to obtain the reduced 
Q0. The other approach is to increase Qe by reducing 
the coupling between the resonator and the source, 
which can be easily realized by enlarging the coupling 
distance between the resonator and the semicircular 
coupled structure.

It is important to note the relationship between group 
delay and the amplitude of S21 (insertion loss). Greater 
attenuation of S21 will introduce greater NGD time.

Design Methods of Microwave NGD Circuits

Design of BSF Multiband NGD 
Passive Circuits
NGD can be realized by utilizing the signal attenua-
tion characteristics of a BSF, such as the resonator-feed, 
line-coupling; stub/resonator-loaded; and defected 
microstrip structure BSFs, which are depicted in Fig-
ure 4(a)–(c), respectively.

A triband defected microstrip structure NGD cir-
cuit [6] with three composite L-shaped defections in a 
50-X  microstrip line is shown in Figure 5(a). The center 
frequencies of the first, second, and third bands can 
be controlled by the corresponding etched slot with 
lengths of l1, l2, and l3, respectively, while the desired 
NGD time of each band can be obtained indepen-
dently and easily adjusted by the corresponding resis-
tor connected across the slot. The triband NGD circuit 
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can be equivalent to a parallel RL circuit, as plotted in 
Figure 5(b), where Ri, Li, and Ci are the self-resistance, 
inductance, and capacitance of the RL resonator unit, 
respectively, and i= 1, 2, and 3. Rei is the loaded resis-
tance in each slot. The design concept can also be 
extended to a quad- or higher-band NGD circuit.

The parameters of the equivalent circuit can be 
extracted based on circuit theory and simulation opti-
mization. The forward transmission scattering param-
eters S21i (i= 1, 2, and 3) can be expressed as [2], [16]

( ) ( ) ,S e Y R Y C L1 1 2 4 1tii
j

i i21 0
2

0
2i ~ ~= - + + -i

(7)

with ( ),R R R R Rti ii ie ei= +  where Y0 is the characteris-
tic admittance of the input/output ports. The phase of 
S21, the group delay time, and the insertion loss can be 
obtained from (7) as

( ) ( ),arctan Y C L Y R2 1 1 2i i i ti0 0i ~ ~=- - + (8a)

( ),d S d R C Z R2 2i21
2

0ti ti+x ~=- =- + (8b)

| | ( ),S Z Z R2 221 0 0 ti= + (8c)

where Z0 is the port impedance with a value of 50 X , 
and / .Y Z10 0=

For the triband NGD circuit specifications of f01 =

2.8 GHz, .6 5 ns,01x =- f02 = 4.3 GHz, .5 4 ns,02x =-

f03 =  5.8 GHz, and 3 ns,03x =-  the equivalent circuit 
parameters can be calculated and extracted using the 
desired circuit specifications, (7) and (8a)–(8c), and 
the resonant frequency of / ( ),f L C1 2i i i0 r=  as listed 
in Table 1. The circuit model simulation result using 
the Advanced Design System (ADS) software is plot-
ted in Figure 6, which agrees well with the EM simu-
lation result.

The simulated EM field characteristics of the trib-
and NGD circuit for three different frequencies are 
shown in Figure 7, which indicates that each band of 
the NGD circuit can be controlled separately. The hard-
ware fabrication and the measurements are shown 
in Figure 8. The triband NGD circuit has a measured 
center frequency of 2.8/4.3/5.8 GHz, with an NGD 
time of −6.5/−5.4/−3 ns and an NGD bandwidth of 
120/180/250  MHz, respectively. The measurement ap -
proaches the simulation. The circuit has a compact size 
of 0.387 gm # 0.032 gm  (30 mm# 2.46 mm).

Another dual-band NGD circuit with a center frequen -
cy of 2.54/4.8 GHz and an NGD time of −3.34/−2.72 ns 

f01 = 2.8 GHz

f02 = 4.3 GHz

f03 = 5.8 GHz

f01 = 2.8 GHz

f02 = 4.3 GHz

f03 = 5.8 GHz

(a)

(b)

Maximum Minimum

Maximum Minimum

Figure 7. The simulated EM field distributions. (a) An 
electric field distribution and (b) a magnetic field 
distribution. 

1 2 3 4 5 6 7 8
–16
–14
–12
–10
–8
–6
–4
–2
0
2

G
ro

up
 D

el
ay

 (
ns

)

Frequency (GHz)

EM Simulated
Circuit Simulated

–30

–20

–10

0

10

20

30

M
ag

ni
tu

de
 S

21
 (

dB
)

Figure 6. A comparison of circuit and EM simulations. 

TABLE 1. The equivalent circuit parameters.

C1 (pF) L1 (nH) R1 (kΩ) Re1 (kΩ)

3.7101 0.8706 1.6095 2.7

C2 (pF) L2 (nH) R2 (kΩ) Re2 (kΩ)

1.7475 0.7771 4.3865 2.7

C3 (pF) L3 (nH) R3 (kΩ) Re3 (kΩ)

1.2257 0.6147 2.6041 2.7
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is illustrated in Figure 9(a), which is designed using 
the following process: first, etch a rectangular-shaped 
defection on the 50-X  microstrip transmission line; 
second, embed two stubs in the defection to generate 
the desired dual band; finally, add a resistor across 
the embedded stub and the microstrip line to obtain 
the desired NGD time. The circuit can be viewed as a 
combination of an L-shaped, stub-embedded reso-
nator, as presented in Figure 9(b), and a U-shaped, 

stub-embedded resonator, as shown in Figure 9(c), that 
control the second and first bands, respectively.

The simulated dual-band NGD circuit group delay 
and S21 variations with parameters l1 and l2 are dis-
played in Figure 10(a) and (b), respectively. Figure 10(a) 
shows that when l1 is increased from 9.2 to 11.2 mm and 
the other dimensions are fixed, the center frequency 
of the second band lowers gradually, while the group 
delay, S21 magnitude, and the circuit’s center frequency 
of the first band remain almost unchanged. Figure 10(b) 
indicates that the center frequency of the first band 
decreases when l2 increases, so the circuit’s center fre-
quencies can be individually controlled. Group delay 
and S21 behave similarly.

The simulated dual-band NGD circuit group delay 
and S21 variations versus resistor R are shown in Fig-
ure 11, which indicates that circuit signal attenuation and 
group delay can be controlled by an external resistor.

EM Simulated
Measured

30 mm

2.46 mm

1 2 3 4 5 6 7 8
–20

–16

–12

–8

–4

0

4

Frequency (GHz)

–24
–16
–8
0
8
16
24
32

M
ag

ni
tu

de
 S

21
 (d

B)

G
ro

up
 D

el
ay

 (n
s)

Figure 8. The fabrication and measured results of the 
triband NGD circuit [6]. 
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Figure 9. The dual-band NGD circuit structure and 
its composition. (a) The circuit structure. (b) Part 1 for 
working at f02. (c) Part 2 for working at f01. l0 = 12, l1 = 11.2, 
l2 = 10.7, h = 2, b = 0.6, w1 = c1 = 0.2, w2 = 0.3, w3 = 0.4, 
and w4 = 0.7. Unit: mm; R = 10 kΩ. 
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Figure 10. The simulated results of the group delay and 
the signal attenuation versus stub physical lengths l1 and l2. 
(a) The variation curves versus l1. (b) The variation curves 
versus l2. 
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The dual-band NGD circuit was fabricated on an 
RT/Duroid 5880 substrate with a dielectric constant of 
2.2 and a thickness of 31 mils; a photo and the mea-
sured results are presented in Figure 12(a) and (b), 
respectively. The measurements show that the NGD 
circuit centers at 2.6/4.9 GHz, with a signal attenua-
tion of −16.1/−17.3 dB and an NGD time of −3.9/−3.1 ns, 
which approach the simulation. The dual-band NGD 
circuit has a circuit size of 0.276 gm # 0.031 .gm

Although the dual and triband NGD circuits have 
controllable working frequencies and NGD times, the 

reflection wave to the source is inevitable because they 
are unmatched.

Design of Matched NGD Passive Circuits
According to microwave circuit theory, return loss 
(RL/S11) can be expressed as [41]

logRL 20 dB,C=- (9)

where C  is the voltage reflection coefficient of the 
terminal-loaded transmission line. When 1C =  (total 
reflection), RL= 0 dB, which would bring the whole 
reflection wave to the source and introduce unde-
sired standing waves and instability problems in the 
microwave system terminal. When ,0C =  the return 
loss can be achieved as RL 3= dB, the circuit would 
be matched, and the reflection wave problems would 
be overcome. Of course, an infinite return loss is only 
an ideal case.

A Matched NGD Circuit Using 
Impedance Transformers
Impedance transformers in the input/output ports 
[12] have been used for matched NGD circuit designs. 
Although this kind of technology has a simpler cir-
cuit topology, as depicted in Figure 13, the use of 
impedance transformers would provide a PGD time, 
which would bring uncertainty for the desired NGD; 
moreover, the circuit size would also be greatly 

TABLE 2. A performance comparison of NGD circuits 
with and without impedance transformers. 

Circuit/
Performance

NGD 
Time (ns)

S11 at 
CF (dB)

SA 
(dB)

NGD BW 
(MHz)

Matched NGD 
circuit

−6.5 −24 −21.2 90

Unmatched 
NGD circuit

−7.3 −5 −22.65 100

CF: center frequency; SA: signal attenuation (S21); BW: bandwidth.
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Figure 11. The group delay and signal attenuation 
variation curves versus R. 
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Figure 12. The fabrication and the measurements of the 
dual-band NGD circuit. (a) The fabricated hardware and 
(b) the measured results.  
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Figure 13. The NGD circuits (a) with and (b) without 
impedance transformers [12].  
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increased, as per the comparison in Figure 13(a) and 
(b). A measured performance comparison of NGD 
circuits with and without impedance transformers is 
listed in Table 2, where “matched” and “unmatched“ 
represent the circuit with and without impedance 
transformers, respectively.

A Matched NGD Circuit Using 
Resistor-Connected Coupled Lines
Coupled lines [7]–[10] are effective for matched NGD 
circuit designs. The design scheme of the NGD cir-
cuit with resistor-connected coupled lines is an open-
circuited, resonator-loaded structure that generates an 
NGD connected with a pair of shunt resistor-loaded 
coupled lines, which introduce matching [9]. The ideal 
circuit model is constructed by a pair of shunt resistor-
connected coupled lines with even-/odd-mode charac-
teristic impedances of Z1e and Z1o, an electrical length 
of ,1i  and an open-circuited resonator structure with 
characteristic impedances of Z2/Z3 and corresponding 

electrical lengths of ,/2 3i i respectively. [see Fig-
ure  14(a)]. The realized circuit structure is shown in 
Figure 14(b), where R is the resistance of the shunt 
resistor and ( )/ ,l ci i rei ~ f=  with i = 1, 2, and 3. Here, li
is the physical length of the ith microstrip line, ~  is the 
circuit angular frequency, ref  is the effective permittiv-
ity, and c is the velocity of light in free space.

The NGD circuit is designed at 3.5 GHz with an 
NGD time of −3.7 ns, an NGD bandwidth of 110 MHz 
( ),0x =  and a reflection coefficient attenuation of 32 dB. 

Port 1

P
or

t 1

P
or

t 2

Port 2

Z1e, Z1o, θ1 Z1e, Z1o, θ1

R
Z3, θ3

Z2, θ2 Z2, θ2

R

S
ho

rt
-C

irc
ui

te
d 

C
ou

pl
ed

 L
in

e

S
ho

rt
-C

irc
ui

te
d 

C
ou

pl
ed

 L
in

e

Open-Circuited Resonator

(a)

(b)

R R

l0

l1
l2

l3

l4
Via Hole

w3

w0

w1

w2

Figure 14. The matched NGD circuit with resistor-
connected coupled lines [9]. (a) The circuit model and (b) the 
circuit structure. 
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without matching [9]. (a) A comparison of S11 with and 
without matching. (b) A comparison of group delay with 
and without matching. 

Although the dual and triband NGD 
circuits have controllable working 
frequencies and NGD times, the 
reflection wave to the source 
is inevitable because they are 
unmatched.
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The resistor-connected coupled lines are used to obtain 
matching, which makes S11 greatly attenuated at the 
desired frequency. Figure 15(a) and (b) shows the simu-
lated S-parameter and group delay with and without 
resistor-connected coupled lines, respectively, which 
indicates that S11 has attenuated more than 30 dB at the 
center frequency when matched, while the group delay 
has a change of no more than 2.2 ns. Note that the pro-
duction of NGD is not dependent on matching because 
NGD can still be produced even without matching, 
as illustrated in Figure 15(b). The resistor-connected 
coupled lines are very helpful for S11 attenuation but 
have a very slight influence on S21, as demonstrated in 
Figure 16(a) and (b). The greatly attenuated reflection 
coefficient means that the reflection wave to the source 
can be greatly reduced, which is helpful in eliminating 
the undesired standing waves and instability problems 
of a microwave system terminal.

The fabrication and the measured results of the 
NGD circuit are shown in Figure 17(a) and (b). The 
NGD circuit has a measured S11 attenuation of more 
than 33 dB, an NGD bandwidth of no fewer than 120 MHz, 
and an NGD time of −4.6 ns. The NGD circuit has a 
compact size of 0.33 gm # 0.29 .gm

A Self-Matched NGD Circuit Using 
a Signal-Interference Technique
A self-matched NGD circuit using a signal-interference 
technique [13] is composed of two unequal Wilkin-
son PDs and a coupled-line phase shifter, as shown 
in Figure 18. One unequal PD is used to generate two 
path signals, the phase of which is shifted by the coupled 
line, while the other PD is used as a combiner to carry 
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Figure 17. The experimental results [9]. (a) The measured 
and simulated S-parameters. (b) The measured and 
simulated group delay. 
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Figure 18. A circuit model of the NGD circuit with a 
signal-interference technique [13].
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(a) S11/S21 variations versus l1. (b) S11/S21 variations versus w1. 
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out destructive interference for obtaining NGD char-
acteristics. The coupled line also helps in input/output 
matching. Photos of the fabricated hardware are shown 
in Figure 19(a) and (b), and the measured results are 
plotted in Figure 20(a) and (b), which demonstrate that 
the NGD circuit with a signal-interference technique has 
an NGD time of −2.09 ns, an insertion loss of fewer than 
18.1 dB, and a return loss of greater than 33 dB at the cen-
ter frequency of 1.02 GHz.

NGD Circuits Without Resistors
An NGD circuit based on a coupling matrix with a 
finite unloaded quality factor of resonators [22] has 
been designed and implemented, as shown in Figure 21. 
Unlike conventional NGD circuit topologies that use a 
lumped resistor R along with bandstop resonators, the 

NGD circuit with finite unloaded quality-factor reso-
nators has both source-to-load and interresonator cou-
pling structures, as illustrated in Figure 21(a). No extra 
networks for matching input/output ports with refer-
ence termination impedances are required, while the 
predefined NGD and matched ports that bring greatly 
attenuated S11 are obtained. The equivalent transmission 
line model of the NGD circuit without resistors is shown 
in Figure 21(b), where Zi (i = 1, 2, and 3) is the character-
istic impedance corresponding to the transmission line, 
with a width of .wi ii  and ji  ( j = 4, 5) are the electric 
lengths corresponding to the transmission line, with 
physical lengths of li and lj, respectively [22]. The mea-
sured results of the NGD circuit are listed in Table 3.

An NGD circuit with an O O=  geometrical shape is 
also designed and realized [42], as shown in Figure 22. 
The NGD circuit topology is composed of a PD, cou-
pled line, and power combiner, as shown in Figure 22(a), 
and the fabricated hardware is displayed in Figure 22(b). 
The O O-= shaped NGD circuit has an NGD time of 
−2.8 ns, with a signal attenuation of only −2.2 dB and a 
reflection coefficient of better than −15 dB.
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Figure 19. Photos of the fabricated NGD circuit [13].  
(a) The top view and (b) the bottom view. 
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The electric performance and circuit sizes of some 
reported NGD circuits are listed in Table 3; all are mea-
sured results. It can be seen that NGD circuits with 

single, dual, and tribands have all been realized, but 
matching is the limiting factor for multiband NGD cir-
cuits. The NGD circuit in [6] has the smallest circuit size 
because it is designed with a 50-X  defected microstrip 
structure. The table also shows that the included NGD 
circuits have NGD times that range from −1.03 to −8.75 ns, 
with a minimum signal attenuation of 2.2 dB and a 
maximum return loss of 33 dB. It can be clearly seen 
that the NGD circuits focus on NGD time and band-
width, signal attenuation, and return loss. NGD time 
can be adjusted via a loading resistor, which, when 
matched, can attenuate the standing wave, while the 
NGD time is proportional to the signal attenuation. 
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Figure 21. The NGD circuit based on coupling matrix. (a) A coupling topology and (b) the transmission line circuit model. 

TABLE 3. A comparison of published NGD circuits.

Reference CF (GHz) NGD (ns)
NGD-BW 
(MHz) SA (dB) S11 (dB)

Matched or 
Not Size mg × mg/mm2

[2] Dual band 3.50/5.15 −4.54/−4.20 330/270 −47.3/−38.8 — Not —

[3] 2.14 −6.33 70 −20.7 < −29.7 Matched 0.53 mg × 0.33 mg 
(54 × 34 mm2)

[4] 1.99 −6.5 105 −22.6 −20 Matched 0.76 mg × 0.16 mg

[5] 1.79 −7.7 35 −8.6 −20 Not 0.3 mg × 0.18 mg

[6] Triband 2.8/4.3/5.8 −6.5/−5.4/−3 120/180/250 −21/−24/−23 — Not 0.387 mg × 0.032 mg 
(22 × 2.46 mm2)

[8] 1.57 −8.75 59.9 −20.5 < −32 Matched 0.39 mg × 0.19 mg 
(50 × 25 mm2)

[9] 3.45 −4.6 120 −20.4 < −33 Matched 0.33 mg × 0.29 mg 
(21 × 18.5 mm2)

[12] 1.96 −6.5 90 −21.2 < −24 Matched —

[13] 1.016 −2.09 144 −18.1 −33 Matched 0.41 mg × 0.41 mg 
(85 × 85 mm2)

[20] Dual band 2.14/3.5 −3/−3.1 150/170 −34.2/−34.9 < −17 Not 140 × 70 mm2

[22] 2.14 −1.03 60 −3.82 −30.48 Matched 39.6 × 31 mm2

[42] 1.2 −2.8 30 −2.2 −15 Not 64 × 32 mm2

NGD time can be adjusted via 
a loading resistor, which, when 
matched, can attenuate the 
standing wave, while the NGD 
time is proportional to the signal 
attenuation.
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More signal attenuation would require more power 
compensation of the power amplifier.

NGD Circuit Applications

Application in a Constant Phase Shifter
NGD circuits can be used in a constant phase shifter 
[27], as shown in Figure 23. In this case, a traditional 
transmission line, which commonly has a PGD, and an 
NGD circuit cascade together to construct the constant 
phase shifter, as depicted in Figure 23(a); here, the PGD 
and NGD circuits must be well matched. The phase 
slope for the PGD is negative, while that of the NGD is 
positive, so the cancelled group delay (for example, the 
zero group delay) can be realized when the PGD and 
NGD circuits are cascaded, as the schematic curves in 
Figure 23(b) and (c) illustrate and can be expressed as 

( ) ( ).( ) f ffT 1 2U U U= + ,1U ,2U  and TU  are the phases 
for the PGD, NGD, and total circuits, respectively; the 
corresponding group delays are ,1x ,2x  and ,Tx  respec-
tively. The schematic circuit diagram has been realized 
by an active circuit [27].

Application in Feedforward 
Amplifiers and Antenna Arrays
An NGD circuit can be used to replace the com-
monly used delay element in a feedforward ampli-
fier to enhance efficiency and reduce size [25], 
as presented in Figure 24. NGD circuits can also 
be connected in the feeding line of a series feed 
antenna array to minimize beam-squint delay flat-
ness [26], as shown in Figure 25, where the antenna 
array is constructed with amplifiers, NGD circuits, 
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Figure 22. An O=O-shaped NGD circuit. (a) The circuit 
diagram and (b) the fabricated hardware [42].
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switched line phase shifters, and termination. The 
signal attenuation caused by the NGD circuit can be 
compensated for by the amplifier behind, and the 
PGD caused by the amplifier itself can also be effec-
tively eliminated.

Application in Non-Foster Reactive Elements
NGD circuits can be used to realize non-Foster 
reactive elements (to be specific, negative capaci-
tors and inductors), which have many applications, 

ranging from electronics and integrated-circuit 
design to microwaves and electromagnetics [28], 
such as realizing fast low-dispersion transmission 
lines, increasing the bandwidth of an electrostatic 
discharge protection unit at the input/output of a 
broadband amplifier, implementing a varactorless 
voltage-controlled oscillator (VCO), or increasing a 
VCO’s tuning range. A unilateral non-Foster T-net-
work that works at 1.3–2.0 GHz can be realized using 
an NGD network, as shown in Figure 26, where the 
schematic of the unilateral non-Foster network is 
displayed in Figure 26(a), the equivalent unilateral 
non-Foster T-network is shown in Figure 26(b), and 
the fabricated hardware is illustrated in Figure 26(c). 
It can be seen from Figure 26(a) that the amplifier is 
used to compensate for the loss of the NGD circuit, 
while the NGD network is a series circuit of a typical 
∏–shaped, lumped-element NGD circuit, as shown 
in Figure 1(b).

Application in Interconnection Equalization
In very-large-scale integration (VLSI) circuits with mil-
lions of transistors in a single chip, the propagation delay 
of the interchip interconnect cannot be neglected; it 
i s  an important issue in modern VLSI/system-on-
chip designs. A new approach for propagation delay 
reduction is interconnect-effect equalization using an 
active NGD circuit [43], as shown in Figure 27(a). The 
circuit model is depicted in Figure 27(b), where, for 
achieving interconnection equalization, the termi-
nal of the interconnection line is driven by the logic 
gate, while an NGD circuit is used to compensate for 
the PGD of the interconnection line. The intercon-
nection equalization with active NGD circuit allows 
for a propagation delay reduction of no less than 
50% [43].

Antenna 1 Antenna 2 Antenna 3 Antenna 4

dE

Input Amplifiers

NGD Network

Termination

xy

z

Switched-Line
Phase Shifter

Figure 25. A series feed antenna array [26].  
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Figure 26. A unilateral non-Foster T-network [28]. (a) 
A schematic of the unilateral non-Foster network. (b) 
A unilateral non-Foster T-network. (c) The fabricated 
hardware. 
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High-speed integrated metamaterial-inspired 
NGD CMOS circuits in millimeter-wave frequen-
cies have also been presented for delay equaliza-
tion [44].

Application in PD Integration Circuits
PDs are important components for power dividing and 
combining and have wide applications in radar and 

wireless communication systems such as high power 
amplifiers, mixers, and antenna-feeding networks. 
Conventional PDs have PGD [34], which has a negative 
influence on the performance of microwave circuits 
and systems. If an NGD circuit is integrated with a PD, 
NGD characteristics would be produced, which com-
pensate for a PGD and eliminate the need for a delay 
compensation element or attenuator.

Vin(t ) Vout(t )Vline(t ) NGD
Circuit

Interconnect
Line

Driver Gate

(a)

Vi

Rc R1dx R1dx

C1dx
C1dx

FET

R L

Vo

Active NGD Cell
(b)

Figure 27. The interconnection equalization with an active 
NGD circuit [43]. (a) A schematic of the interconnect line 
with an NGD circuit. (b) The interconnection equalization 
circuit model. FET: field-effect transistor. 
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The unequal PD with NGD characteristics can be real-
ized by an unequal PD integrating with an NGD circuit 
[10], as illustrated in Figure 28, where the transmission 
line circuit model with a power division ratio of k is pre-
sented in Figure 28(a) and the circuit physical structure 
is shown in Figure 28(b). The simulated S-parameters 
and group delay variations versus coupling gap s0 are 
displayed in Figure 29(a)–(c), respectively. It can be seen 

that S21 is nearly fixed, while 21x  has only a nonsignifi-
cant change, but S31, S32/S23, and 13x  decrease with an 
increasing s0, which, for the NGD circuit, is integrated 
in transmission paths 1–3, not in 1–2. The variation of 

13x  is coupled to the variation of S31. From Figure 29(c), 
it is clear that PD isolation decreases with an increase 
in s0 because that PD isolation is related to the power 
division ratio k and the reflection coefficient from ports 
2 and 3. As k = S31/S21, the power division ratio can be 
changed with a change in s0, and the practical power 
division ratio would decrease with the increase in s0 for 
a nearly fixed S21.

The fabrication and the measurements of the 
unequal PD with NGD characteristics are shown in 
Figure 30, where the fabricated hardware and the mea-
sured S21/S31 are depicted in Figure 30(a), the measured 
group delay is presented in Figure 30(b), the mea-
sured  S11/S22/S33 are plotted in Figure 30(c), and the 
measured isolation is illustrated in Figure 30(d). The 
simulated results are also shown for comparison. The 
measured results are listed in Table 4. The integration 
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TABLE 4. The performance of the PDs with NGD 
characteristics.

Performance/Reference [30] [10]

Without an NGD circuit PGD PGD

NGD-BW (MHz)/f0 (GHz) 100/2.14 73/5.26

S11/S22/S33 (dB) −30.38/−26.76/ 
−28.99

−37.6/−22.7/ 
−37.67

S21/S31 (dB) −9.29/−9.3 −4.23/−16.85

Isolation (S23) (dB) −42.18 −35.06

x21/x31 (ns) −1.16/−1.17 0.14/−4.21
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circuit has a size of . . ,0 86 0 52g g#m m  where gm  is the 
guided wavelength at 5.2 GHz.

Another short-circuited, coupled-lines-connected 
PD with NGD characteristics [30] is shown in Figure 31, 
where the PD has an equal power division ratio and the 
NGD circuit is integrated in both transmission paths 
1–2 and 1–3. The circuit structure and the fabricated 
hardware are displayed in Figure 31(a) and (b), respec-
tively. The resistor-loaded, short-circuited coupled 
lines are used not only to bring NGD characteristics 
but also to introduce port matching for S11 attenuation. 
The resistances of the loaded resistors are R and 2R, as 
shown in Figure 31(a). Both transmission paths 1–2 and 
1–3 of the integration circuit have NGD characteristics 
because the NGD circuits are connected in both paths. 
The measured performance is presented in Table 4.

Conclusions and Future Developments
NGD is very useful in compensating for PGD to bring 
group delay flatness, which can improve commu-
nication quality. In this article, the development of 
NGD circuits was reviewed, and their applications in 

feedforward amplifiers, phased-array antennas, con-
stant phase shifters, non-Foster elements, interconnec-
tion equalization, and PDs were introduced.

NGD circuits can be realized based on BSFs such as 
stub/resonator-loaded; resonator-feed, line-coupled; 
and defected microstrip structure BSFs. Multiband 
NGD circuits can also be realized by these construc-
tions. The desired NGD time can be controlled by the 
loading resistor. To attenuate the reflection wave to 
minimize the undesired standing waves and instabil-
ity problems of a microwave system terminal, matched 
NGD circuits have been developed using impedance 
transformers, short-circuited coupled lines, and signal-
interference techniques. Unlike BSFs, NGD circuits 
focus on NGD time and bandwidth and matching. 
Group delay time is associated with S21.

Overall, NGD circuits are very useful for phase lin-
earity and can be easily integrated with other compo-
nents. NGD characteristics can be obtained when the 
corresponding transmission path is integrated with 
an NGD circuit. In the future, the delay variations of 
phase-sensitive circuits will become more important, 
while multilayer NGD circuits and more NGD integra-
tion circuits will be developed for circuit miniaturiza-
tion and integration.
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aveguide components have been 
widely explored for several decades, 

due to their inherent merits of low 
insertion losses, high quality (Q) fac-

tors, and a significant power-handling 
capacity. Historically, cavity-based narrowband filters 
and multiplexers have been explored and designed for 
base stations and satellite applications. Compared with 
using single-mode resonators (SMRs), the implementa-
tion of multiple-mode resonators (MMRs) in waveguide 
structures is a promising solution to dramatically reduce 
the circuit volume and improve the frequency selectiv-
ity. Taking advantage of MMR techniques, various inno-
vative waveguide structures have been proposed for a 
wide range of application scenarios. This article presents 
an overview of advances in microwave multiple-mode 
waveguide components, including narrow-, wide-, and 
multiband filters; multiplexers; three-state diplexers; 
crossovers; and balanced/unbalanced elements. Rep-
resentative examples and their results are comprehen-
sively discussed and summarized.

Advantages of MMRs 
Composite signals can be represented as a combination 
of multiple sinusoidal signals with varying frequencies, 
phases, and amplitudes. In general, these critical features 
can be manipulated by microwave components for dif-
ferent application scenarios. As the indispensable part 
of most microwave components, microwave resonators 
play a significant role in functional circuit designs. Sin-
gle-resonance (single-mode) circuits in one order and in 
higher orders have dominated in microwave circuits and 
systems in industry. For high-power applications, such 
as base stations, satellite communication, and aerospace 
communication, conventional SMR waveguide compo-
nents have the advantage of achieving high performance 
and meeting required precision performance specifica-
tions. However, their bulky circuit volume and high 
fabrication cost hinder their implementation in many 

space-constrained scenarios. There is a need to tackle 
these challenges by means of a novel approach. MMRs, 
with more than one resonant mode in a single resonator, 
have been investigated by several research groups dur-
ing the past decade. Besides their merits of circuit min-
iaturization, low loss, and low cost compared to SMRs, 
MMRs have the inherent advantage of diverse topolo-
gies with better out-of-band signal attenuation, due to 
the generation of additional transmission zeroes (TZs). 
In addition, MMRs provide more design freedom and 
flexibility in function integration, which might not be 
possible using single-mode resonators.

MMRs can be used in many microwave component 
designs. As shown in Figure 1, a microwave filter can be 
achieved using MMRs with improved bandwidth and 
out-of-band signal suppression. Further expanding this 
concept, out-of-phase and in-phase performance can be 
achieved in a three-port network for implementations of 
baluns and power dividers, respectively, while maintain-
ing the merits of in-band and out-of-band operation. These 
three fundamental components focus on the manipulation 
of a single signal with one operational frequency, f. In the 
case of several signals resonating at different frequencies, 
multiplexing is a one-to-N system that separates desired 
signals from corresponding channels, where the outputs 
are isolated from each other. On the other hand, an N-to-N 
system can be considered a combination of multichannel 
filters because the same/different signals from N inputs 
transmit to their respective outputs.

MMRs based on planar structures were discussed for 
the first time in [1] and include microstrip lines, coplanar 
waveguides, and hybrid assemblies. The authors of [2] 
present state-of-the-art substrate-integrated waveguide 
filters; [3]–[5] offer a detailed analysis and explanation 
of waveguide-based filters. The current article reviews 
the latest microwave waveguide components based on 
MMRs, which can be categorized as dual-mode resona-
tors [6], triple-mode resonators (TMRs), quadruple-mode 
resonators, and MMRs (more than four modes). 

Characteristics of Multiple Resonance Modes
A model of a rectangular cavity is presented in Figure 2(a); 
the length, width, and height are denoted as a, b, and c, 
respectively. The cavity is covered by metal, which can be 
regarded as the electric wall. Inside the cavity is a vacuum. 
Therefore, the resonant frequencies of the proposed rect-
angular waveguide modes can be expressed as

 ,u
v

a
m

b
n

c
l

, ,m n l
r r

2
2 2 2 2

f
~

r r r= + +` ` cj j m; E (1)

where , ,m n l~  stands for the resonant angular frequen-
cies of the specific modes (m, n, and l = 0 or 1), while 
v represents the speed of light in the air. Here, rf  and 
ur  are the permittivity and the permeability of the 
air of the cavity, respectively. Therefore, the resonant 
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frequencies of three fundamental modes, namely, 
,TE011 ,TE101  and ,TM110  can be obtained from (1):

,u
v

b c, ,
r r

0 1 1
2

2 2 2
~

f
r r= +` `j j8 B (2a)

,u
v

a c, ,
r r

1 0 1
2

2 2 2
~

f
r r= +` `j j8 B (2b)

.u
v

a b, ,
r r

1 1 0
2

2 2 2
~

f
r r= +` `j j8 B (2c)

Using (2a)–(2c), the resonant frequencies of three 
fundamental modes can be independently determined 
and designed. The electric field distributions of these 
rectangular cavity modes are shown in Figure 2(b)–(m). 
Compared with the first harmonic modes [Figure 2(e)–(j)], 
second harmonic modes [Figure 2(k)–(m)], and higher 
harmonic modes, three fundamental modes [Fig-
ure 2(b)–(d)] resonate at the lowest frequencies, which 

(b) (c) (d) (e)

(f) (g) (h) (i)

(j) (k) (l) (m)

Cavity MMR z y

x

Vacuum

Electric Wall

c

b

a

(a)

Figure 2. (a) A model of a rectangular cavity. An electric field distribution with (b) ,TE011  (c) ,TM110  (d) ,TE101  (e) ,TE021

(f) ,TE 201  (g) ,TM120  (h) ,TM210  (i) ,TE102  (j) ,TE201  (k) ,TE022  (l) ,TM202  and (m) .TE202
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guarantees a compact circuit volume in terms of the 
selected resonant modes.

Design Examples: MMR-Based 
Waveguide Components

Narrowband Filters
Filters are primarily used in microwave components, 
and they can be generally categorized as narrowband, 
wideband, and multiple band. Due to the high unloaded 
Q factors ( )Qu  of cavity resonators, cavity-based nar-
rowband filters have long been investigated. In this sec-
tion, we introduce narrowband filters based on different 
MMRs distinguished by the number of intrinsic operat-
ing modes.

Dual-Mode Resonators
Typically, there are two types of modes used in dual-mode 
resonators: 1) TM /TM120 210  harmonic modes [7]–[10] and 
2) TE /TE011 101  fundamental modes [11]–[13]. First, we 
discuss the TM /TM120 210  modes. Figure 3(a) presents a 
sixth-order filter topology based on three TM /TM120 210

doublets connected by nonresonating nodes (NRNs), 
while the proposed filter is pictured in Figure 3(b). As 
explained in [7], each of this type of doublet can gener-
ate two TZs, at most. Figure 3(c) illustrates that the filter 
passband is centered at 10 GHz, with a fractional band-
width of 1.5% and a measured insertion loss of 0.6 dB. A 

maximum of six TZs is generated and located beside the 
passband to increase the high selectivity of the filter.

In [8], instead of using a doublet topology, this pair 
of TM /TM120 210  modes is arranged by a direct-cou-
pling arrangement to form an eighth-order filter with 
eight TZs symmetrically located at the lower and upper 
stopbands. In [9], a dielectric resonator (DR) is installed 
within the cavity to further decrease the structure vol-
ume; thus, an eighth-order symmetric filter composed 
of four DRs is designed at 1.95 GHz, with a bandwidth 
of 67 MHz and a measured insertion loss of 0.5 dB.

Here, we discuss the use of TE /TE011 101  modes. In 
[11], tuning screws are inserted inside the cavity resona-
tor to simultaneously excite the proposed dual modes. 
In [13], without any additional elements installed in the 
cavity, a pair of cross-rotated slots is placed at the surface 
center of the cavity resonator to excite the TE /TE011 101

doublet with the generation of one TZ. This TZ can be 
placed at the lower or upper stopband, depending on 
the rotated angle of the slots.

TMRs
Another type of structural topology, namely, a 
TE /TE /TM011 101 110  triplet, is depicted in the inset of 
Figure 4(a). It can be seen that three fundamental modes 
are located in parallel and coupled with the source and 
the load, respectively. Narrowband filter designs based 
on TMRs can be found in [12]–[20]. According to this 
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topology, a geometrical configuration of the designed 
triple-mode filter is proposed in Figure 4(a) and 
explained in [13] and [14]. Three fundamental modes in 
this cavity resonator can be simultaneously excited by 
virtue of a pair of rotated and offset slots. Figure 4(c)
details the implementation of a third-order frequency 
response with one TZ on the left and another one on 
the right of the passband. This filter resonates at 2.99 GHz, 
with a fractional bandwidth of 1% and a measured inser-
tion loss of 0.5 dB. The out-of-band attenuation at both 
sides of the desired passband gets a sharp skirt and 
achieves an attenuation level that is better than 30 dB.

Another approach to achieving narrowband per-
formance is the installation of a DR in the metal cavity 
[15]. The proposed filter resonates at a center frequency 
of 2.53 GHz, with a fractional bandwidth of 2.7% and a 
measured insertion loss of 0.4 dB. Furthermore, in [19], 
this triplet topology is extended and enriched by adding 
four more resonators to achieve a seventh-order narrow-
band filter. Based on a slab–slab–cube–slab–slab struc-
ture, the silver-plated ceramic cavity filter achieves 1 dB 
of band edge insertion loss, with a fractional bandwidth 
of 4% and more than 50 dB of attenuation.

Quadruple-Mode Resonators
Several researchers are focused on quadruple-mode 
resonators [21]–[24]. In [21], as documented in the inset 
of Figure 5(a), a quadruplet is presented that combines 
two doublets: a TE /TE011 101  doublet and a TM /TE120 210

doublet. Therefore, two TZs are generated and controlled 
independently. The geometrical configuration is depicted 
in Figure 5(a); a pair of cross-rotated slots is placed at the 
left and right sides of the cavity resonator. By properly 
arranging the resonant frequencies of four modes within 
a frequency range, a fourth-order response forms, with 
one TZ at the lower stopband and one TZ at the upper 
stopband, as shown in Figure 5(b). In [22], the proposed 
quadruple-mode resonator is made up of four inner con-
ductive posts within a single cavity, which improves the 
unloaded Q values. Furthermore, four TZs are generated 
due to multiple cross-couplings and because of source-
to-load direct coupling. From this summary of different 
types of MMRs, it can be seen that using more modes 
in a single cavity has the obvious advantage of better 
miniaturization. However, the design sensitivity is also 
increased since more parameters are required to control 
the relevant internal and external couplings.

Wideband Filters
Decreasing the external Q factor Qe  of a cavity resonator is 
the key to designing a wideband cavity filter with a frac-
tional bandwidth that is more than 20%, which is still a 
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challenging research topic. A novel wideband bandpass 
filter (BPF) using simple perturbation in a single metal 
cavity is presented in Figure 6(a) and explained in [25]. A 
perturbation metal cylinder is fixed at the bottom of the 
intracavity, with an off-centered position. The extracted 
Q se  of the three resonant modes in the cavity are 5.13, 11.6, 
and 26.88, respectively, which satisfies the requirements 
of wideband filter designs. Figure 6(b) depicts the simu-
lated and measured results, showing that this kind of filter 
resonates at a center frequency of 3.2 GHz, with a frac-
tional bandwidth of 30% and a measured insertion loss of  
0.5 dB. The group delay within the passband varies within 
0.6 ns, demonstrating good linearity. Furthermore, one 
and two more perturbation metal rods [26] are installed at 
the bottom of the intracavity. Therefore, besides the three 
fundamental modes, one and two additional modes are 
excited and resonated at the central frequencies so that the 
bandwidth of the filter can be further enlarged.

We next focus on the relationships between funda-
mental modes and their harmonic modes. In [27], the 
center conductors of the two coaxial feed lines are per-
pendicular to the bottom sidewall of the cavity. They 
are extended into the cavity as coupling probes for 
exciting three triple-mode resonant modes, namely, 

TM ,110 TM ,210  and TM .310  Compared with wideband 
filters using three fundamental modes, the proposed 
filter achieves a wider bandwidth, showing a fractional 
bandwidth of 58% at the center frequency of 5.5 GHz, 
with a roughly 0.5-dB measured insertion loss. In [28], 
a cavity is embedded within a rectangular metallic 
plane. The first four modes in this type of cavity (TE ,100

TE ,101 TE ,102  and TE103 ) are used to form a low-profile 
quadruple-mode filter. The measured passband has a 
center frequency of 5 GHz and a fractional bandwidth 
of 30%. Meanwhile, the measured insertion loss in the 
passband and the attenuation in the stopband are bet-
ter than 0.6 and 20 dB, respectively.

Multiple-Band Filters
State-of-the-art multiple-band waveguide filters based 
on MMRs can be classified into two categories: dual 
band [29]–[32] and triple band [14], [33]–[35].

Dual-Band Filters
Generally, two bands of the designed dual-band filter 
are separately and independently dominated by two 
resonant modes of the cavity resonators. Both modes 
are excited at the first order and separated at the last 
order, which can dramatically decrease the circuit 
volume. In [32], the structure of the eighth-order dual-
band filter consists of six TE112  modes and two TE113

modes. The elliptical cavities are designed to meet the 
requirement of Qu and the spurious-free window. The 
filter was manufactured from an invar alloy with silver 
plating and is depicted in Figure 7(a). The ratio of the 
horizontal axis length and the vertical axis length of 
the elliptical cavity is approximately 1.15. An average 
Qu value of 18,000 and a spurious-free window of 
10–12.5 GHz is achieved. The measured return loss is  
better than 24 dB, and the insertion loss is 0.38 dB, 
as demonstrated in Figure 7(b). In [29], two fundamen-
tal modes, TE011  and ,TE101  are used to independently 
control each band of a dual-band filter. In [31], to achieve 
widely separated passbands, one fundamental mode 
and its first-order harmonic mode are employed; the fre-
quency ratio in this design can reach 1.5.

Triple-Band Filters
Three fundamental modes ( ,TE011 ,TE101  and TM110) are 
adopted to independently control each of the three bands 
of a triple-band filter. In [35], an elliptical-cavity triple-
band filter with a third-order response is designed with 
an in-line configuration, which appears in Figure 8(a). 
Three subbands are set at the lower band (3.6–3.9 GHz), 
middle band (3.9–4.1 GHz), and higher band (4.1–4.4 GHz), 
respectively. The measured return loss is better than 20 dB, 
and the rejection between adjacent channels is more than 
50 dB. The measured insertion loss is 0.22–0.25 dB. In [34], 
a fourth-order C-band triple-band filter is manufactured 
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at the center frequencies of 3.6, 3.8, and 4 GHz, respec-
tively, where the absolute bandwidths are all 20 MHz. The 
measured insertion losses, ranging from 0.38 to 0.46 dB, 
reflect a loaded Q in the range of 7,800–8,500.

Baluns and Balanced Circuits
A series of cavity-based baluns and balanced circuits is 
designed by means of the out-of-phase performance of the 
resonant modes in [36]–[40]. The authors of [36]–[39] pres-
ent balun and balanced filter designs that are achieved by 
properly mounting a DR in the metal cavity. In [39], a bal-
anced filter is designed using a dual-mode, cross-shaped 
DR, which is dominated by a pair of TE11d  orthogonal 
modes. The proposed balanced filter resonates at 1.78 GHz, 
with a fractional bandwidth of 1.3% and an insertion loss 
of 0.8 dB. Similarly, the proposed balun resonates at 
1.78 GHz, with a fractional bandwidth of 1.3%. The ampli-
tude imbalance and the phase imbalance are within 
0.25 dB and 180 ± 1.2° across the passband, respectively.

In [40], a total of four types of baluns and balanced diplex-
ers are presented and explained in detail; the architectures 
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utilize the out-of-phase performance of each of three fun-
damental modes. It is noted that, to simultaneously achieve 
balun function in both channels of the diplexer, these 
two modes excited by the balanced input ports should be 
reversed at the same time. As depicted in Figure 9(b), a pair 
of coupling slots forms a cross, with offsetting along the 
y-axis to simultaneously excite the out-of-phase TE011  and 
TM110  modes. The TM110  mode propagates into port 2, 
while the TE011  mode propagates into port 3. Figure 9(b)
shows the mixed-mode S-parameters of the balun diplexer. 
It can be seen for the differential mode response that the 
TE011  mode resonates at 2.61 GHz with a 3-dB bandwidth 
of 30 MHz, while the TM110  mode resonates at 2.78 GHz 
with a 3-dB bandwidth of 43 MHz. The isolation between 
ports 2 and 3 is 25 dB from 2.5 to 2.9 GHz.

Magic Ts
A magic T is a type of four-port power divider that also 
has in-phase and out-of-phase signals; isolation between 
outputs can be implemented with an isolation port instead 
of a lossy resistor. Broadband waveguide magic Ts are 
studied in [41] and [42]. The authors of [43] present a fil-
tering magic T that uses MMRs. Based on this structure, 
balanced functions are integrated at the input ports, as 
shown in the geometrical structure of the balanced-to-
unbalanced filtering magic T in Figure 10(a). Figure 10(b)
demonstrates that two differential-mode channels have 
the same resonant frequencies, resonating at 2.74 GHz 
with a 40-MHz fractional bandwidth and a measured 
insertion loss of 3.17 dB. Duplexing function integration 
is also explored in [43]. The designed structure has two 
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channels resonating at 2.58 and 2.76 GHz, with a fractional 
bandwidth of 20 and 32 MHz, respectively.

Multiplexers
MMR-inspired multiplexers can be categorized into 
four types: 1) diplexer, 2) triplexer, 3) multiplexer, and 
4) three-state diplexer.

Diplexers
According to conventional diplexer design, the first 
step is to implement two BPFs, one at the lower band 
and the other at the upper band. The matching network 
between the input and the two filters is explained in 
[44]–[50]. Therefore, BPFs play a key role in determin-
ing the performance of a diplexer that uses traditional 
design methods. Herein, we present a variety of diplex-
ers [28], [44]–[47] based on MMR BPFs.

Figure 11(a) presents the internal view of a manufac-
tured diplexer, which is explained in [44]. The diplexer 
has been confirmed to operate in two prescribed bands 
with the central frequencies of 2.55 and 2.66 GHz, and 
each passband has an absolute bandwidth of roughly 
80 MHz. Three TZs are located at the lower and upper 
stopbands to achieve a sharp roll-off rate. The measured 
minimum insertion losses are 0.63 and 1.1 dB in the two 
passbands, respectively. The output isolation (| |)S32  is 
also measured, which is better than 18 dB from 2.4 to 

2.7 GHz. In [38], to achieve a high-order response, two 
ceramic cuboids are cascaded to achieve six-pole pass-
band responses in each band of the proposed diplexer. 
The proposed MMR diplexer has a measured insertion 
loss of 1.2 dB at 1,785 MHz for the receiver side and 1.1 dB 
at 1,805 MHz for the transmitter side.

The research mentioned previously [44]–[47] focuses 
on narrowband diplexers. In [28], we present a type 
of wideband, low-profile cavity-based diplexer. The 
two distinctive filtering channels are connected in 
shunt using a T-shaped feeding circuit. The lower-fre-
quency channel of the developed duplexer has a center 
frequency at 3.4 GHz, with a fractional bandwidth of 
29.4%, while the higher frequency channel has a cen-
ter frequency at 4.7 GHz, with a fractional bandwidth of 
21.3%. In addition, the measured insertion losses in the 
lower- and higher-frequency passbands or channels are 
lower than 0.9 dB.
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Triplexers
In this section, a triplexer is investigated and designed 
using the triple-mode approach. The presented topology 
is depicted in the inset of Figure 12(a). Three fundamental 
modes in a TMR are simultaneously excited at port 1. Due 
to modal orthogonality, they can be propagated into their 
respective loads, which act as the outputs of the proposed 
triplexer. In addition, each channel dominated by these 
modes of the triplexer will be isolated from the others. 
Based on this, a geometrical configuration with a second-
order filtering response is presented in Figure 12(a) and 
fully explained in [51]. Figure 12(b) illustrates the simu-
lated and measured results of the proposed triplexer. 
Three passbands operate at the central frequencies of 2.87, 
3.06, and 3.23 GHz, with 3-dB bandwidths of 15, 11, and 
9.5 MHz, respectively. The measured insertion losses in 
these three passbands are equal to 0.6, 1, and 1 dB, respec-
tively, while the isolation among these three bands is better 
than 20 dB. Furthermore, as presented in [51], the port-to-
port isolation of a triplexer can be further improved by 
adding more resonators. A geometrical configuration of 
a triplexer with one TMR and three SMRs is proposed 

to implement the second-order response triplexer, and 
three fundamental modes are separated in the first 
order. The presented triplexer design approach has the 
advantage of adopting fewer resonators and omitting 
the occupation of channel division junctions.

Multiplexers
Research by the authors of [52]–[54] shows that a mul-
tiplexer can be composed of MMRs and a manifold-
matching junction, as detailed in Figure 13(a). Due to 
the high selectivity and sharp out-of-band rejection of 
the filter elements, the components can be placed close 
to one another to prevent wasting frequency resources. 
A broadband waveguide-contiguous output multiplexer 
is presented in [53]; the two utilized dual-mode reso-
nators are coupled in line to form a fourth-order filter 
with two TZs. The proposed filters also possess at least 
30% more spurious-free range in both the Ku and the 
C bands, which ensures enough frequency space for 
the multiplexer design. A manufactured three-chan-
nel multiplexer appears in Figure 13(b); the measured 
results show excellent agreement with the theoretical 
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Figure 13. (a) The topology of a 17-channel multiplexer. (b) A fabricated three-channel multiplexer based on dual-mode resonators. 
(c) A comparison of the simulated and measured results [53]. CH: channel; SCWDM: stepped circular waveguide, dual mode. 
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electromagnetic designs, as plotted in Figure 13(c). In 
[54], a dual-mode super Q resonator is utilized to imple-
ment the filter and multiplexer designs. A 20-GHz, two-
channel (Q > 25,000) vertical multiplexer with a 32-MHz 
channel bandwidth is fabricated and tested.

Three-State Diplexers
A new concept and approach for the integration of 
a three-state cavity diplexer is presented in [55]. The 
functions of a three-state diplexer can be summarized 
by the following:

• State 1: The excitation of port 1 corresponds to the 
generation of channels f1  and .f2

• State 2: The excitation of port 2 corresponds to the 
generation of channels f1  and .f3

• State 3: The excitation of port 3 corresponds to the 
generation of channels f2  and .f3

Figure 14(a) displays the geometrical configuration 
of a three-state diplexer with a third-order response 
that consists of four identical TMRs. For all three states, 
the excited modes propagate through the TMR 2 cavity 
into the corresponding output ports. Three fundamental 
modes can be simultaneously propagated through three of 
four TMRs to form a miniaturized third-order, three-state 
diplexer structure. Figure 14(b) shows the separated simu-
lated three-state S-parameters of the three diplexers in the 
three-state diplexer. All three passbands are designed with 
absolute bandwidths of 20 MHz, and isolation among the 
three channels can be implemented below 27 dB.

To achieve higher isolation among the channels of 
the three-state diplexer presented in [55], a geometrical 
configuration with a third-order response and consist-
ing of six TMR cavities is proposed. Unlike the TMR 2 in 
Figure 14(b), which is a shared TMR for three fundamen-
tal modes, in the proposed structure, each of the three 
modes has its own path to be propagated. Compared 
with the former case that uses four TMRs, the latter has 
better isolation among all the channels but increases the 
number of resonators and the circuit volume.

Crossover
It is crucial to prevent interaction among multiple chan-
nel integrations in an N-to-N system. Modal orthogonality 
among multiple modes can address this issue. In [56], two 
types of three-way crossovers are presented for different 
applications. Depicted in Figure 15(a), a geometrical config-
uration of a wideband crossover with a fifth-order response 
is presented. It is noteworthy that two slots between ports 
and cavities and one slot between cavity and cavity are 
considered as three resonant windows. Hence, along with 
two-cavity resonators, the fifth-order filtering response can 
be achieved with five resonators. The S-parameter curves 
of the three-way wideband crossover are demonstrated 
in Figure 15(b). Three fundamental modes resonate at the 
same frequencies, and the bandwidth is enhanced to 24% 

from 2.66 to 3.38 GHz. A perfect isolation performance 
with more than 50 dB is reached.

A narrowband three-way crossover is also presented 
in [56]. Using a similar structure but different physical 
dimensions, this kind of crossover possesses a fractional 
bandwidth of 1.4% at a 2.91-GHz central frequency, and iso-
lation within the three-way crossover can reach 60 dB. Fur-
thermore, this wideband crossover unit can be extended 
into a 2 × 2 three-way crossover array. The authors of [57]–
[59] present two-way crossover components. In [57] and 
[58], a dual-channel DR crossover is implemented using 
two pairs of HEH11  and HEE11  harmonic modes. The 
proposed crossover resonates at 3.525 GHz, with an abso-
lute bandwidth of 19 MHz (0.54%) and an insertion loss 
of 0.32 dB. Furthermore, the integration with a Doherty 
power amplifier for 5G massive multiple-input, multiple-
output system applications is also designed.

Conclusions
This article presented an overview of a series of wave-
guide components based on MMRs. Due to the frequency 
resonances and inherent characteristics of multiple 
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modes in a single cavity, several novel circuits are pre-
sented, with the advantage of a miniaturized circuit vol-
ume and low in-band insertion losses. Good matching 
between the simulated and measured results verifies the 
accuracy of the proposed design methodology.
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S
ignal crosstalk and common-mode noise are 
two issues for engineers when designing to-
day’s increasingly complicated microwave 
integrated circuits [1]. Compared with single-
ended circuits, balanced circuits can provide 

high immunity to environmental noise and broadband 
common-mode rejection capability [2]. Over the past few 
years, various balanced passive circuits, such as filters 
[3], antennas [4], power dividers, and couplers [5]–[17], 
have been extensively studied. Power dividers and cou-
plers are widely used in microwave integrated circuits, 
such as antenna feeding networks, balanced mixers, 
and amplifiers. Balanced couplers are used in double-

balanced mixers [18] and balanced frequency doublers 
[19] to achieve higher efficiency and lower loss.

With recent advances in the development of 4G and 
5G communication techniques, wireless services are in 
ever-increasing demand, which makes the radio spec-
trum increasingly overcrowded. To increase the efficiency 
of spectrum usage, modern transceiver systems are re -
quired to be frequency or function reconfigurable, which 
can also reduce the circuit size and cost. Thus, various 
reconfigurable devices [20], such as frequency-reconfig-
urable filters [21]; power-dividing, ratio-reconfigurable 
power dividers/couplers [22]–[30]; and frequency-recon-
figurable couplers [31], [32], have been developed. 
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Power dividers and couplers with tunable power-
dividing ratios have been used to design polarization-
reconfigurable and pattern-reconfigurable antennas [24], 
[34], [35] and Butler matrixes with improved sidelobe 
levels [36]. Traditionally, the power-dividing ratios of 
reconfigurable power dividers and couplers are tuned 
by adapting the switched transmission line configuration 
[23]–[25] or by varying the characteristic impedances [26]. 
In [27]–[30], continuous coupling tuning was realized by 
changing the capacitances of the varactor diodes. And, 
recently, balanced power dividers and couplers with tun-
able power-dividing ratios were proposed in [37]–[39].

This article provides an overview of recently devel-
oped balanced power dividers and couplers with fixed 
and tunable functions. The published tunable balanced 
power dividers and couplers have been developed with 
tunable power-dividing ratios that offer an electrically 
tunable power-dividing output, which can be used for 
beam steering, adaptive null forming, and target detec-
tion in fully balanced RF front ends (as shown in Figure 1). 
This article further discusses the progress being made in 
the primary research directions of tunable power dividers 
and couplers, which might be extended in the future to 
balanced circuits and system applications.

Balanced Power Dividers and Couplers
Figure 2(a) reviews the first balanced power divider with-
out baluns, which is realized by a six-port network [Fig-
ure 2(b)] consisting of seven transmission lines and four 
resistances [5]. Due to its symmetrical structure, the power 
divider can be analyzed by the even-odd-mode method. 

Figure 2(c) and (d) demonstrates the image and the simu-
lated and measured differential mode S-parameters of the 
fabricated power divider. The measured fractional band-
width is about 20.8%. Following this, other compact bal-
anced power dividers [7] and balanced couplers [10] have 
been developed. Additionally, the 3-dB balanced power 
divider in [5] has been extended to support arbitrary 
power division [6], [11]. Other innovative designs include 
1-way to 2N-way balanced power dividers [8] and imped-
ance-transforming balanced couplers [15], [16]. 

On the other hand, filtering functions are widely in -
tegrated into balanced power dividers and couplers 
[12]–[14] for size miniaturization. Filtering responses 
can be achieved by using a transmission line resonator 
[12], a dielectric resonator [13], and a patch resonator 
[14]. At the same time, a more general balanced power 
divider [17] has been developed, where the functions of 
filtering, impedance transforming, and arbitrary power 
division output are integrated on the standalone device. 
Figure 3(a) depicts the block diagram of this general bal-
anced power divider, which can reduce the number of 
passive components (i.e., filters, baluns, and impedance 
transformers) in an RF system [17]. Figure 3(b) illustrates 
the circuit model of this general balanced power divider, 
including a core block and four open-circuited stubs. 
The core block is like a two-stage asymmetric Wilkinson 
power divider supporting a differential response with an 
arbitrary power ratio, perfect common-mode suppres-
sion, and mode-conversion rejection. Open-circuited 
stubs are added to improve the frequency selectivity. 
Figure 3(c) displays the simulated differential-mode 
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–
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PA

Balanced
PA

Figure 1. A fully balanced reconfigurable RF front end. Tx: transmitter; PA: power amplifier.
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parameters with different power-dividing ratios from 1 
to 4. Two transmission zeros are located close to the pass-
band to improve the frequency selectivity.

Tunable Balanced Power Dividers and Couplers
The first article on tunable balanced power dividers was 
published in 2017 [37]. Since then, both tunable balanced 
couplers and tunable balanced in-phase/out-of-phase 
power dividers have been reported.

Mixed-Mode Scattering Matrix 
of Six-Port Balanced Circuits
Figure 4(a) depicts a tunable balanced power divider, which 
is realized by a single-ended tunable power divider and 
three baluns. Figure 4(b) is a diagram of a balunless tunable 
balanced power divider. Due to the integrated design, 
the circuit size and loss caused by the baluns in the cas-
caded design [Figure 4(a)] will be reduced. The six-port 
balanced circuit in Figure 4(b) has three balanced ports (A, 
B, C, and D) consisting of the single-ended ports 1 and 4, 

2 and 3, and 5 and 6, respectively. The mixed-mode scat-
tering matrix Smm^ h [40] of a six-port balanced circuit can 
be defined as
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and ( ) .S S T
mm mm=  The mixed-mode scattering matrix 

includes the differential-mode S-parameters of ,Sdd  the 
common-mode S-parameters of ,Scc  and the cross-mode 
S-parameters of Sdc  and .Scd Sdc  and Scd  represent the 
conversion of common-mode waves into differential-
mode waves and the conversion of differential-mode waves 
into common-mode waves, respectively. 

To meet the matching and isolation conditions of 
the tunable balanced power divider, the mixed-mode 
scattering matrix of Smm  should satisfy the following 
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Figure 2. A balanced power divider [5]. The (a) power divider schematic, (b) circuit model, (c) image, and (d) simulated and 
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differential-mode operation, common-mode rejection, and 
cross-mode conversion suppression conditions across the 
entire tuning range:
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where ,1{ ,2{ ,3{ ,4{  and 5{  are the phase constants of the 
S-parameters. Based on the definition of the mixed-mode 
scattering matrix, the S-parameters (standard matrix )Sstd

of the power divider can be derived in terms of the ).Smm

Tunable Balanced Power Dividers
Figure 5(a) displays the structure of a power-dividing, 
ratio-reconfigurable balanced power divider [37], which 

consists of five transmission lines, one isolation resis-
tor, ,Riso  and two varactor diodes, .CD  The transmission 
lines between the balanced two ports of port A (B and C) 
have the same characteristic impedance Z2  and electrical 
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lengths of 180° at the center frequency. Figure 5(b) is a pho-
tograph of the fabricated tunable balanced power divider. 
The S-matrix of the balanced power divider in Figure 5 is 
derived, and then the design parameters of the balanced 
power divider are calculated by making the S-matrix meet 
the requirements of (2). The output differential-mode 
power-dividing ratio k2  is tuned by the capacitance c  of 
varactor diodes .CD

Figure 6(a) and (b) represents the measured insertion 
losses at the center frequency and phase differences versus 
different bias voltages at the differential mode. The mea-
sured power-dividing ratio tuning range is from about 
−22.7 to 8.2 dB. The phase imbalances at the center fre-
quency are smaller than 10°. Figure 6(c) depicts the mea-
sured mode-conversion suppression, which is better than 

20 dB. Figure 6(d) illustrates the measured common-mode 
return loss, which is better than 0.3 dB for all of the states.

Figure 7 details the schematic of a balanced in-phase/
out-of-phase power divider with a tunable power-divid-
ing ratio [38]. Two tunable networks, 1 and 2, with the 
same equivalent characteristic impedance of Z 2 0  and 
electrical lengths of 1i  and -1i 90°, respectively, are used 
to tune the power-dividing ratio. The output differential-
mode power-dividing ratio is determined by the electri-
cal length .1i  When 1i  is in the range of 0–90°, the power 
divider works in the in-phase mode. When 1i  is from 90 to 
180°, the power divider operates in the out-of-phase mode.

Mixed-Mode Scattering Matrix 
of Eight-Port Balanced Circuits
Figure 8(a) illustrates a tunable balanced coupler realized 
by a single-ended tunable coupler and four baluns. A bal-
unless tunable balanced coupler reduces the circuit size 
and the loss caused by the baluns; a diagram of such a 
coupler is found in Figure 8(b). The eight-port balanced 
circuit in Figure 8(b) has four balanced ports (A, B, C, and 
D) consisting of the single-ended ports 1 and 2, 3 and 4, 5 
and 6, and 7 and 8, respectively. The mixed-mode scatter-
ing matrix Smm^ h [40] of an eight-port balanced circuit can 
be defined as
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where ij  is dd, dc, cd, or cc, and ( ) .S S T
mm mm=

To meet the matching and isolation requirements for a 
tunable balanced coupler, Smm  should satisfy the mixed-
mode conditions of (4) (see bottom of page) across the 
entire tuning range, where ,1{ ,2{ ,3{ ,4{ ,5{ and 6{ are 
the phase constants of the S-parameters. 

Usually, a tunable balanced coupler is bisymmet-
ric. By exciting two magnetic walls (H-walls), an electric 
wall (E-wall) and an H-wall, an H-wall and an E-wall, and 
two E-walls along the symmetry axes A Al m and "B,Bl
respectively, four two-port reduced circuits of the tunable 
balanced coupler (Figure 9) can be obtained. The S-param-
eters of the reduced circuits are calculated first. Then the 
S-parameters (standard matrix )Sstd  of the coupler can 
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be expressed in terms of the S-parameters of the reduced 
circuits. Finally, the Smm  of the balanced eight-port circuit 
can be derived in terms of the .Sstd

Tunable Balanced Couplers
Figure 10(a) depicts the structure of a coupling-ratio-
reconfigurable balanced coupler [39], with three fixed 
capacitors C0  and C1  and two tunable capacitors .Cd  The 
transmission lines between the two balanced ports of port 
A (B, C, and D) have the same characteristic impedance 
Z2  and electrical lengths of 180° at the center frequency. 
Figure 10(b) is a photograph of the fabricated tunable bal-
anced coupler. The S-matrix Sstd^ h of the balanced coupler 
in Figure 10 is derived first, and the design parameters of 
the balanced coupler are calculated by making the Smm

meet the requirements of (4). The output differential-mode 
power-dividing ratio K  is tuned by the capacitance .Cd

Figure 11(a) illustrates the measured insertion losses at 
the center frequency and phase differences versus differ-
ent bias voltages at the differential mode. The measured 
power-dividing ratio tuning range is from about −11.3 to 
10.2 dB. The phase imbalances at the center frequency are 
smaller than 25°. Figure 11(b) indicates that the measured 
mode conversion suppression is better than 25 dB. Fig-
ure 11(c) demonstrates that the measured common-mode 
return loss and isolation are better than 0.2 dB and 45 dB, 
respectively, for all of the states.

Discussion of the Phase Imbalance Performance
Figures 6 and 11 depict the measured phase differ-
ences of balanced tunable power dividers and couplers, 
respectively. It can be observed that the phase imbalance 
becomes larger as the power-dividing ratio increases. 
Thus, the tuning range is limited by the phase imbalance 
performance. The phase imbalance is primarily caused by 
the resistive loss from the varactors and transmission lines. 
Considering the loss of varactors, the differential-mode 
power-dividing ratio of the power divider and coupler 
can be obtained and simplified as (5) and (6), respectively,
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where rv  represents the varactor resistance. Based on (5) 
and (6), the phase imbalance increases with increasing 

,rv  and also increases with the increasing capacitance of 
the varactors (c  or ).Cd  For the state of 3-dB coupling, the 
measured additional insertion loss of a coupler is about 
1.2 dB, and the phase imbalance is 9° [39]. Using high-Q
varactors [e.g., microelectromechanical systems (MEMS) 
capacitors] can further improve the insertion loss and 
phase difference. In [39], an active capacitance circuit with 
negative impedance was used to improve the insertion 
loss and phase difference of the tunable balanced coupler.

Figure 12(a) illustrates the improved tunable balanced 
coupler with an active capacitance circuit [39]. The active 
capacitance circuit consists of a common-source field-
effect transistor with an R–L–C series feedback structure, 
which can exhibit negative resistance and capacitance. 
The varactors Cd  and the transistors are implemented by 
MA46H202 gallium arsenide diodes and ATF35143 tran-
sistors, respectively. Negative resistance is obtained at 
2.0 GHz by choosing a Cdl  of 5 pF, an Ld  of 3 nH, and an Rd

of 2X in the feedback structure. The ATF35143 is biased 
by two 47-nH inductors ( ,LD ).LG Cg and Lg are set to 100 
pF and 6.6 nH, respectively. Figure 12(b) is a photograph 
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of the fabricated tunable balanced coupler with active 
capacitance circuits. Figure 13 presents the measured dif-
ferential-mode insertion losses and phase differences 
results versus the power-dividing ratio at the center 
frequency of the tunable balanced coupler with and 
without active capacitance circuits. With active capaci-
tance circuits, the insertion loss is improved by 1.2 dB 
for the 3-dB coupling state. The measured phase imbal-
ances are improved from 25° to lower than 2° for all of 
the states.

Unbalanced Tunable Power 
Dividers and Couplers
This article focuses on the design of balanced power 
dividers and couplers with tunable power-dividing ratios. 
Unbalanced tunable power dividers and couplers are 
also a fruitful area of development [33], [41]–[49]. Recent 
research on unbalanced tunable power dividers and cou-
plers has primarily centered on aspects such as frequency 

reconfigurability [41], [42], simultaneous frequency and 
power-dividing ratio reconfigurability [43]–[45], phase 
reconfigurability [46], and frequency reconfigurability inte-
grated with filtering functions [33], [48], [49]. Unbalanced 
tunable power dividers and couplers have approached 
these issues in the following ways:

• Frequency reconfigurability: Frequency tuning is usu-
ally realized by changing the capacitances of the 
varactors used in the couplers [32], [41], [42]. In [32], 
rat-race couplers with tunable frequency are achieved 
based on the port equivalent impedance method. 
Frequency-reconfigurable couplers would be suit-
able for multiband applications.

• Simultaneous frequency and power-dividing ratio recon-
figurability: In [43] and [44], the power-dividing ratio 
and the operating frequency of monolithic micro-
wave integrated circuit and CMOS couplers were 
tuned simultaneously by two kinds of tuning ele-
ments (i.e., varactors and tunable active inductors). 
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One potential application of this kind of coupler is as 
a duplexer in a transceiver [43].

• Phase reconfigurability: In [46], the phase difference 
of the output ports of a coupler can be continuously 
tuned, which integrates the functions of the phase 
shifters and couplers.

• Frequency reconfigurability integrated with filtering func-
tions: The integration of microwave components is crit-
ical for reducing the system size. Compared with the 
conventional cascaded design of filtering couplers, 
the codesigned dual-band filtering coupler [47] pro-
vides an alternative approach to reducing the size, 
loss, and cost of RF modules. In [48], a tunable filter-
ing power divider is realized using tunable coupled 
resonators. In [31] and [49], a class of filtering couplers 

with reconfigurable frequency is reported for the 
first time. The reconfigurable filtering couplers are 
constructed by substituting the quarter-wavelength 

/4m^ h transmission line in a conventional coupler 
with a reconfigurable filtering transmission line with 
a 90° or −90° phase shift. A reconfigurable filtering 
rat-race coupler and a quadrature coupler with con-
stant fractional bandwidth and constant absolute 
bandwidth, respectively, are designed and demon-
strated by measurement in [31] and [49]. To further 
improve the loss performance, a frequency-tunable 
quadrature coupler can be designed using substrate 
integrated waveguide  cavities [33].

At present, research on tunable balanced power divid-
ers and couplers has tended to focus on power-dividing-
ratio reconfigurability. The aforementioned tunable 
functions will likely be further integrated into balanced 
and balanced-to-unbalanced devices in the future, which 
will expand their potential applications in balanced cir-
cuits and systems.

Conclusions and Future Development
This article presents an overview of recently developed tun-
able balanced power dividers and couplers. Comparisons 
with reported balanced power dividers and couplers with 
fixed power-dividing ratios are shown in Tables 1 and 2. 
The tunable balanced power dividers and couplers feature 
a wide tuning range of power division, moderate matching 
and isolation bandwidths, and compact circuit size.

The phase imbalance of balanced power dividers and 
couplers limits the tuning range of their power-dividing 
ratios. Thus, innovative circuit designs with improved 
phase imbalance are urgently needed. In addition, the 
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bandwidths of balanced power dividers and couplers are 
narrow; hence, bandwidth extension is another design 
challenge. The balanced power dividers and couplers 
discussed in this article are primarily realized with single-
layer microstrip structures. To further reduce the circuit 
size of balanced power dividers and couplers, MEMS and 
CMOS techniques can be utilized, which will benefit the 
integration with other balanced front-end components for 
practical high-density balanced communication systems. 
It is anticipated that more and more multifunctional tun-
able balanced devices with high performance will appear 
in the near future.
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Presented here is an intuitive method for synthe-
sizing the binomial multisection quarter-wave 
transformer. I discovered this method while 

teaching an undergraduate course in microwave engi-
neering and termed it the Z-method. I have found that, 
compared to the approximate method based on the 
theory of small reflections [1], the Z-method is easier 
for students to grasp. The technique employs succes-
sive geometric means for finding the characteristic 
impedances of a binomial multisection transformer. 
It can be thought of as an extension of single-section, 
quarter-wave transformer design. 

The Z-method uses an iterative process in which 
an N-section transformer design requires N iterations. 
When it is compared with the approximate method 
based on the theory of small reflections [1] for synthe-
sizing a binomial multisection transformer, it shows 
excellent correlation.

Stepped-impedance transformers are routinely used 
for broadband impedance matching of resistive loads. 
Two common methods for multisection transformer 
design are binomial (maximally flat) and Chebyshev 
(equal ripple). The binomial transformer method gives 
the monotonic or flattest passband reflection coeffi-
cient, whereas the Chebyshev transformer provides a 
better bandwidth. 

The main idea behind using multisection transform-
ers for improving the bandwidth of a single-section 
transformer is that smaller contrast or discontinuity 
between load ZL and the transmission line charac-
teristic impedance Z0 gives a larger bandwidth. This 
is based on the fact that, in general, a transformer’s 
voltage standing-wave ratio (VSWR) variation with 
frequency depends on mismatch before inserting the 
transformer. The larger mismatch between the load 
and line impedance results in greater VSWR variation 
with frequency.
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A binomial transformer is also known as an opti-
mum maximally flat stepped-impedance transformer [2], 
and its design concept has been used in various wide-
band applications, such as Wilkinson dividers, filters, 
antennas, and array feed networks [3]–[7]. The design 
of a binomial multisection quarter-wave transformer 
involves finding the impedances of N sections located 
between Z0 and ZL, as shown in Figure 1. In the past, 
different techniques have been employed for the syn-
thesis of a binomial transformer. A common method 
used by early microwave designers was to express the 
logarithmic impedance ratio for different sections of 
a multisection transformer as being proportional to 
the binomial coefficients, according to the following 
empirical formula [8]–[9]:

, , , , ,

log Z
Z kC

n N0 1 2 3
n

n
n
N1

ff

=

=

+

 
(1)

where k is a constant and Cn
N  are binomial coefficients. 

However, this method does not give the maximally flat 
response [10]. 

Another approach is to express the partial reflection 
coefficients of each section proportional to binomial 
coefficients [11], [12] (i.e., ,ACn n

NC =  where A is a con-
stant). In this method, the theory of small reflections is 
used to express the total input reflection coefficient as 
a polynomial, comprising terms representing the first 
bounce from each junction. 

The desired frequency response (i.e., the binomial 
frequency response) can also be expressed as a polyno-
mial. This requires the selection of roots that satisfy the 
constraint placed on the frequency behavior of the total 
input reflection coefficient .C  For binomial transform-
ers, all of the roots are placed at a common location: –1 
on a unit circle in the complex plane [12]. nC  can be syn-
thesized by equating the coefficients of both aforemen-
tioned polynomials. Once reflection coefficients at the 
junctions of the multisection transformer are known, 
corresponding line impedances can be calculated. 

However, because there are N impedances and N 1+
reflection coefficients, the last reflection coefficient can-
not be controlled, which results in inconsistency in the 
load check: .Z ZN 1 L!+  Moreover, multisection trans-
former impedances are different when they are calcu-
lated for the source side or the load side. In addition, this 
technique cannot guarantee a maximally flat response. 

An improved method using the theory of small 
reflections and an additional approximation for calcu-
lating the characteristic impedances is presented in [1]. 
This method is more consistent and is used as a stan-
dard approach today in many microwave engineering 
textbooks [13]–[17]. It is worthwhile to point out that, 
without additional approximations for calculating the 

characteristic impedances, the methods in both [1] and 
[12] are identical. 

In [18], an alternate formulation for the derivation 
of the same result given in [1] is presented. As the 
theory used in [1] is approximate, it will not hold for 
large steps in impedances between Z0 and ZL. An exact 
method, which takes into account multiple reflections 
and involves a numerical solution, is provided in [19]. 
The results of such calculations are available in tabular 
form, providing ease of use for engineering applica-
tions [13], [19].

It is well known that the design of a single-section 
quarter-wave transformer can be carried out by tak-
ing the geometric mean of the load and line imped-
ances. However, to the best of my knowledge, no such 
procedure exists for the design of a binomial multi-
section transformer. The design of a binomial trans-
former can be greatly simplified if it is possible to 
extend the simple geometric mean-based approach to 
a multisection transformer. 

The purpose of this article is to present a simple 
method for synthesizing the characteristic impedances 
of a binomial multisection transformer. The proposed 
method, called the Z-method as previously noted, does 
not involve any complex design formulas; instead, it 
uses successive geometric means for the synthesis of a 
binomial multisection transformer.

Design Procedure and 
Theoretical Background
Consider a general impedance matching problem of 
synthesizing the unknown characteristic impedances 
Z1, Z2, … ZN between some resistive load ZL and trans-
mission line impedance Z0 using an N-section bino-
mial quarter-wave transformer, as shown in Figure 1. 
The design procedure employing the Z-method can 
be understood with the help of Figure 2. To better ex-
plain the design process, it is divided into two steps. In 

Z0 Z1 Z2 ZN–1 ZN ZL

Figure 1. A general N-section binomial transformer.

The design of a binomial transformer 
can be greatly simplified if it is 
possible to extend the simple 
geometric mean-based approach to 
a multisection transformer.
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the first step, N is arbitrarily restricted to a fixed value 
N 4= ; in the second step, this restriction is relaxed 
based on observations from the first step, leading to a 
generalized design formula.

It is important to note that the main purpose of this 
article is to simplify the calculation of a multisection 
binomial impedance transformer. In fact, the design 
of a binomial transformer can be carried out by sim-
ply taking the successive geometric means without the 
need for a generalized formula. However, as is shown 
later in this section, the generalized design formula can 
be used to compare the Z-method with the approximate 
method based on the theory of small reflections [1].

Figure 2 shows the design of a four-section bino-
mial transformer using the Z-method. The Z-method 

employs an iterative process that requires N iterations. 
In the first iteration (N = 1), we synthesize the single-
section transformer by taking the geometric mean of 
load ZL and transmission line impedance Z0. In the 
second iteration (N = 2), the characteristic impedance 
of a single-section transformer acts as an input imped-
ance at the junction between two sections of the trans-
former, as indicated by the dashed line in Figure 2. The 
design of the two-section transformer is completed 
by taking the geometric mean of the input impedance 
with ZL and Z0, respectively. 

In the third iteration (N = 3), characteristic imped-
ances of two-section transformers serve as input 
impedances at the junctions among the three sections 
of the transformer, as indicated by the dashed lines in 

N = 1

N = 2

N = 3

N = 4

Z0

Z0

Z0

Z0 ZL

ZL

ZL

ZLZ0ZL

Z0ZL

Z0ZL

Z0ZL

Z0 ZL
34

Z0 ZL
34

Z0 ZL
78

Z0 ZL
78

Z0   ZL
1516 Z0   ZL

11 516 Z0  ZL
5 1116

Z0 ZL
34

Z0 ZL
34

Z0 ZL
78

Z0 ZL
1516

Z0 ZL
78

Figure 2. A general four-section binomial transformer design using the Z-method. 
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Figure 2. The design of the three-section transformer is 
completed by taking three geometric means, as shown 
in Figure 2. In the fourth iteration (N = 4), characteris-
tic impedances of the three-section transformer act as 
input impedances at the junctions among the four sec-
tions of the transformer, as indicated by dashed lines 
in Figure 2. The design of the desired four-section 
binomial transformer can now be completed by taking 
four geometric means, as shown in Figure 2.

The following observations can be made from the four-
section binomial transformer design using the Z-method:

• For odd iterations , , , ,N 1 3 5 f= the center element 
characteristic impedance is always Z( )/N 1 2 =+

.Z Z0 L

• For each iteration, the characteristic impedance of 
the first transformer close to Z0 is ,Z Z ZL1 0

2 12 NN

= -

whereas the characteristic impedance of the last 
transformer close to ZL is .Z Z ZN L0

2 12 NN

= -

• For each iteration, the powers of Z0 and ZL with-
in the 2N root follow a specific pattern based on 
binomial coefficients corresponding to row N of 
Pascal’s triangle. For N = 4, binomial coefficients 
are given by 1, 4, 6, 4, and 1. It can be seen from 
Table 1 that, for the first transformer, the power of 
Z0 is the sum of 1, 4, 6, and 4 and the power of ZL

is 1. For the second transformer, the power of Z0 is 
the sum of 1, 4, and 6, and the power of ZL is the 
sum of 4 and 1. Similarly, the powers of Z0 and ZL

for Z3 and Z4 can be found as indicated in Table 1.
• These observations can be used to find the gener-

alized design formula for synthesizing the bino-
mial transformer impedances using the Z-method 
as given in (2):

, , , ,
,

Z Z Z

n N

M C

0 1 2 3 1
n

M
L
M

n n
N

n

1 0
22 N

n n
N

ff

=

= -

=

+
-

/ (2)

where N is the number of sections and Cn
N are binomial 

coefficients.
Using (2), the impedances of an N-section binomial 

transformer can be calculated. As shown in “Proof 
Using the Theory of Small Reflections,” (2) can also be 
derived using the theory of small reflections and addi-
tional approximations for calculating the characteristic 
impedances. It is worthwhile to compare the Z-method 
with the approximate method based on the theory of 
small reflections. In [14], the following expression for 
calculating the characteristic impedances of a binomial 
multisection transformer is given using the theory of 
small reflections:

, , , ......, .

Z Z Z
Z

n N0 1 2 3 1

n

M

1 0
0

2L N
n

=

= -

+ c m
(3)

This expression is equivalent to generalized formula 
(2) derived for the Z-method, an intuitively appealing 
result. Thus, in addition to its simplicity, the Z-method 
is mathematically equivalent to the results of a more 
mathematically involved technique based on the theo-
ry of small reflections [1].

Design Examples
The design of a binomial multisection transformer us-
ing the Z-method is illustrated by two examples.

Example 1: Three-Section Binomial 
Transformer (Z0 = 100 X, ZL = 50 X)
Consider a load Z 50L X= that needs to be matched 
with a transmission line having characteristic imped-
ance Z 0100 X= using a three-section ( )N 3=  binomial 
transformer. The design problem is to find three im-
pedances, Z1, Z2, and Z3, as shown in Figure 3.

The design procedure can be explained with the 
help of Figure 4. First, we find the single-section quar-
ter-wave transformer impedance by taking the geo-
metric mean of 100X  and .50X  The impedance of the 
single-section transformer (i.e., . )07 71X  now serves 
as the input impedance at the center of a two-section 
transformer indicated by the dashed line. The imped-
ances of the two-section transformer can be calculated 
by taking the geometric mean of .70 71X  with 100-X
line and .50-X  load, as shown in Figure 4. The two-sec-
tion transformer impedances come out to be 84.09 and 

. ,59 46X  respectively. 
The desired three-section transformer can now 

be designed, with the impedances of the two-section 
transformer acting as input impedances at the junctions 

Z0 Z1 Z2 Z3 ZL

Figure 3. A three-section binomial transformer. 

TABLE 1. The trend for the power of Z0 (blue color) 
and ZL (peach color) for a four-section binomial 
transformer. 

C0
4 = 1 C1

4 = 4 C2
4 = 6 C3

4 = 4 C4
4 = 1

Z Z Z1 0
15 116

L= 1 4 6 4 1

Z Z Z2 0
11 516

L= 1 4 6 4 1

Z Z Z3 0
5 1116

L= 1 4 6 4 1

Z Z Z4 0
1 1516

L= 1 4 6 4 1
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Proof Using the Theory of Small 
Reflections
Using the theory of small reflections (Figure S1), the 
total input reflection coefficient C  of a multisection 
transformer can be written as a polynomial:

,

e e e

e

( )j
N

j N
N

j N

n
j n

n

N
0 1

2
1

2 1 2

2

0

ffC C C C C

C

= + + + +

=

i i i

i

-
-

- - -

-

=

/  (S1)

where partial reflection coefficients nC  are given by

.Z Z
Z Z

n
n n

n n

1

1C =
+
-

+

+  (S2)

The reflection coefficient of the desired binomial 
response can be expressed as the following 
polynomial:

,A e A C e1 j N
n
N j n

n

N
2 2

0

C = + =i i- -

=

^ h /  (S3)

where the binomial coefficients C n
N  are given by

! !
! .C

N n n
N

n
N =

-^ h

Comparing (S1) and (S3), we get

ACn n
NC = . (S4)

The constant A can be found by equating (S1) and 
(S3) at dc (i.e., ).0i =  This makes the electrical 
length of all of the sections zero, and we get

.A Z Z
Z Z

2 2
1

N N
0

0

0

L

LC
= =

+
-  (S5)

The characteristic impedances of the multisection 
transformer can now be computed using

.Z Z 1
1

n n
n

n
1 C

C=
-
+

+

However, due to the approximate nature of the theory, 
load consistency is not achieved (i.e., ).Z ZN L1 !+  The 
following approximation can be used to improve the 
accuracy:

.lny x
y x

x
y

y x x
y

2
1 1for small that is. .

+
-

-` j  (S6)

Using (S6), we can rewrite (S5) and (S2) as
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Entering (S7) and (S8) in (S4), we get
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We can calculate the multisection transformer line 
impedances using iterative (S9). To obtain a noniterative 
equation, we can express (S9) in N equations given by
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Entering (S9.1) in (S9.2), we get
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In general, we can write the characteristic 
impedance of any section as
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We can also write (S10) as
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θ θ

Z0 Z1 ZN ZLΓ

Γ0 Γ1 ΓN–1 ΓN

Figure S1. A multisection transformer using the 
theory of small reflections.
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of the three-section transformer, as indicated by the 
dashed lines in Figure 4. The impedances of the three-
section transformer can be calculated by taking three 
geometric means, as shown in Figure 4. This completes 
the design of a three-section binomial transformer. The 
final impedances are ,.Z 91 71 X= . ,Z 770 12 X= and 

. .Z 54 533 X=

Table 2 shows a comparison of impedances cal-
culated using the Z-method with four methods 
available in the literature, namely, the empirical 
method [8], approximate methods using the theory 
of small reflections without additional approxima-
tion [12] and with additional approximation [1], 

and the exact method [13]. It can be seen that the 
Z-method results are identical to the approximate 
method given in [1].

The reflection coefficient-versus-frequency plot of 
a three-section binomial transformer is shown in Fig-
ure  5. In the figure, approximate method 1 deviates 
from the desired binomial response, whereas all of the 
other methods give almost identical results.

N = 1

N = 2

N = 3

100 Ω

100 Ω

100 Ω 50 Ω

50 Ω

50 Ω70.71 Ω

70.71 Ω

70.71 Ω91.7 Ω 54.53 Ω

84.09 Ω 59.46 Ω

84.09 Ω 59.46 Ω

100 × 50

100 × 70.71

84.09 × 59.46100 × 84.09

70.71 × 50

59.46 × 50

Figure 4. A three-section binomial transformer design using the Z-method. 
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Figure 5. The S11 of a three-section binomial transformer.

TABLE 2. The three-section binomial transformer 
impedances: Z0 = 100 X, and ZL = 50 X.

Z1 (X) Z2 (X) Z3 (X)

Empirical method [8] 91.69 70.71 54.53 

Approximate method 1 [12] 89.85 69.88 54.35 

Approximate method 2 [1] 91.7 70.71 54.53 

Exact method [13] 91.69 70.71 54.54 

Z-method 91.7 70.71 54.53 
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Example 2: Five-Section Binomial 
Transformer (Z0 = 50 X, ZL = 200 X)
Given a load Z 200L X= that needs to be matched with 
a transmission line having characteristic impedance 

Z 050 X=  using a five-section ( )N 5=  binomial trans-
former, the design problem is to find five impedances 
Z1, Z2, Z3, Z4, and Z5, as shown in Figure 6.

The design procedure can be understood with the 
help of Figure 7. The design steps are identical to Exam-
ple 1 and are, for the sake of brevity, not repeated here. 
The final impedances are ,.Z 52 221 X= . ,Z 64 842 X=

,Z 0013 X= ,.Z 154 224 X= and . .Z 1 291 55 X=

A comparison of impedances calculated using the 
Z-method with four methods, namely, the empirical 
method [8], approximate methods using the theory 
of small reflections without [12] and with additional 
approximation [1], and the exact method [13], is shown 

N = 1

N = 2

N = 3

N = 4

N = 5 50 Ω 52.22 Ω

64.84 Ω

100 Ω

154.22 Ω

191.52 Ω

54.53 Ω 77.11 Ω 129.68 Ω 183.4 Ω

50 Ω

50 Ω

50 Ω

50 Ω 200 Ω100 Ω

100 Ω

70.71 Ω

59.46 Ω 100 Ω

70.71 Ω 141.42 Ω

54.53 Ω 77.11 Ω 129.68 Ω 183.4 Ω

59.46 Ω 168.18 Ω100 Ω

168.18 Ω

141.42 Ω 200 Ω

200 Ω

200 Ω

200 Ω

100 × 20050 × 100

50 × 200

50 × 70.71

100 × 168.18 168.18 × 20059.46 × 10050 × 59.46

50 × 54.53

54.53 × 77.11 129.68 × 183.4

183.4× 200

70.71 × 141.42 141.42 × 200

77.11 × 129.68

Figure 7. A five-section binomial transformer design using the Z-method.

Z0 Z1 Z2 Z3 Z4 Z5 ZL

Figure 6. A five-section binomial transformer. 
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in Table 3. The Z-method results are identical to the 
approximate method 2 [1]. The small discrepancy in Z1

is due to numerical error, which can be easily reduced 
by increasing the number of significant digits.

Figure 8 shows the reflection coefficient-versus-
frequency plot of a five-section binomial transformer. 
Approximate method 1 does not match the desired 
maximally flat response, whereas all of the other meth-
ods closely match the exact method.

Conclusions
This article presents a simple method for synthesiz-
ing a binomial multisection quarter-wave transformer. 
Inspired by single-section quarter-wave transformer 
design, successive geometric means are employed for 
the design of a binomial multisection transformer. The 
proposed Z-method gives identical results to those ob-
tained using an approximate method based on the the-
ory of small reflections [1]. Further investigation shows 
that both methods are mathematically equivalent. 
By avoiding mathematical complexity, the proposed 
method makes the design of binomial multisection 
quarter-wave transformers much simpler, and it can be 

used by microwave designers as an alternative to the 
theory of small reflections for the synthesis of binomial 
multisection transformers.
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TABLE 3. The five-section binomial transformer 
impedances: Z0 = 50 X, and ZL = 200 X.

Z1 (X) Z2 (X) Z3 (X) Z4 (X) Z5 (X)

Empirical 
method [8]

52.21 64.81 100 154.3 191.53 

Approximate 
method 1 [12]

51.91 62.65 91.56 133.83 161.52 

Approximate 
method 2 [1]

52.21 64.84 100 154.22 191.52 

Exact method [13] 52.26 64.98 100 153.91 191.35 

Z-method 52.22 64.84 100 154.22 191.52 
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Figure 8. The S11 of a five-section binomial transformer.

By avoiding mathematical 
complexity, the proposed method 
makes the design of binomial 
multisection quarter-wave 
transformers much simpler.
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• 1.5 million square feet of prime exhibit space 
• World’s largest LEED certi� ed convention center
• Ample meeting space for exhibitor meetings
• Branding opportunities within the facility
• Wi-Fi throughout the facility
•  Inexpensive Public Transportation via Metropolitan Atlanta Rapid 

Transit Authority (MARTA) from Atlanta area and Harts� eld-Jack-
son Atlanta International Airport to GWCC/CNN Station (W-1)

Beyond the Booth:
Market to attendees through-

out the convention center, inviting 
them to your booth on the show � oor. 
Whether you are looking to promote a 

product, build your brand, or connect with 
customers, a sponsorship helps raise your 

pro� le. Our expert sales team can help 
you construct the sponsorship plan that 

best meets your marketing goals. 

W
hy
Be

com
e a Sp

onsor at IMS 2021?

Contact your sales representative or exhibits@horizonhouse.com to discuss exhibit and sponsorship opportunities at IMS2021.
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IMS
Connecting Minds. Exchanging Ideas.

Exhibitor Bene� ts
Exhibitors will enjoy the following bene� ts before, during and after 
the conference:

Pre-Show:
•  An IMS exhibitor console. Dedicated area to showcase your 

pro� le.
• Access to 2021 promotional opportunities
•  Choice of hotel accommodations including hospitality suites and 

meeting space

On-Site:
• A listing in the of� cial Conference Program/Exhibition Catalog
• Priority space selection for the IMS2022
• Access to discounted conference registrations
• General exhibit hall security service
• Daily aisle cleaning service

Post-Show:
•  Post-event report with conference audit and attendee 

demographics

Expo Floor – Exhibit Options

STANDARD EXHIBIT BOOTH

IMS2021 Exhibit Space is $3,800 per 10x10 booth.

–  Illuminated exhibit space with 8’ high backwall drape if 
needed and 3’ high side rails (in-line booths only).

–  A 7” x 44” identi� cation sign with the exhibitor’s name and 
booth number (in-line booths only).

–  Furnished booth packages and booth decor available in the 
Exhibitor Manual through the event decorator.
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5G Pavilion

The 5G pavilion offers a special turnkey position on the show 
� oor to introduce and showcase your 5G products. All partici-
pants receive the following for $3,400:

– 6ft draped table, 2 chairs and electrical
– Identi� ed as a 5G Pavilion participant on all 5G signage
–  Promotional listing on the 5G web page, pages in the 

printed Conference Program/Exhibition Catalog
–  Highlighted in IMS attendee promotions and featured on 

IMS website
– Option to lead a talk in the theater on 5G

CONNECT ING FOR A  SMARTER,  SAFER WORLD
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 For General Inquiries
Call (781) 619-1994
or email
exhibits@horizonhouse.com

Eastern and
Central Time Zones
Michael Hallman
Sales Manager
4 Valley View Court
Middletown, MD 21769
Tel: (301) 371-8830
FAX: (301) 371-8832
mhallman@horizonhouse.com

Paci� c and
Mountain Time Zones
Brian Landy
Western Reg. Sales Mgr.
(CA, AZ, OR, WA, ID, NV, UT, NM, CO, WY, 
MT, ND, SD, NE & Western Canada)
144 Segre Place
Santa Cruz, CA 95060
Tel: (831) 426-4143
FAX: (831) 515-5444
blandy@horizonhouse.com

International Sales
Richard Vaughan
International Sales Manager
16 Sussex Street
London SW1V 4RW, England
Tel: +44 207 596 8742
FAX: +44 207 596 8749
rvaughan@horizonhouse.co.uk

Germany, Austria, 
and Switzerland
(German-speaking)
WMS.Werbe- und Media Service
Brigitte Beranek
Gerhart-Hauptmann-Street 33, 
D-72574 Bad Urach
Germany
Tel: +49 7125 407 31 18
FAX: +49 7125 407 31 08
bberanek@horizonhouse.com

France
Gaston Traboulsi
Tel: 44 207 596 8742
gtraboulsi@horizonhouse.com

Israel
Dan Aronovic
Tel: 972 50 799 1121
aronovic@actcom.co.il

Korea
Young-Seoh Chinn
JES MEDIA, INC.
F801, MisahausD EL Tower
35 Jojeongdae-Ro
Hanam City, Gyeonggi-Do 12918 Korea
Tel: +82 2 481-3411
FAX: +82 2 481-3414
yschinn@horizonhouse.com

China
Shenzhen
Michael Tsui
ACT International
Tel: 86-755-25988571
FAX: 86-755-25988567
michaelt@actintl.com.hk

Shanghai
Linda Li
ACT International
Tel: 86-021-62511200
lindal@actintl.com.hk

Beijing
Cecily Bian
ACT International
Tel: +86 135 5262 1310
cecilyb@actintl.com.hk

Hong Kong, Taiwan, Singapore
Mark Mak
ACT International
Tel: 852-28386298
markm@actintl.com.hk

Japan
Katsuhiro Ishii
Ace Media Service Inc.
12-6, 4-Chome, 
Nishiiko, Adachi-Ku
Tokyo 121-0824, Japan
Tel: +81 3 5691 3335
FAX: +81 3 5691 3336
amskatsu@dream.com
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s CMOS has entered millimeter-
waves, low-cost communica-

tions and radar applications 
have opened up. CMOS keeps push-
ing the limits, and Millimeter-Wave Cir-
cuits for 5G and Radar, edited by Gernot 
Hueber and Ali M. Niknejad, is very 
convincing about how well CMOS 
is pushing the frequency boundary. 
After an introductory chapter, the book 
splits into three parts: eight chapters 
on systems, four chapters on com-
ponents, and a final chapter on fin 
field-effect transistors (FinFETs) and 
process technology. It is a fascinat-
ing tour of applications, critical compo-
nents, and technology.

The book has 14 chapters and almost 
30 different authors, representing a 
mix of universities, research centers, 
and businesses. Each chapter has a 
different lead author, which makes for 
a wide variety of perspectives. Almost 
all of the chapters have background, 
measurements, and design examples, 
which create a very practical work. With 

all that said, this book is not exactly 
coherent, as there is much overlap 
and some duplication. All in all, how-
ever, this is an excellent overview and 

starting point for further study and 
work. I am sure you will enjoy it.

This book begins with a nice sum-
mary of 5G evolution from previous 
systems and a view toward automo-
tive radars. The second chapter offers 
a very interesting overview, from high-
level system goals to chip details and 
alternative methods. One minor issue 
is that the choice of symbols in some of 
the figures in several chapters makes it 
difficult to discern which line is which. 
Chapter 3 follows along the system 
theme with a good multiple input/
multiple output (MIMO) overview. 

The rest of the book gets further 
into circuit details. Chapters 4 and 5
focus on full duplex systems, cancella-
tion of one’s own transmitter at one’s 
receiver, and circuit designs for realiz-
ing full duplex. This is where having 
chapters on similar subjects by differ-
ent authors is a benefit, as it adds per-
spective. Chapter 4 has an extensive 
set of references, while Chapter 5 has 
many details on noise issues. Chapter 6
revisits MIMO from a packaging and 
antenna perspective and also covers 
spatial filtering. 

Chapters 7 and 8 represent a tran-
sition from systems to chip details, 
with a focus on radar as applied to 

CMOS Loves 5G
■ Alfy Riddle
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automotive and biometric systems. 
Frequency-modulated continuous-
wave radar is covered, along with 
several chip architectures and even 
phase-locked loop (PLL) design. 
Measurements are included. Chapter 
8 focuses on transceiver design, which 
reinforces the transition from sys-
tems to chips and gives a coherent 
background for individual circuits. 
Details on mixer design and calibration 
are covered as well. 

The rest of the book is focused on 
circuit designs and devices. Chapter 9 
reinforces Chapter 6’s antennas dis-
cussion with more circuit details and 
measurements. Chapters 10–12 are all 
about frequency sources, with a tour 
of frequency synthesis, digital PLLs 
(including using time-to-digital con-
verters), voltage-controlled oscillator 
design, and, of course, phase noise. 

Once again, this book is full of 
practical details, and it would not be 

complete without a chapter on power 
amplifier design. Chapter 13 provi -
des a good overview, with measure-
ments and many references. Finally, 
Chapter 14 offers a practical tour of 
FinFETs and how their differences and 
large gate-to-drain capacitance (Cgd)
change one’s designs. This book is an 
excellent and timely reference for any-
one getting into this area or actively 
researching this field.

Due to a production error, the 
caption text for Figure 7 in 
[1] is incomplete. The correct 

 caption is included with Figure 7 here. 
We apologize for any confusion this may 
have caused.

Reference
[1] P. L. Gilabert, R. N. Braithwaite, and G. Mon-

toro, “Beyond the Moore-Penrose inverse: 

 Strategies for the estimation of digital predis-
tortion linearization parameters,” IEEE Microw. 
Mag., vol. 21, no. 12, pp. 34–46, Dec. 2020. doi: 
10.1109/MMM.2020.3023220.

Correction
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Continuing Our IEEE MTT-S Webinar Series
■ Robert H. Caverly, Michael C. Hamilton, and Rashaunda Henderson

The IEEE Microwave Theory and 
Techniques Society (MTT-S) 
Education Committee continues 

to offer high-quality webinars from ex-
perts in their respective fields through a 
series that started in 2016 [1]–[3]. These 
webinars have continued through 2020 
and provided collaborative learning op-
portunities to our MTT-S membership 
as well as to the global microwave/RF 
community. The members of the MTT-
S Education Committee are grateful to 
our webinar speakers for their efforts in 
preparing and delivering cutting-edge 
educational content through our popu-
lar MTT-S webinar series. 

The current webinars scheduled for 
the first half of 2021 can be found in 
Table 1. These speakers represent a di-
verse group of leading subject-matter ex-
perts from around the globe, including 
current or emeritus Distinguished Mi-
crowave Lecturers. The past webinars, 

as well as other MTT-S-related resourc-
es, can be found at the MTT-S Resource 
Center, https://resourcecenter.mtt.ieee
.org/. Viewing of previous MTT-S we-
binars is free for MTT-S members. IEEE 
professional development hours are 
also available.

If you would like to be considered 
as a potent i a l  w e b i n a r  s p e a k e r 
and present a topic of current inter-
est to the MTT-S community in the 
2022 webinar series, please send an 
email to either Dr. Hamilton or Dr. 
Henderson outlining your topic and 

Robert H. Caverly (r.caverly@ieee.org), editor-
in-chief of IEEE Microwave Magazine, is with 
Villanova University, Villanova, Pennsylvania, 

USA. Michael C. Hamilton (mchamilton@
auburn.edu) is with Auburn University, 

Auburn, Alabama, USA. Rashaunda Henderson 
(rmh072000@utdallas.edu) is with the University 

of Texas Dallas, Richardson, Texas, USA. 
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IEEE Open Journal of Antennas and Propagation
Full peer review | rapid publication | open access 
The IEEE Open Journal of Antennas and Propagation (OJAP), the first gold fully open access 
journal of the IEEE Antennas and Propagation Society, accelerates the publication of
rigorously peer-reviewed research from across the antennas and propagation field, 
augmented by immediate, worldwide, barrier-free access and maximum exposure. Having 
placed rigorous standards, innovation and openness at the heart of its publishing strategy, 
OJAP celebrates its one-year anniversary by delivering its niche and broader audience a 
650-page yearly volume of the highest quality. The volume comprises 65 articles that cover 
the entire range from technical results and applied engineering innovations to topical 
review and perspective articles. Expanding article collections are featured in Special 
Sections, providing reference material on timely topics as well as future directions on 
developing fields.

Submission to 
first decision

21 days Content enrichment Images, videos, 
podcasts

Submission to 
publication

4-6 weeks APC $1750, discounts
available

Article usage 33,000 downloads
(until October 2020) 

Creative Commons          
Attribution licenses

Plan S compliance

2020 Volume highlights
Millimeter-wave Power Harvesting: A Review
M. Wagih, A. S. Weddell, and S. Beeby

Screen-Printed, Flexible, Parasitic Beam-Switching Millimeter-Wave Antenna Array for Wearable Applications
A. Meredov, K. l. Klionovski, and A. Shamim
Physics-Informed Deep Neural Networks for Transient Electromagnetic Analysis
O. Noakoasteen, S. Wang, Z. Peng, and C. Christodoulou

Eight-Element Compact UWB-MIMO/Diversity Antenna with WLAN Band Rejection for 3G/4G/5G Communications
M. S. Khan, A. Iftikhar, R. M. Shubair, A.-D. Capobianco, B. D. Braaten, and D. E. Anagnostou

Terahertz Antenna Array Based on a Hybrid Perovskite Structure
A. Abohmra, H. Abbas, M. Al-Hasan, I. B. Mabrouk, A. Alomainy, M. A. Imran, and Q. H. Abbasi

Patch Antenna and Antenna Array on Multilayer High-Frequency PCB for D-Band
A. Lamminen, J. Säily, J. Ala-Laurinaho, J. de Cos, and V. Ermolov

Analysis and Design of Checkerboard Leaky-Wave Antennas with Low Radar Cross Section
S. Ramalingam, C. A. Balanis, C. R. Birtcher, and S. Pandi

An Accurate Equivalent Circuit Model of Metasurface-Based Wireless Power Transfer Systems
D. Brizi, N. Fontana, S. Barmada, and A. Monorchio

Isolation Improvement of Two Tightly Coupled Antennas Operating in Adjacent Frequency Bands Using Filtering Structures
J. Guo, F. Liu, L. Zhao, G.-L. Huang, Y. Li, and Y. Yin

Bandwidth Enhancement Technique for Broadside Tri-Modal Patch Antenna
C.-Y. Chiu, B. K. Lau, and R. Murch

Eddy Current Modeling in Multiply Connected Regions Via a Full-Wave Solver Based on the Quasi-Helmholtz Projectors
T. L. Chhim, A. Merlini, L. Rahmouni, J. E. Ortiz Guzman, and F. P. Andriulli

Fast Semi-Analytical Design for Single-FSS-Layer Circuit-Analog Absorbers
X. Lv, S. J. Chen, A. Galehdar, W. Withayachumnankul, and C. Fumeaux

Microwave Detection of Brain Injuries by Means of a Hybrid Imaging Method
A. Fedeli, C. Estatico, M. Pastorino, and A. Randazzo

Techniques for Achieving High Isolation in RF Domain for Simultaneous Transmit and Receive
S. B. Venkatakrishnan, A. Hovsepian, A. Johnson, T. Nakatani, E. Alwan, and J. Volakis

Submit your article today
https://ieeeaps.org/ieee-ojap

Fast facts
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providing a brief abstract, biography, 
and sample slides.

References
[1] R. K. Gupta and M. Hamilton, “MTT-S Educa-

tion Committee Launches successful 2016 we-
binar series [Education News],” IEEE Microw. 

Mag., vol. 17, no. 11, pp. 84–91, Nov. 2016. doi: 
10.1109/MMM.2016.2601539.

[2] R. K. Gupta and M. C. Hamilton, “MTT-S 2017 
webinar series: Another successful year of 
collaborative learning [Education News],” 
IEEE Microw. Mag., vol. 19, no. 2, pp. 100–101, 
Mar./Apr. 2018. doi: 10.1109/MMM.2017.
2781159.

[3] R. K. Gupta and M. C. Hamilton, “IEEE MTT-S 
2018 webinar series: Speaker biographies and 
webinar abstracts [Education News],” IEEE 
Microw. Mag., vol. 20, no. 3, pp. 93–100, Mar. 
2019. doi: 10.1109/MMM.2018.2885672.

President’s Column  (continued from page 11)

including Intermodulation in Microwave 
and Wireless Circuits, Microwave and Wire-
less Measurement Techniques, White Space
Communication Technologies, and Wire-
less Power Transmission for Sustainable 
Electronics. He is the editor-in-chief of 
Wireless Power Transfer Journal (Cam-
bridge University Press), an associate 
editor of IEEE Microwave Magazine, and a 
former associate editor of IEEE Trans-
actions on Microwave Theory and Tech-
niques. He is a member of the MTT-S 
AdCom, past chair of the IEEE Por-
tuguese Section, past chair of MTT-S 
Technical Committees MTT-20 and 
MTT-11, and a member of Techni-
cal Committees MTT-24 and MTT-26. 

He is vice chair of the International 
Union of Radio Science Commission 
A (Metrology Group). He received the 
2000 Institution of Electrical Engineers 
Measurement Prize and has been a 
DML for the MTT-S.

AdCom Member Perspectives
The MTT-S has made a huge impact in 
my research life. Participating in the 
IEEE MTT-S International Microwave 
Symposium is an achievement in and 
of itself. I see the MTT-S as the RF and 
microwave hardware community. All 
new emerging hardware technologies 
have a voice in MTT-S conferences and 
journals. Participating in MTT-S meet-

ings and publishing in journals such 
as IEEE Transactions on Microwave The-
ory and Techniques and IEEE Microwave 
Magazine allow us to be among the tech-
nology visionaries who will shape our 
future. This is why I am motivated to be 
actively involved in improving aware-
ness within IEEE of the importance of 
RF/microwave hardware design. En-
couraging students and drawing engi-
neers to participate in our conferences, 
meetings, and publications will allow 
them to recognize that the MTT-S is the 
true source of information and a driv-
ing force for hardware research within 
the engineering community. 

TABLE 1. Current MTT-S webinars scheduled for the first half of 2021. 

2021 Webinar 
Dates Title Presenters Affiliation

9 February The Future of Battery-Free RF/Microwave Systems Prof. Alessandra Costanzo University of Bologna

11 March Exploring Online Presentation Skills for 
Engaging Your Audience

Dr. John Bandler and 
Dr. Erin Kiley

McMaster University and Massachusetts College 
of Liberal Arts 

13 April Quantum Computing with Microwaves Prof. Joseph Bardin University of Massachusetts, Amherst

11 May Power Amplifiers for High Efficiency Above 
100 GHz

Prof. Jim Buckwalter University of California, Santa Barbara 

22 June Measured System Point-Spread Functions 
Enable Real-Time Quantitative Imaging

Prof. Natalia Nikolova McMaster University

13 July Time-Varying Transmission Line (TVTL) 
for Broadband, Low Noise, Nonreciprocal, and 
Cross-Frequency RF Applications

Prof. Y. Ethan Wang University of California, Los Angeles
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Last month’s circuit scheme is shown again in Fig-
ure 1. Remember the sawtooth-like waveform, 
where a surge current flows from the charged 

capacitor into the transistor every time it turns on. Find 
how much power dissipation is caused by this surge 
current. Which of the following is correct? Note that f
stands for the switching frequency: / .f T1=

a) fVV2
dc c) fCV4 2

dc

b) fCV2 2
dc d) fCV8 2

dc

Solution to the January 2021 Puzzle
When voltage Vdc  is applied to the circuit, the choke 
coil L conducts current ,Idc  which charges capacitor C
at a constant rate. This makes the output voltage a lin-
early increasing function of time as

( ) .v t C I dt C
I t1 t

0
dc

dc= =# (1)

From this calculation, we notice that C is indispensable 
to this circuit. If C were removed, v(t) would steeply 
rise and possibly destroy the transistor when it turns 
off at .t 0=

The choke coil exhibits zero-ohm dc resistance; 
therefore, the average v(t) for one cycle balances with 
the dc supply voltage ;VDC  that is,

( ) .V T v t dt TC
I t C

TI1
2
1

8

T T
2

00

2 2
dc

dc dc= = =8 B# (2)

Note that the integral is truncated halfway because v(t) 
vanishes right after the transistor turns on at / .t T 2=

From (2), we can quickly find

.I T
CV8

dc
dc= (3)

Turn-On Surge
■ Takashi Ohira
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Figure 1. A switching transistor circuit scheme. 
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0 T 2T 3T
t
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Figure 2. The output voltage waveform in the time domain.
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This signifies the dc voltage–current relation of the 
switching circuit. Reflecting this relation to (1), the out-
put voltage is determined as

( )v t T
V t8 dc=  (4)

during the OFF state / .t T0 21 1
Equation (4) indicates that the voltage starts from 

zero at ,t 0=  linearly increases 
with t, and reaches its peak,

( / ) ,v T T
V T V2 8

2 4dc
dc= =  (5)

at / .t T 2=  The voltage is kept at 
zero during the ON state because 
the capacitor C is held short-cir-
cuited by the transistor. This ON/
OFF cycle is periodically repeated 
in every interval T, as shown in 
Figure 2. In conclusion, the output 
voltage waveform resembles a saw-
tooth. The correct answer to last 
month’s quiz is c).

As the switch-mode operation 
can achieve an extremely high dc–
RF power conversion efficiency, we 
could exploit this mode in power 
amplifiers for radio and wireless 
systems. However, if we employ 
the circuit as it is, the described 
sawtooth-like waveform will cause 

two serious problems: heavy power loss and strong 
multiple harmonics (both due to the steep volt-
age drop down at the turn-on moment). We will 
explore a viable solut ion to these problems in 
forthcoming puzzles.

As the switch-
mode operation 
can achieve an 
extremely high 
dc–RF power 
conversion 
efficiency, we 
could exploit 
this mode in 
power amplifiers 
for radio 
and wireless 
systems.
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Editor’s Note: Please check the website 
of each conference for any changes to 
paper or workshop deadlines or con-
ference dates and modality (in  person, 
virtual, or hybrid).

JANUARY 2021
2021 IEEE Radio and Wireless 
Week (RWW2021, Colocated 
with ARFTG)
17–20 January 2021
(Virtual Conference)

APRIL 2021
2021 IEEE 21st Annual Wireless and 
Microwave Technology Conference 
(WAMICON)
10–15 April 2021
Location:  Sand Key, Florida, 
United States

MAY 2021
2021 IEEE MTT-S Latin America 
Microwave Conference (LAMC)
26–28 May 2021 
Location: Cali, Colombia

JUNE 2021
2021 IEEE Wireless Power Transfer 
Conference (WPTC); 2021 IEEE PELS 
Workshop on Emerging Technologies: 
Wireless Power Transfer (WoW)
1–4 June 2021
Location: San Diego, California, 
United States

2021 IEEE Radio Frequency Integrated 
Circuits Symposium (RFIC) 
6–8 June 2021
Location: Atlanta, Georgia, 
United States 

2021 IEEE/MTT-S International 
Microwave Symposium—IMS 2021
6–11 June 2021
Location: Atlanta, Georgia, 
United States

2021 97th ARFTG Microwave 
Measurement Conference (ARFTG)
11 June 2021 
Location: Atlanta, Georgia, 
United States

2021 32nd International Symposium 
on Space Terahertz Technology 
(ISSTT) 
27 June–1 July 2021 
Location: Baeza, Spain 

JULY 2021
2021 Fourth International 
Workshop on Mobile Terahertz 
Systems (IWMTS)
5–6 July 2021
Location: Essen, Germany

2021 IEEE MTT-S International 
Conference on Numerical Electro-
magnetic and Multiphysics 
Modeling and Optimization 
(NEMO)
7–9 July 2021
Location: Limoges, France

IEEE MTT-S International Conference 
on Microwave Acoustics and 
Mechanics (IC-MAM)
19–21 July 2021
Location: Munich, Germany

AUGUST 2021
2021 IEEE 19th International 
Symposium on Antenna Technology 
and Applied Electromagnetics 
(ANTEM)
8–11 August 2021
Location: Winnipeg, Manitoba, 
Canada

2021 46th International Conference 
on Infrared, Millimeter and Terahertz 
Waves (IRMMW-THz)
29 August–3 September 2021
Location: Chengdu, China

OCTOBER 2021
2021 51st European Microwave 
Conference (EuMC), 2021 16th 
European Microwave Integrated 
Circuits Conference (EuMIC), 
and 2021 18th European Radar 
Conference (EuRAD)
11–15 October 2021
Location:  London, United Kingdom
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IEEE MTT-S Latin America Microwave Conference
December 14-16, 2020

May 26-28, 2021
Cali, Colombia

CALL FOR PAPERS
General Chair:

Andrés Navarro, Universidad Icesi
anavarrocadavid@ieee.org

General Co-Chair:

Felix Vega, Universidad Nacional, Colombia
fvegas@unal.edu.co

Technical Program Committee Chair:

Jose María Molina, Cartagena Polytechnic University, 
Spain
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Technical Program Committee Co-Chair:

Maria Teresa Martínez-Ingles, University Center of 
Defense, San Javier Air Force Base, Cartagena, 
Spain
mteresa.martinez@cud.upct.es 

Publications Chair:

Carlos Lozano, Universidad de Los Andes, Bogotá, 
Colombia
calozanog@ieee.org

Financial Chair:

José David Cely, Universidad Distrital FJDC
j.d.cely@ieee.org

Webmaster: 

Fabian Martínez, IEEE
fabianemartinez@ieee.org

Students Coordinator:

Dinael Guevara, Universidad Francisco de Paula 
Santander, Colombia
dinaelgi@ufps.edu.co

Due to the COVID-19 Pandemic, IEEE MTT-S has approved changing the original dates of LAMC 2020, now 
celebrating it in May 26-28, 2021, in an attempt to make it face-to face, but keeping the possibility to going virtual. 
IEEE MTT-S reconfirmed Cali, Colombia, as the venue for the 3rd IEEE MTT-S Latin America Microwave 
Conference (now LAMC 2021). During the past decade, Cali has gained national and international recognition for 
its potential to become one of the most important cities in Latin America and the Pacific in terms of logistics, 
manufacturing and creative industry. Cali, main city of the Pacific region of Colombia, known as a commercial, 
service and cultural hub, offers a vivid and dynamic environment for creation of innovative solutions, a wide variety
of economic sectors, including both small and large companies as well as agricultural industry, a growing ICT 
ecosystem and high-quality universities. Looking for synergy, LAMC 2021 will be co-located with IEEE Colcom 
2021 (IEEE Colombian Conference on Communications and Computing). We encourage the submission of 
original, unpublished research focused on (but not limited to) the following topics of interest: 

1. Passive components, circuits and devices
(planar and nonplanar components and circuits, 
filters and multiplexers, tunable devices, and 
metamaterials).

2. Active components and measurements 
systems (RFICs & MMIC design, power 
amplifiers, linearization techniques, low-noise 
circuits, signal generation, conversion & control 
modules, linear and non-linear modeling and 
characterization).

3. RF systems and applications (microwave 
systems and front-ends industrial scientific and 
medical applications, navigation systems, 
intelligent transportation systems, imaging, 
sensors, wireless power transmission).

4. Communication systems (terrestrial, 
vehicular, satellite and indoor applications, 
wireless and cellular communication systems).

5. Active antennas (phase arrays, integrated 
antennas, smart antennas, digital-beam 
forming and MIMO).

6. Signal-power integrity and high-speed 
digital techniques (EM interference and 
compatibility, high speed interconnects, post-
silicon validation techniques, power delivery 
networks, computer simulations and 
measurements).

7. CAD techniques for RF and microware 
engineering (surrogate –based modeling and 
optimization, space mapping-based methods, 
model order reduction techniques, statistical 
analysis and design, EM based and multi 
physics design optimization, EM field theory, 
time and frequency-domain numerical 
techniques).

IMPORTANT DATES
Proposals for special sessions and tutorials:
Submission regular papers:
Notification:                                           
Camera-ready                                       
Author registration:                               

December 20, 2020
January 25, 2021
March 1, 2021
March 22, 2021
March 22, 2021

PAPER SUBMISSION
Papers submitted to LAMC 2021 will be peer reviewed and evaluated based on originality, quantitative contents, 
clarity, and interest to the audience. The review process will be single-blind. LAMC will use EDAS as the electronic 
paper management system. All accepted and presented papers will be published in the LAMC Conference 
Proceedings and submitted for inclusion in the IEEE Xplore Digital Library.

English will be the official language of the conference. Prospective authors are cordially invited to submit a three-
page two-column manuscript (maximum 4 pages), following the instructions available at the conference website.

https://lamc-ieee.org/
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IEEE Wireless Power Transfer Conference 
June 1 – 4, 2021, San Diego, CA, USA 

https://www.wptc-ieee.org   
 

 
 

 

Conference Committees 

General Chairs 
  Jenshan Lin, Univ. of Florida, USA 
  Chris Mi, San Diego State Univ., USA 
Technical Program Chairs 
  J.-C. Chiao, SMU, USA 
  Amir Mortazawi, Univ. of Michigan, USA  
Publications Chairs 
  Joe Qiu, Army Research Office, USA 
  Changzhi Li, Texas Tech Univ., USA 
Finance Chair/Treasurer 
  Aasrith Ganti, Philips, USA 
Award and Competition Chairs 
  Zhizhang David Chen, Dalhousie Univ., Canada 
  Simon Hemour, Univ. Bordeaux, France 
  Zoya Popovic, Univ. of Colorado- Boulder, USA 
Industry/Government Liaison Chairs  
  Christopher Rodenbeck, NRL, USA 
  Souvik Dubey, Abbott Lab., USA 
  Paul Jaffe, NRL, USA 
  Chris Davlantes, Reach Labs, USA  
Poster Chair 
  Hung Cao, UC, Irvine, USA 
Website Chair 
  Ryan Miyamoto, Oceanit Laboratories, USA 
Publicity Chair  
  Yanghyo Rod Kim, Stevens Inst. of Tech., USA 
Member at Large  
  Ali Darwish, Johns Hopkins Univ., USA 
WPTC Executive Committee 
  Alessandra Costanzo, Univ. of Bologna, Italy 
  Nuno Borges Carvalho, U. of Aveiro, Portugal 
  Dominique Schreurs, KU Leuven, Belgium 
  Naoki Shinohara, Kyoto Univ., Japan 
  Huib Visser, IMEC, Netherlands 
  Ke Wu, École Polytechnique, Canada  
  Goutam Chattopadhyay, NASA JPL, USA 
  Jenshan Lin, Univ. of Florida, USA 

 

The 2021 IEEE Wireless Power Transfer Conference (WPTC) will be held in San 
Diego on June 1-4, 2021, in parallel with the IEEE Workshop on Emerging 
Technologies: Wireless Power (WoW), in the IEEE Wireless Power Week 
(WPW2021). WPW is the largest event in the world for wireless power 
research, financially co-sponsored by IEEE Microwave Theory and Techniques 
Society (MTT-S) and Power Electronics Society (PELS). WPW is technically co-
sponsored by MTT-S, PELS, and Antenna Propagation Society (APS). The 
Wireless Power Transfer School, supported by the IEEE Wireless Power 
Transfer Project Initiative, will be held during the event.   

WPTC2021 covers a wide range of topics related to wireless power 
technologies across the electromagnetic spectrum. In addition to high-quality 
technical sessions, the conference will feature keynote speeches, tutorials, 
workshops, student competition, and industry exhibitions.  

 

Keynote Speakers 

 Dr. Alex Lidow, CEO and Co-founder of Efficient Power Conversion  

“Wireless Power 2.0: What will it take to get there and when will it 
happen?” 

 Prof. James C. Lin, Professor Emeritus, Department of Electrical and 
Computer Engineering, University of Illinois at Chicago 

“Safety of RF Wireless Power Transfer Technology” 

 Dr. Paul Jaffe, Spacecraft Engineering Department/Space Electronics 
Systems Development, U.S. Naval Research Laboratory 

“Wireless Power and Power Beaming” 

 Dr. W. Bernard Carlson, Vaughan Professor of Humanities, Department of 
Engineering and Society, University of Virginia 

“‘To get a Grip on the Earth and Shake it:’ Nikola Tesla’s Scheme for 
Wireless Power Transmission” 

 
Conference Scope  
 
 Theories and techniques for wireless power transfer 

 Devices and systems for short-distance wireless power transfer 

 Industrial applications, issues and regulations  

 Microwave/mm-Wave wireless power transfer and RF energy harvesting 

 Biomedical and healthcare applications 

 Emerging techniques and applications 

 
Visit the conference website (https://wptc-ieee.org) for 
details and updates.  

Contact Information 
     WPTC2021@gmail.com 
Important Dates 
Deadline for paper submission: 
    Jan. 15, 2021 
Notification of acceptance:  
    Feb. 28, 2021 
Deadline for final manuscripts:  
    March 31, 2021 
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