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If you liked our January Inaugural Issue of IEEE Journal of Microwaves you will not want 
to miss our April issue – scheduled for release on the 15th of the month. 

In Volume 1, Issue 2 of our new Open Access journal, we are continuing our special 
series articles including: Microwave Pioneers – this issue on RF-over-wireless 
entrepreneur and scientist, Professor Kam Lau, “Waves Meet Photons,” and our 
Microwaves are Everywhere feature with an enjoyable diversion, “Ovens: from 
Magnetrons to Metamaterials.” We are also introducing a new continuing series, 
Breakthroughs in Microwaves, with a special article titled, “Increasing Signal Strength 
in Swarms of Wireless Sensors - An Interview with Aydin Babakhani.”

Planned Invited paper topics include: Microwave Acoustics, SAR Imaging, Balloon 
Millimeter- and Sub-Millimeter-Wave Limb Sounding, Microwave Metrology, Non-
Lethal Microwave Weapons, Microwave Sensing for Health Monitoring, Human Body 
Coupling of 5G, Innovations in Millimeter-Wave Integrated Circuit Packaging, THz 
Communications Transceivers, Millimeter-Wave FMCW Radar, Advances in High 
Frequency Electromagnetic Modelling, 3D Printing for Microwave Applications, 
Software-Defined Radios, Microwave Metasurfaces and more. We are also publishing
our first batch of unsolicited manuscripts covering all areas of microwave science, 
technology and applications.

You can still (while supplies last) get a FREE copy of our 500+ page INAUGURAL ISSUE mailed 
directly to you by signing up at: https://mtt.org/publications/journal-of-microwaves/inaugural-issue

Learn more about the IEEE Journal of Microwaves

HOME PAGE (https://mtt.org/publications/journal-of-microwaves)

Manuscript Submission (link above plus append: /manuscript-submission/)

Author Information (HOME PAGE plus append: /information-for-authors/)

Editorial Board (HOME PAGE plus append: /editorial-board/)

Play a part in our future by following our progress, 
downloading our papers, and submitting your highest quality 
manuscripts to us. 

REGULAR PAPER SUBMISSIONS WELCOMED

CONTRIBUTE YOUR MANUSCRIPT NOW!
Digital Object Identifier 10.1109/MMM.2021.3049933
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Even though the issue date says 
March 2021, I am writing this 
welcome on a cold, blustery day 

in early December. Numerous confer-
ences are scheduled between this writ-
ing and when you receive the issue: 
the IEEE International Microwave Bio-
medical Conference, IEEE Radio and 
Wireless Week, and European Micro-
wave Conference,  to name just a few. I 
hope that you took advantage of those 
conferences to keep yourself up to 
date on the latest developments in the 
microwave and wireless field. 

Another way to keep current with 
technical developments or learn about 
a new technology is with IEEE Micro-
wave Magazine; this month, thanks to 
the efforts of Prof. Thomas Ussmuel-
ler and Prof. Christian Carlowitz, we 
have an issue focused on digital signal 
processors for RFID. This focus issue 
is a joint effort by two IEEE Microwave 
Theory and Techniques Society (MTT-S) 
technical committees (TCs): MTT-15, the 
RF/Mixed-Signal Integrated Circuits 

a nd Sig nal  Processi ng TC, a nd 
MTT-26, the RFID, Wireless Sensor, 
and IoT TC. 

The issue includes four technical 
articles by authors from both industry 
and academia that provide an in-depth 
look at signal processing as applied to 
RFID in applications such as object 
identification as well as other types of 
identification. An excellent introduc-
tion to the issue can be found in the 
“From the Guest Editors’ Desk” col-
umn, and I suggest that this column be 

your first stop, to read summaries of 
the focus issue articles. 

These articles came out of a confer-
ence workshop on the topic, which is an 
excellent way to develop a focus issue as 
the leaders in the topic area are already 
identified and the material is orga-
nized. If you have organized a work-
shop for the IEEE MTT-S International 
Microwave Symposium  or any other 
conference, I encourage you to consider 

Welcome to the March 2021 Issue!
■ Robert H. Caverly

Robert H. Caverly (rcaverly@villanova 
.edu) is with Villanova University, Villanova, 

Pennsylvania, USA.
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■ Gregory Lyons 

Introducing New AdCom Members 

Each year, the IEEE Micro-
wave Theory and Techniques 
Society (MTT-S) elects seven 

voting members to our Adminis-
trative Committee (AdCom) for 
a three-year term. This month, it 
is my pleasure to introduce you 
to four new AdCom members 
who were elected to a 2021–2023 
term during our Fall 2020 AdCom 
elections. They are Sridhar Kana-
maluru, who served as the 2020 
AdCom secretary; Kamran Ghor-
bani, a previous AdCom member; 
Robert Caverly, editor-in-chief of 
IEEE Microwave Magazine; and Xun 
Gong, an active MTT-S volunteer. In 
addition, I am pleased to introduce the 
2021 AdCom secretary, Joseph (Joe) Bar-
din, another dedicated MTT-S volunteer.

Each new AdCom member has pro-
vided a brief biography and a statement of 
his perspectives on the MTT-S, represent-
ing a snapshot of where the Society is like-
ly heading in the near future. It is the job 
of the AdCom to keep the MTT-S healthy 
and move the Society in new directions 
for the benefit of our membership, the 
microwave engineering profession, and 
humanity. The complete AdCom orga-

nization can be found at www.mtt.org/
administrative-committee-officers. 

The MTT-S is a very active IEEE 
Society. If you would like to get involved 
as a volunteer, fill out the contact form at 
www.mtt.org/connectme, and we will 
make sure you get connected.

New AdCom Members

Sridhar Kanamaluru
Sridhar Kanamaluru is the chief architect 
for aerospace instrumentation at Curtiss-
Wright, serving the U.S. Department of 
Defense flight test instrumentation indus-
try. He received his B.S. degree from Anna 
University, Chennai, India, in 1987 and his 
M.S. and Ph.D. degrees from Texas A&M 

University, College Station, in 
1993 and 1996, respectively. Since 
then, he has served in increasingly 
senior roles in the microwave in-
dustry, including as senior antenna 
engineer (Millitech), manager of mi-
crowave systems (Sarnoff), director 
of engineering (Herley), and princi-
pal scientist (DRS Technologies). He 
has also been an adjunct professor at 
the New Jersey Institute of Technolo-
gy and Villanova University. He has 
served the MTT-S in various capaci-
ties, including a member of Techni-
cal Committee MTT-8, a member 

multiple times on the Technical Program 
Review Committee of the IEEE MTT-S 
International Microwave Symposium 
(IMS), IMS2018 general chair, and MTT-S 
2020 AdCom secretary.

AdCom Member Perspectives
My experience with the Society’s activi-
ties, as IMS general chair and AdCom 

Digital Object Identifier 10.1109/MMM.2020.3042028
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secretary, has shaped my objectives 
for how to serve the Society. The IMS is 
the single greatest Society asset to reach 
our worldwide members and industry 
partners and to share and exchange 
information interactively. To address 
new realities related to face-to-face and 
virtual meetings, I strongly advocate that 
future IMS meetings provide recordings 
of all workshops and technical sessions, 
even when in-person gatherings are 
possible. The recorded sessions, hosted 
in the MTT-S Resource Center, would 
enable industry practitioners to access 
materials at their convenience, there-
by increasing the Society’s value. In 
addition, because future technical ad-
vancements will require a multidis-
ciplinary skillset, I plan to engage 
with sister Societies that strongly over-
lap with the MTT-S field of interest, such 
as the IEEE Aerospace and Electronic 
Systems Society, the IEEE Communi-
cations Society, and the Association 
of Old Crows, to provide multidisci-
plinary “system” workshops at confer-
ences and Chapter meetings to benefit 
industry practitioners and increase 
new member recruitment.

Kamran Ghorbani
Kamran Ghorbani received his B.Eng. 
degree (with honors) and his Ph.D. de-
gree from RMIT University, Melbourne, 
Australia, in 1994 and 2001, respectively. 
From 1994 to 1996, he was a graduate RF 
engineer with AWA Defense Industries, 
working on early warning radar systems. 

In June 1996, he joined RMIT to pursue 
his Ph.D. studies. From 1999 to 2001, he 
was a senior RF engineer with Tele-IP, 
working on very-high-frequency trans-
ceivers for commercial aircraft. He joined 
the Department of Communication and 
Electronic Engineering (now the School 
of Engineering) at RMIT University 
in 2001 as a continuing academic. Prof. 
Ghorbani is currently the director of the 
Communication Technologies Research 
Center, RMIT University. He is respon-
sible for strategic planning and man-
agement. His research interests include 
multifunctional structure, radar systems, 
ferroelectric materials, metamaterials, RF 
energy harvesting, and composite mate-
rials for RF applications.

AdCom Member Perspectives
I see four areas of focus for the MTT-S:
1) Bridge academia and industry: Increase 

membership and involvement from 
industry, initiate large and small in-
dustry projects, and involve industry 
in more technical committees/ac-
tivities and conference organization. 
Enhance the career platform session 
at both large and small conferences, 
where industry can meet academics 
and young professionals.

2) Promote diversity: Increase activities and 
committee participation with Young 
Professionals and Women in Engineer-
ing. Provide funding packages such 
as dedicated scholarships and travel 
allowances for developing countries

3) Membership development: Enhance 
member activities at smaller confer-
ences, including student competitions, 

conference travel allowances, and 
industry workshops. Create new stu-
dent travel grants, expand fellowships, 
and expand webinar topics. Create 
attractive membership packages.

4) Global vision: Expand and enhance 
the collaboration between the 
MTT-S, European Microwave Asso-
ciation, Asia-Pacific Microwave Con-
ference, and sister Societies.

Robert H. Caverly
Robert H. Caverly received his B.S. and 
M.S. degrees in electrical engineering in 
1976 and 1978, respectively, from North 
Carolina State University, Raleigh. He 
received his Ph.D. degree from Johns 
Hopkins University, Baltimore, Mary-
land, in 1983. His first academic position, 
in 1983, was in the Department of Elec-
trical and Computer Engineering, South-
eastern Massachusetts University, which 
later became the University of Massa-
chusetts–Dartmouth. In 1997, he joined 
Villanova University, Pennsylvania, 
where he is currently a professor in the 
Department of Electrical and Computer 
Engineering. He has published more 
than 100 journal and conference papers 
and is the author of the books Microwave 
and RF Semiconductor Control Device Mod-
eling (2016) and CMOS RFIC Design Prin-
ciples (2007). In 2014, he was appointed 
an MTT-S Distinguished Microwave 
Lecturer (DML), with the talk “RF 
Aspects of Magnetic Resonance Imag-
ing,” and he is currently an Emeritus 
MTT-S DML. An IEEE Life Fellow, 
Prof. Caverly is the editor-in-chief of 
IEEE Microwave Magazine.

Sridhar Kanamaluru. 

Robert H. Caverly. Kamran Ghorbani. 
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AdCom Member Perspectives
As editor-in-chief of IEEE Microwave 
Magazine, as well as during my tenure as 
a DML, I have personally seen the vibrant 
technical expertise that is the hallmark of 
the MTT-S as the “Megahertz to Terahertz 
Community.” Transmitting this vibrancy 
to current and next-generation microwave 
engineers is crucial if the MTT-S is to con-
tinue to be the leader of the microwave/
RF community. Our mission will require 
a deep commitment to reach out to all 
fields that fall within our MHz to THz 
Community. Expanding our influence 
includes welcoming technical areas that 
might be considered outside traditional 
microwaves but still within our field of 
interest. It also includes educational out-
reach beyond just academia, working 
with our Young Professionals to welcome 
them to the field and increasing support to 
further stimulate interest in microwaves 
through Women in Microwaves and oth-
er outreach activities among a globally 
diverse audience, especially in Regions 9 
and 10 and in Africa.

Xun Gong
Xun Gong received his B.S. and M.S. 
degrees in electrical engineering from 
Fudan University, Shanghai, China, 
in 1997 and 2000, respectively, and his 
Ph.D. degree in electrical engineer-
ing from the University of Michigan, 
Ann Arbor, in 2005. He is currently the 
Lockheed Martin Professor of Electri-
cal and Computer Engineering at the 
University of Central Florida, Orlando, 
and director of the Antenna, RF, and 
Microwave Integrated Systems Labo-

ratory. His research interests include 
microwave passive components and fil-
ters, sensors, antennas and arrays, flex-
ible electronics, and packaging. He has 
more than 130 publications and holds 
four patents in his field. He served as 
associate editor of IEEE Transactions on 
Microwave Theory and Techniques and 
IEEE Microwave and Wireless Compo-
nents Letters. He is currently the MTT-S 
Region 3 Chapter coordinator.

AdCom Member Perspectives
My journey in the MTT-S began during 
IMS2002, in Seattle, Washington, as a 
Ph.D. student. Since then, I have engaged 
in various MTT-S activities through 
conference presentations, local Chap-
ters, conference organization, editorial 
boards, associate editorships, technical 
coordinating committees, and regional 
coordinators. I benefited from what the 
MTT-S generously offered, and I would 
like to contribute to the MTT-S in re-
turn, particularly through promoting 
microwave education among students 
and membership development through 
Chapters. Efforts in developing global 
MTT-S-related educational materials are 
critical for the microwave community 
and for attracting students to study mi-
crowaves. I believe that effectively 
connecting MTT-S members in academia, 
industry, and government is the key fac-
tor to promoting education, employment, 
and conferences and can assist microwave 
practitioners with continued education.

Joseph Bardin
Joseph Bardin is a full professor of electri-
cal and computer engineering at the Uni-
versity of Massachusetts–Amherst and 
a research scientist with Google Quan-
tum AI. His research interests include 
the design and use of integrated circuit 
technologies for scientific applications, 
such as quantum computing and radio 
astronomy. In addition to his MTT-S Ad-
Com appointment, Prof. Bardin serves as 
a Steering Committee member and asso-
ciate editor of IEEE Transactions on Quan-
tum Engineering, a track editor for IEEE 
Journal of Microwaves, and a member of 
the MTT-S Working Group on Quantum 
Computing as well as Technical Com-

mittees MTT-4 and MTT-11. He is the re-
cipient of a 2011 DARPA Young Faculty 
Award, a 2014 National Science Founda-
tion CAREER Award, a 2015 Office of Na-
val Research Young Investigator Program 
Award, a 2016 University of Massachu-
setts College of Engineering Outstanding 
Junior Faculty Award, a 2016 University 
of Massachusetts Convocation Award 
for Excellence in Research and Creative 
Activity, and a 2020 MTT-S Outstanding 
Young Engineer Award.

AdCom Member Perspectives
Through  out my academic and pro-
fessional career, the MTT-S has been 
my go-to technical community, and I am 
enthusiastic to have the opportunity to 
contribute to this great Society through 
AdCom service. Historically, MTT-S mem-
bers have been responsible for critical 
technological developments in the com-
munications, aerospace, health-care, and 
security industries, and, in the coming 
decades, we can expect that new applica-
tions of microwave technologies will drive 
the development of markets that critically 
rely on MTT-S engineers. In fact, we are al-
ready seeing this with the rapid growth in 
the field of quantum computing. To sup-
port future needs, it is essential that the 
MTT-S inspire and educate a new genera-
tion of microwave engineers. Moreover, to 
build the best possible MTT-S of tomor-
row, it is critical that we seek to structure 
our activities to maximize diversity, equity, 
and inclusion within today’s Society.

Xun Gong. 

Joseph Bardin. 
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I’ve only ever failed one class. It was 
a required course in my major, as 
an undergraduate. The failure was 

educational. Up to that point, I had 
been happy to go through the mechan-
ics of solving problems, without really 
grasping the underlying rationale. 
As a result, I didn’t always understand 
how to approach solutions. Needless 
to say, when I took the course again, I 
made sure I understood how and why 
to solve each problem. But much more 
important is that I had become a better 
student, which impacted every future 
course I took. If I hadn’t failed that 
class, I might have continued to muddle 
through and would likely have been a 
less successful engineer.

Failure is all around us, and it can 
be a good thing. It is an opportunity to 
improve, though improvement is not 
guaranteed. Failure is a signal, and it’s 
how we respond to it that determines 
whether we continue to fall short or 
pivot to success.

Roughly 40 years ago, a new variant 
of the GaAs MESFET was developed: 
the high-electron mobility transistor, or 

HEMT. Clever bandgap engineering 
with aluminum GaAs and GaAs lay-
ers was used to coax carriers from one 
semiconductor layer to another. The 
result was much higher carrier mobil-
ity and greater transistor gain. In short 
order, superior low-noise amplifiers 
were demonstrated. A few years later, 
pseudomorphic HEMTs, or pHEMTs, 
were developed, extending the con-
cept with some InGaAs.

I was working in a research lab when 
the first pHEMT results were pub-
l ished. We init iated a project to 
develop a better power t ra n si stor 

based on the pHEMT approach. Most 
of the published pHEMT work focused 
on the gain and the noise figure. 
There was very little in the literature 
about power performance. It looked 
like a straightforward project. We would 
increase the doping to boost the satu-
rated current and optimize the gate 
recess for the breakdown voltage. The 
first devices initially looked great: they 
had a high current and an adequate 
breakdown voltage.

But the microwave test results were dis-
appointing. While the small-signal 
gain was excellent, the saturated power 
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was abysmal. We had found that RF 
performance was dramatically dif-
ferent than dc performance. The cur-
rent–voltage curves of the transistor, 
measured at very low frequencies, 
were excellent. When we measured 
them with high-speed pulses, the current 
collapsed, with a significant dependence 
on the quiescent bias point. What fol-
lowed was months of investigating 
why the current collapsed and opti-
mizing the transistor design and fab-
rication process to reduce the effect. 
Ultimately, we were able to demon-
strate excellent power transistor per-
formance [1], [2]. Failure and disappoint-
ment had been turned into success 
and opportunity.

I had another successful failure 
early in my career while working at 
the same research lab. We decided to 
submit a proposal for an active filter 
project. As with most proposals, we 
had very little time. I was the techni-
cal lead; I came up with the approach 
and verified it with simulations. I 
made heavy use of the simulator’s 
optimizer function and was satisfied 
with how the performance improved. 
We submitted the proposal and, a few 
weeks later, received a letter from 
the funding agency’s technical lead. 
He was intrigued by our approach 
and duplicated our simulation. In 
doing so, he noticed that the filter, 
although effective, was not operating 
as we claimed. He was right. After 

the optimizer was finished, I had not 
closely examined the circuit and how 
it functioned.

I then took some time to understand 
the optimized circuit and performed 
additional analysis. It wasn’t what 
we had originally claimed, but it was 
interesting and useful. We met with the 
funding agency, and, after apologizing, 
I explained my follow-up analysis and 
the potential for the circuit approach. 
In the end, our work was funded, and 
we successfully demonstrated the tech-
nique [3]. Once again, we were able to 
turn failure into success. But there was 
greater value in what I learned about 
not letting an optimizer loose with-
out understanding what it did. I also 
learned to be much more rigorous in 
my work.

Failure can be a useful thing but 
only if we learn from it. Take, for exam-
ple, corporate acquisitions. There are 
companies, including some very suc-
cessful technology businesses, that 
have been built on acquisitions. There 
are others that make acquisitions time 
and again, only to have the acquired 
companies disappear and never heard 
from again. I’m sure that, in the first 
case, for the successful company built 
on acquisitions, there have been fail-
ures. These must have been failures 
they learned from, so they could build 
a methodology for successful acquisi-
tion and continuous improvement. In 
the second case, where acquisitions 

perpetually fail, the company never 
seems to learn. It’s a double failure, first 
to do something poorly and then not to 
learn from it.

Let’s celebrate failure, but not all fail-
ures. It’s not that we want to fail—we 
don’t design our projects for failure. But 
we shouldn’t manage our work to avoid 
failure either. If our goal is to avoid 
failure, we may also avoid innovation. 
Let’s not try to fail but understand that, 
to make progress, there is a real possi-
bility of failure. Failure that is learned 
from can lead to future success. 

Thinking back to that class I failed 
as an undergraduate, I wish I hadn’t, 
even if it was a valuable failure. It 
would have been better to have failed 
a class much earlier in my educational 
career. There was a lesson I needed to 
learn, and the sooner I had, the better 
off I would have been.
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Some years ago in this column, 
I mused on the rather point-
less challenge of summa-

rizing my technical career in 
two words and came up with 
“Chasing Chebychev,” thus trig-
gering an article about match-
ing techniques [1]. I have, of late, 
been thinking along somewhat 
similar lines about what particu-
lar device, entity, gizmo I would 
nominate as playing some kind 
of a continuous role over my active 
decades in the microwave business, 
something that just keeps on appearing 
around corners. I think there is a clear 
winner on this one, and it’s the 3-dB 
quadrature coupler. This is, of course, 
in part closely coupled (er … sorry …) 
to a lengthy association with the bal-
anced amplifier; more of that shortly, 
but maybe rather than launching into 
war stories about my lifelong battle of 
persuading fabricators that it is indeed 
possible to make 10 micron gaps (hope 
you’re listening, Ed), maybe I should 
“begin at the beginning.”

Figure 1 shows, in schematic form, 
the essence of what we mean by a 
quadrature coupler. It is a matched four-
port passive structure that has the well-
known properties as shown in the fig-
ure; essentially, the input power at port 1 

divides between ports 2 and 4, with no 
power coupled to port 3; the coupled 

outputs display a 90° phase differ-
ence. What is interesting about 
this configuration, and admit-
tedly rarely commented upon 
in standard textbooks which 
launch straight into some formal 
analysis, is that the quadrature 

phase property is a direct result 
of the symmetry of the structure; it 

displays what I will term “port rota-
tion symmetry.” By this I mean that 
the coupling pattern remains the same 
regardless of which port is used as the 
input. So, for example, if we select port 2 
as the signal input, the power will 
divide between ports 1 and 3 with port 4 
now “isolated.”

Taking a more general case, an input 
signal of magnitude cosV t~  splits 
into two outputs, cosV ta ~  at port 2 
and ( )cosV tc ~ z+  at port 4. We now 
apply a second input, also ,cosV t~
at the “isolated” port 3, which results 
in additional components ( )cosV ta ~

at port 4 and ( )cosV tc ~ z+ at port 2, 
the phase split z at this point being 
“unknown.” So the combined voltages 
at the output ports are

Port 2: ( ) ( )cos cosV t V ta ~ c ~ z+ +

Port 4: ( ) ( ) .cos cosV t V tc ~ a ~ z+ +
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The normalized power at the out-
put ports, for those who can remember 
the cosine rule, are

Port 1: cosV V22 2 2a c a z+ -^ h
Port 4: ,cosV V22 2 2a c c z+ -^ h

which must add up to the combined 
normalized input power, 2 V2. This 
can clearly only be true if ,12 2a c+ =

which we knew at the outset, but also 
cos(z) = 0, hence z = 90°.

Interesting. Throughout my long 
association with this device, I have 
always pondered why or how the 
quadrature relation is maintained, 
essentially over an infinite bandwidth, 
and have heard a number of “intui-
tive” explanations. I myself gave a 
somewhat a more lengthy derivation 
in an early “Microwave Bytes” col-
umn [2]. I first encountered this rather 
more elegant and fundamental sym-
metry derivation early one morning 
at an MTT Symposium (as it was then 
called) breakfast table from Ralph Levy, 
scribbled out on a table napkin. It does 
remain, of course, to show that this 
structure can achieve the port 4 cancel-
lation property. There is also what is 
a slightly stickier issue regarding the 
absolute values of phase transmission, 
as opposed to their difference. Couplers 
have electrical length, which strictly 
should be added on to the differential 
phases shown in Figure 1; in fact, the 
phases I show assume that this length is 
equal to a quarter wavelength, which a 
full analysis shows to be a very reason-
able, albeit slightly approximate, value.

I will refrain from now repeating in 
detail what is very well documented 
material that analyzes this structure 
by superimposing two configurations, 
shown in Figure 2. The original con-
figuration can be considered to be the 
superposition of an “even mode” and 
“odd mode” excitation of the structure. 
Whilst very elegant, the details of a full 
generalized analysis are surprisingly 
complicated, but the main outcome is 
that more or less everything we want 
falls nicely into place by making the 
odd and even mode impedances, Zoo
and Zoe, follow the relationship Zoo.Zoe 

= Zo2, along with the constraint that the 
propagation velocities associated with 
even and odd modes are equal. This 
delivers the matched port and isolated 
port requirements, and the individual 
values of Zoe or Zoo define the all-impor-
tant coupling factor a. That said, I have 
from time to time found 
myself searching the 
archives for a reference 
that actually tackles the 
general analysis, in par-
ticular, nailing down the 
aforementioned absolute 
phase transmissions to 
the direct and coupled 
ports. My favorite for 
this reference, amongst 
numerous candidates 
[3], sits in my “archive” 
file box and dates back 
to the pre-plain paper copier days but 
does derive the full four-port s-matrix 
for the most general case of a coupled 
line pair.

Anyway, the fun now starts as we 
use the theory to design a 3-dB cou-
pler. Ever since Kurokawa proposed 
the balanced amplifier [4], the 3-db 
“hybrid,” as it is somewhat curiously 
known, became an item of much 
focus for broadband amplifier design-
ers. Indeed, I remember a time when 
it seemed the lifetime goal of every 
designer was to invent a new type of 
3-dB coupler. Essentially, to achieve the 
3-dB coupling, the odd mode imped-
ance has to be somewhere around 
20 ohms, which, due to a floating rogue 
factor of 2, means that in the odd 

mode excitation shown in Figure 2
the structure behaves as a balanced 
40-ohm line. This is virtually impos-
sible to achieve using a single pair of 
edge-coupled microstrip lines, for any 
remotely realizable gap dimension; 
and for broader bandwidths, tak-

ing in octave and even 
approaching double 
octave, this impedance 
needs to be even lower. 
Thereby hangs a long 
ledger of patents and 
ongoing newer attempts 
to be found in almost 
every issue of our IEEE 
Microwave and Wireless 
Components Letters. It is 
worth noting, in pass-
ing, that there is an “old 
way” around this prob-

lem, which was at one time quite widely 
used and is shown in Figure 3. Before 
the “Lange revolution,” the limitations 
of thin-film processing did just about 
allow couplers of around a 6-dB cou-
pling factor to be made using single-
coupled planar microstrip lines. As 
such, a “tandem” arrangement using 

Z0 Z0 Z0 Z0

Zoe Zoo

+V/2 +V/2 +V/2 –V/2

Figure 2. Even and odd mode coupler analysis.

6 dB 6 dB
–3 dB

–3 dB

Z0

Figure 3. A “tandem” coupler configuration.

The layout 
is made 
considerably 
more convenient 
if the direct and 
isolated port 
con nections are 
“crossed.” 
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a pair of 6-dB couplers was able to 
deliver the same response as the unre-
alizable 3-db item. Note that the layout, 
not to mention drawing the diagram, 
is made considerably more convenient 
if the direct and isolated port connec-
tions are “crossed”; this is usually the 
case with most implemented couplers, 
so that the two outputs appear on the 
same side of the structure. This took up 
even more space (couplers are always 
space hungry) and had more loss than 
a single coupling structure, but is per-
haps one of those rare items of “old 
ways” that may conceivably be of some 
use in a modern context.

But, essentially, the challenge is to 
find a way of increasing the coupling 
between the two lines, and Figure 4
illustrates several ways of doing this. 
Probably the most familiar solution, 
and the basis for most commercial con-
nectorized components, is the multi-
layer “broadside” structure shown in 
Figure 4(a). The use of a thin central 
dielectric enables the odd mode imped-
ance to be made suitably low, while 
much thicker outer dielectric spac-
ings implement the much higher even 
mode impedance. But this structure is 
inconvenient for direct integration into 
the planar microstrip microwave envi-
ronment that is universal practice in 
active gigahertz components and sub-
assemblies. The major breakthrough 
was the interdigital coupler, originally 

published by Lange [5], whereby the 
effective coupling length was multi-
plied up by splitting the two microstrip 
lines into strips and “mixing them 
up” [Figure 4(b)]. This enabled much 
tighter coupling factors to be achieved 
using a planar structure, although the 
requirements on the fabrication tol-
erances, along with some quite chal-
lenging bondwire placements, created 
a constant, if not widely admitted, 
headache for fabrication facilities.
I well remember that the accepted 
formu l a  for  a  3:1 
bandwidth coupler 
required gaps of little 
more than 10 microns, 
which required some 
special processing tech-
niques, not to mention 
post-processing hours 
spent fusing out metal 
bridges across the tiny 
gaps. In fact, such tolerances are no big 
deal at all in semiconductor fabrication, 
a dichotomy that I never fully fathomed 
out. The standard excuse was the supe-
rior surface finish on a semiconductor 
wafer: if alumina was polished, the 
metal ceased to stick, I recall being told 
at the time.

Two more strategies, shown in 
Figure 4(c) and (d), seem to have had 
little attention outside of the patent 
office: bot h  wou ld appea r  to be 
useful for discrete PC board layouts; 
maybe they have been eclipsed by the 
more recent availability of surface-
mount “drop-in” couplers for telecom 
bands. A simple inverted microstrip 
overlay on the basic coupled microstrip 
lines [Figure 4(c)] works well and can 
show improved directivity in compar-
ison to planar configurations, where 
the velocity ratios of even and odd 

modes diverge due to the differing air 
and board dielectrics. This is also an 
issue in the simple structure shown in 
Figure 4(d), which would appear to be 
quite easy to implement on a circuit 
board and a good deal cheaper than 
buying drop-in couplers. I should 
note that, in the case of Figure 4(c), I 
am not including the case of a simple 
dielectric overlay, which can improve 
directivity but has only a small effect 
on coupling.

The beneficial properties of a bal-
anced amplifier (Figure 5) are pos-
sibly less frequently touted these 
days, for a number of reasons. It was 
always primarily aimed at broadband 
applications, where the device input 
(especially) and output are difficult to 
match over the wide bandwidth, and 
in any case some form of mismatch 
is required in order to result in a flat 
gain response. The couplers cancel 

the reflections from the 
mismatched devices, 
and this results in 
nicely cascadable gain 
“modules” that gave 
the manufacturing and 
sales operations more 
flexibility on the range 
of products that could 
be “cobbled” together 

with minimal development time. As 
such, we never really had to tackle the 
problems of designing interstage match-
ing networks. When in the early 2000s 
I emerged from the broadband military 
amplifier scene and stumbled into the 
burgeoning telecom sector, I was sur-
prised to find almost no balanced ampli-
fier designs anywhere. “Never saw the 
point of it,” a rather younger designer 
(“RYD”) than I asserted: “Why d o 
your interstage matching through 
50 ohms? Plus you need twice the 
component count and twice the board 
space.” Well, of course, the bandwidth 
requirements were pretty narrow 
by comparison, but as I got involved 
in solving things like stability prob-
lems, out-of-band gain, not to men-
tion memory effects (really!), I could 
not help feeling a bit nostalgic for 
some balanced stages.

(a) (b) (c) (d)

Figure 4. Enhanced coupling structures: (a) broadside, (b) interdigital (“Lange”),  
(c) strip overlay, and (d) vertical overlay.

In

Out

Figure 5. A balanced amplifier.

The major 
breakthrough 
was the 
interdigital 
coupler. 
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Even in the broadband sector, the 
traditional cascaded-balanced approach 
went into a decline, mainly due to the 
availability of broadband MMICs, 
usually based on distributed circuit 
topologies, that could span multi-
octave bandwidths. But recently I have 
been involved in, perhaps I could even 
say I initiated, something of a “bal-
anced renaissance” when I discovered, 
somewhat by accident, a remarkable 
property of the balanced configura-
tion that we all appeared to miss in its 
heyday. Basically, if the output isolated 
port termination is replaced by a cur-
rent source, which is coupled from the 
input signal, the load presented to the 
balanced devices can be “modulated” 
over a substantial range. As such, the 
“load modulated balanced ampli-
fier,” or LMBA, has received quite a 
lot of attention in the literature over 
the last couple of years [6]. I will be 
addressing this topic in due course in 
this column, but for the present I will 
highlight something that has emerged 
during this recent revisit of the bal-
anced amplifier.

It turns out that the balanced ampli-
fier does have an Achilles heel, and look-
ing into this problem more recently I 
have explained some of the effects that 
were ever-present irritations when try-
ing to ship high-gain broadband ampli-
fiers with several cascaded balanced 
modules. In a nutshell, a mismatched 
load on the output coupler can cause 
some serious skewing of the load pre-
sented to the balanced devices. The 
situation is summarized for analysis in 
Figure 6; the output coupler has its iso-
lated port terminated with a “perfect” 
on-board load, but the output termina-
tion has an “imperfect” voltage standing 

wave ratio (VSWR), having a reflection 
coefficient C with any phase over the 
operating bandwidth. The two transis-
tors are represented by current sinks 
having equal amplitudes and appropri-
ate 90° phasing. So we can apply the 
four-port s-parameter 
matrix to relate the for-
ward and reverse volt-
age waves at each port.

At this stage of my 
l ife, I don’t greatly 
savour the algebraic 
task and defer to the 
admirable equat ion 
solver in Mathematica; 
the results of interest, which are the 
device plane reflection coefficients, 
are somewhat complicated but sim-
plify for the 3-dB balanced case where 
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the bold fonts now instigated to 
remind us that these are complex vari-
ables that are being swept over a full 
range of phase angles.

Depending on how good your recol-
lections of complex variable geometry 
are, it may (or may not!) be clear that if 
C traces a circle on the Smith chart, cen-
tered on the origin, the t trajectories also 
map out a circle. For very small devia-
tions of C from zero, the two device 
impedances remain approximately 

equal and track C itself. But, although 
the two t trajectories each map the 
same circle, the corresponding points 
at the same C phase are diametrically 
opposite, as indicated in the corre-
sponding impedance plots shown 

in Figure 7. This was 
quite a shock to me, 
as a nearly life-long 
protagonist of the bal-
anced amplifier, espe-
cially for a PA applica-
tion where the resistive 
load at each device 
essentially defines the 
saturated power. RYD 

would, no doubt, savor this result; the 
“magic” of a balanced amplifier does 
not extend to isolation from the output 
termination and, as such, does not rep-
licate the function of an output isolator. 
However, the proximity of the circles 
to the C circle shows that the impact 
would be very similar for an equiva-
lent single-ended design; in fact, the 
diametric opposition of the reflection 
coefficients at the two balanced ports 
gives some significant mitigation inas-
much as the “worst case” of mismatch 
would occur only on one side at a time.

I have to admit, this for me is a rela-
tively recent discovery, as measured on 
a timescale based on decade units. 
Back in the era of shipping production 
quantities of broadband amplifers for 
military ECM systems, much valuable 

a1 b4

a2

b1 a4 = 0

b2

b3

a3 = Γb3–jl

I

Figure 6. Analysis of a balanced 
amplifier with mismatched output 
termination.
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Figure 7. Mismatch at the balanced device planes, 2:1 VSWR termination.
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Digital signal process-
i ng (DSP)  i s  a  key 
technology for a vast 

number of different applica-
tions, including RF functions. 
This issue of IEEE Microwave 
Magazine focuses on using 
DSP techniques for RF iden-
tification (RFID) systems. As 
the name implies, RFID is a 
technology for wireless object 
recognition. Typical RFID 
systems consist of at least one 
reading device and multiple 
mobile nodes, often referred 
to as tags. The most common 
related standards apply to low-
frequency (LF), high-frequency (HF), 
and ultrahigh-frequency (UHF) RFID.

LF RFID works in the band be-
tween 125 and 135 kHz and is mainly 
used for animal tracking. HF RFID 

is the most common standard and is 
used for many applications. HF RFID 
tags are widely employed for access 
control in electronic passports and for 
secure payment solutions. Most mod-
ern smartphones also utilize near-field 
communication, which is based on HF 
RFID technology. Both LF and HF 
RFID operate in the electromagnetic 
near field. The reading device and 
tags are coupled inductively and form 
a loosely coupled transformer. With 
the help of this link, the reader and 
the tags can communicate with one 
another by means of load modulation. 

In addition, power for the tag 
operation can be transmitted 
from the reader. Since the en-
ergy is wirelessly conducted 
in the near field, the achiev-
able communication distance 
for LF and HF RFID is shorter 
than 1 m.

In contrast to the first two 
standards, UHF RFID works 
in the electromagnetic far 
field. It operates at much high-
er frequencies, either from 
865 to 868 MHz or from 902 
to 928 MHz. Instead of load 
modulation, the communica-

tion from the tag to the reader 
employs backscatter modulation. 
This principle dates to the 1940s, when 
Harry Stockman published an article 
about communication by means of re-
flected power [1]. In general, wireless 
data transmission requires altering the 
amplitude, phase, and frequency of an 
electromagnetic wave. Classic wire-
less systems directly create this type 
of signal. For backscatter communica-
tion, however, the reader transmits a 
continuous wave signal to the tag. A 
part of this signal is reflected back to 
the reader and modulated by chang-
ing the tag’s reflection coefficient 

Advancing Ultrahigh-Frequency RFID 
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according to the data stream. The big 
advantage of backscatter communica-
tion is that it does not need any com-
plicated transmission circuitry. Where 
typical RF systems require a mixer, a 
phase-locked loop, a power amplifier, 
and various other components in the 
transmit path, a backscatter system 
in its simplest form can be realized 
with a switch. That way, RF systems 
can be orders of magnitude more pow-
er efficient.

This issue is a joint effort by two 
technical committees: IEEE Micro-
wave Theory and Techniques Society 
(MTT-S) MTT-15 (the RF/Mixed-Signal 
Integrated Circuits and Signal Pro-
cessing Committee) and MTT-26 (the 
RFID, Wireless Sensor, and Internet of 
Things Committee). In 2019, the com-
mittees organized a workshop during 
the IEEE MTT-S International Micro-
wave Symposium in Boston, “Digital 
Signal Processing for Radio Frequency 
Identification.” The talks presented 
during that event form the foundation 
of this issue. The goal is to disseminate 
recent results that were made possible 
by the involved scientists’ interdisci-
plinary research.

The four articles in this issue cover 
UHF RFID technology advancements 
achieved via DSP techniques. They 
target different RFID system layers, 
starting, in the first two articles, with 
analog front-end aspects [all-digital 
data conversion and software-defined 
radio (SDR) hardware platforms], fol-
lowed by SDR-based RFID protocols 
and algorithm testbeds in the third 
article and localization enhancements 
on the application layer in the fourth 
article. In general, DSP-enabled RFID 
systems are the key technology for 
novel features such as data encryp-
tion [2], sensing capabilities [3], and 
advanced localization [4], [5].

The first feature, by Arnaldo Olivei-
ra, Nuno Borges Carvalho, João Santos, 
Alírio Boaventura, Rui Fiel Cordeiro, 
André Prata, and Daniel Costa Di-
nis, poses the exciting question: How 
can flexible UHF RFID readers be 

integrated into ubiquitous mobile and 
small devices? The authors propose 
and review low-complexity, all-digital 
transmission and reception methods, 
which require only a minimal RF 
front end for amplification and filter-
ing. Generic digital interfaces perform 
an elegant, very-low-complexity but 
reconfigurable conversion between 
the analog and digital domains. Soft-
ware-defined digital logic implements 
all RFID signal generation and recep-
tion functionality and thus enables a 
small-size, low-cost development to-
ward novel application scenarios.

The second article, by Edward A. 
Keehr and Gregor Lasser, discusses 
all major aspects of a software-defined 
RFID platform that is sufficiently in-
expensive for widespread application 
in the Internet of Things. The authors’ 
goal is to substantially lower the entry 
threshold for RFID-enabled applica-
tions through a well-documented open 
source hardware and software project 
that is accessible to a wide range of en-
gineers, tinkerers, and students. The 
article covers low-cost leakage cancel-
lation, high-isolation antennas, system 
architecture and design, and funda-
mental limitations.

Third, Georg Saxl, Lukas Görtsch-
acher, Thomas Ussmueller, and 
Jasmin Grosinger explore how soft-
ware-defined RFID readers enable 
enhancements for UHF RFID system 
functionality in terms of localization 
and tracking as well as transmission 
security. They review wireless test-
beds and their hardware and scope 
and propose a secure testbed that facil-
itates the rapid development and veri-
fication of low-power data encryption 
algorithms in conjunction with cryp-
to-enabled tags. The second part cov-
ers a flexible localization testbed for 
showcasing positioning techniques. 
Its capabilities are demonstrated in a 
phase-based localization experiment 
with outstanding accuracy results.

Finally, the feature article by Mat-
thias Gareis, Andreas Parr, Johannes 
Trabert, Tom Mehner, Martin Vossiek, 

and Christian Carlowitz covers signal 
processing methods for modern RFID 
localization based on synthetic aper-
ture radar (SAR). The authors enable 
an unprecedented 3D position accu-
racy on the order of a few centime-
ters that complies with the EPCglobal 
class 1, generation 2 (Gen2) UHF RFID 
standard [6] and that uses commer-
cial off-the-shelf tags. Large quanti-
ties of tags are localized in complex 
scenarios, such as a smart warehouse, 
where a fully automatic stocktaking 
robot travels along the shelves and 
establishes synthetic apertures for its 
antennas. To substantially reduce the 
computational burden of SAR process-
ing, variable-grid and particle-based 
search techniques are employed to ac-
celerate the tag positioning by a factor 
of 1,000 while retaining high accuracy.

We would like to thank IEEE Micro-
wave Magazine’s editorial board for its 
encouragement while we planned this 
issue. Also, we greatly appreciate the 
support of our MTT-15 and MTT-26 col-
leagues during the completion of this 
project. Finally, we thank the authors for 
their hard work and excellent job com-
municating DSP methods for enhancing 
RFID systems to the MTT-S community.
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R
adio-frequency identification (RFID) read-
ers are the main bottleneck when building 
an RFID system. The cost of the readers 
can be high, and these devices can be 
bulky. Moreover, when these RFID read-

ers have to be included in a small mobile device, the 
cost increases, or the system becomes more complex to 
put together.

One solution to this problem is to include the 
RFID reader right on the system processor and make 
it completely digital and software based. In this case, 
the approach is to use a complete solution based on 
all-digital RF transceivers, with signal processing 
and software to implement the system fully in the 
digital domain. This would allow the reader to be 
updated like a traditional software application and 

be agile enough to cope with past, present, and future 
RFID standards.

In this article, we present an RFID reader that is 
implemented entirely on a field programmable gate 
array (FPGA) chip and/or embedded processor, and 
we discuss approaches to move the research field in 
this direction. Readers who are interesting in specific 
implementation strategies are directed to the technical 
report [1] where all of the details of this implementa-
tion are described.

The All-Digital Concept for RF Systems
The increased movement toward the digitalization of 
conventional analog front ends has opened the door to 
the concept of software-defined radio (SDR). This con-
cept aims at having one agile radio transceiver front 
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end that is completely independent of any specific 
standard and is able to deal with different frequency 
bands. The relevant state of the art is pointing toward 
all-digital transmitters (ADTs) as the ultimate target 
for this technology due to their inherent fully digital 
behavior from end to end. The research on this class of 
transmitters is focused on the development of recon-
figurable, agile, multiband, 
mult istandard, and highly 
efficient solutions [2], [3]. 
Recent advances in the archi-
tectures of these transmitters 
have undoubtedly contributed 
to their ascendency, largely 
by enabling the transmission 
of radio signals using a fully 
digital data path. This section 
summarizes the main founda-
tions of this concept.

All-digital RF transmit-
ters are a particular subset of 
SDRs that has attracted much 
attention and renewed interest 

from both industry and academia. The underlying 
idea is the encoding of an n-bit digital signal into a 
representation with a lower number of bits, enabling 
the removal of external digital-to-analog converters 
and upconversion stages. Most of the reported trans-
mitters explore the use of reconfigurable and on-chip 
1-bit topologies to transmit signals [3]–[5]. The use of 
single-bit transmitters leads to signals with constant 
envelopes that can be amplified by highly efficient 
and nonlinear amplifiers, such as switched-mode 
power amplifiers (SMPAs). With such an approach, 
the analog front end is reduced to amplification, fil-
tering, and radiation. The first attempts to achieve 
single-bit and efficient power amplification through 
the utilization of delta–sigma modulators (DSMs) or 
pulsewidth modulators (PWMs) were applied to low-
frequency applications [6].

These implementations have shown that highly 
efficient and nonlinear amplifiers are feasible, and 
this has motivated several academic researchers to 
explore the RF scenario. The need to achieve the 
gigahertz frequency range has triggered vigorous 
research in this area. In [7], pulse encoding tech-
niques were applied to the signal magnitude to 
change the PA bias. Others have designed a pulse 
shaping stage that is added to the in-phase (I) and 
quadrature (Q) components of the signal followed 
by analog wideband mixers through the multipli-
cation of the signal with a binary waveform repre-
sentation of the carrier frequency [8] or with bulky 
and high-cost external high-speed multiplexers [2], 
[9], [10].

While some have opted for the implementation of 
these types of modulators in integrated circuits [11], 
[12], others have emphasized the FPGA’s inherent flex-
ibility and reprogrammability. Among the latter, the 
idea of discarding the external components required 
for the upconversion stage (either analog wide-
band mixers or high-speed multiplexers) unleashed 

Digital Analog

Baseband
Processing

Digital
Upconversion

and
Pulse Encoder

FPGA

SMPA

t t t

I

Q

(a) (b)

Figure 1. An illustration of the general ADT architecture. For convenience, the mixed-
domain serializer that converts (a) the digital signal into (b) an analog pulsed waveform 
was omitted. 
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intense investigation in the sense of going further 
and inserting the design of a digital upconverter 
(DUC) stage within a single FPGA. This idea was 
achieved through the utilization of multigigabit 
transceivers (MGTs) that are present in medium/
high-end FPGAs [13], [14]. These MGTs are power-
efficient transceivers with embedded serializers; 
they are highly configurable and tightly integrated 
with the FPGA’s programmable logic resources. As 
an example, line rates from 500 Mb/s up to 32.75 Gb/s 
are available in the GTY transceivers from Xilinx 
Ultrascale+ FPGAs [15]. This small step was of 
paramount importance for getting closer to the 
goal of having completely f lexible and inte-
grated transmitters.

The general block diagram of an FPGA-based 
ADT is depicted in Figure 1. The baseband complex 
input signal is divided into the I/Q data components 
before being converted into a two-level representa-
tion. This conversion is done with an oversampled 
DSM or PWM pulse encoder. The DUC can be 
placed either before or after the pulse encoder. In 
short, the output from the ADT is a pulsed wave-
form that contains the digitally modulated signal at 
a given RF carrier frequency together with the out-
of-band noise. After amplification, a bandpass filter 
is required to reconstruct the desired modulated 
signal before radiation.

Applying All-Digital to RFID
This section describes the proposed all-digital RFID 
reader architecture (depicted in Figure 2), focus-
ing separately on the transmitter and the receiver 
paths. The proposed implementation is based on 
FPGA technology, endowing the system with high 
configurability and flexibility, both of which are 
important for building a multiband and multistan-
dard reader.

Transmitter Path
An RFID reader starts its reading task by exciting 
a tag that implements a particular RFID protocol. 
The protocols are handled by the embedded micro-
processor ( )Pn  implemented on the FPGA. After 
baseband protocol processing, there is an upcon-
version component responsible for translating the 
baseband signal to its RF representation. Tradi-
tional RF transmitters perform this upconversion 
in the analog domain after the digital-to-analog  
conversion. In an ADT, the data path is entirely 
digital (from the baseband up to the RF stage), pro-
viding high agility and allowing it to profit from 
accurate digital signal processing techniques. Cur-
rent ADT architectures are suitable for quadrature 
complex modulation schemes; however, to deal 
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with modulation schemes such as on–off keying, 
amplitude shift keying (ASK), frequency shift keying, 
and phase shift keying, all of which are commonly 
used in low bit-rate data transfer, the architecture 
can be simplified to the one presented in this article 
(see Figure 2).

The majority of RFID protocols are based on ASK 
modulation schemes, which can be easily implemented 
by controlling the amplitude of the carrier wave or 
even turning it on and off depending on the symbol to 
transmit. Thus, focusing on Figure 2, depending on the 
symbol to transmit, the Pn  will select a parallel word 
of N1  bits to serialize, which  can be one of two options 
(“0101…01” or “0000…00”) that, respectively, corre-
spond to the presence and absence of the carrier wave.

The serializer works at a frequency of fstx  that is 
related to a given reference clock frequency ( )frefclk  by 
a factor F1  due to its internal phase locked loop (PLL). 
This equation can be represented as 

.f f F1stx refclk#= (1)

Consequently, the carrier wave frequency )( fc  for this 
case is defined by

.f
f
2c
stx

= (2)

Therefore, simply by changing the serializer clock 
frequency, it is possible to change its sampling rate and 
thus the carrier placement. Since there is interest in fine 
tuning the carrier, the periodicity of the digital word 
“010…01” can be changed, which increases the system’s 
agility. Then, a second factor k  is added that defines 
the periodicity of the sequence “01” in the previous 
word (e.g., if ,k 2=  the sequence will be “0101…01,” and 
if ,k 4= the sequence will be “00110011…0011”). At this 
point, the carrier frequency assumes a new expression 
defined by

.kf
f

c
stx

= (3)

Combining (1) and (3), we obtain a more general equa-
tion defined by

 
( )

.f F
f kc

1
refclk

#
= (4)

Table 1 presents the parameter values used in the trans-
mitter path of the all-digital RFID reader.

On the other hand, it is necessary to shape the trans-
mitted signal to fit the imposed transmission power 
mask, as described in [16]. Since it was not possible to 
implement a digital filter in the serializer, it is neces-
sary to control the carrier amplitude. This amplitude 
is also managed by the Pn  that dynamically changes 
the peak-to-peak voltage of the serialized waveform 

depending on the symbol to transmit. After the seri-
alization, a square wave is generated that carries the 
signal’s information at its fundamental frequency. This 
signal needs to be amplified and filtered before feed-
ing the RFID antenna.

In the amplification stage, a wideband amplifier 
is connected to a switch that is capable of driving the 
signal to the proper low-pass filter (LPF) bank and 
antenna depending on the carrier frequency. To imple-
ment the proper analog LPF bank, the filters’ cutoff 
frequencies ( )fcutoff  must fall into the frequency range 
presented by

.f f f2c ccutoff1 1 (5)

Receiver Path
Depending on the RFID protocol, the RF receiver front 
end selects the signal from the correct antenna, which 
is then followed by a filter bank and an LNA similar to 
the transmitter case (see Figure 2). Then, the amplified 
and filtered analog signal is converted to the digital 
domain.

The digital conversion is based on PWM first pre-
sented in [17] and in [18], where a wide analog input 
bandwidth architecture was implemented in a sin-
gle FPGA chip. As presented in Figures 2 and 3, to 
perform the analog-to-digital conversion, a single 
comparator is required, using as inputs the RF fil-
tered signal ( )x t  and a 40-MHz reference signal ( )r t . 

x (t )
r (t )

Rx

fsrx

frefclk

y (t )+

–

D
es

er
ia

liz
er

N2

datarate = fsrx/N2

Figure 3. A block diagram of the RFID receiver PWM 
converter. 

TABLE 1. The parameters used in the transmitter 
path.

Parameter Name Meaning Value

Parallel word number 
of bits

N1 64

PLL multiplication factor F1 32

Serializer frequency fstx 5 GHz

Period of the sequence 
(number of bits)

k(fc = 13.56 MHz) 400

k(850 MHz < fc < MHz) 4

k(fc = 2.45 GHz) 2
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The reference signal should present an amplitude 
that is greater than or equal to the RF signal, which 
is achieved by the variable gain amplifier. Ideally, the 
reference signal should be a triangular wave since it 
presents a uniform amplitude distribution that allows 
the RF signal to be equally quantized [19]. Neverthe-
less, if a slight decrease in the receiver’s dynamic range 
is tolerable, a sinusoidal waveform can be used. 

This is the approach used in this article by generat-
ing a square wave in the digital domain; then, using an 
LPF filter, a sinusoidal waveform is obtained to feed 
the comparator (Figure 4). On the other hand, the fre-
quency of the reference signal imposes the maximum 
bandwidth of the signal to be acquired, which in the 
RFID case is a few hundred kilohertz. Consequently, 
following the diagram in Figure 4, at the comparator 
output there is a two-level PWM representation of the 
analog signal ( )y t  that is expressed by

( ) ( ( ) ( )).y t sign x t r t= - (6)

The PWM representation will be sampled at a rate of 
.fsrx  In this case, the high-speed differential input buf-

fers of the FPGA are used to build the comparator and 
the sampler, which enables the design of a single-chip 
integrated RFID reader system. The sampling process 
works at 10 Gb/s, after which the digital PWM signal 
is converted to a parallel word of N2  bits by the dese-
rializer, allowing the data to be processed at a lower 
sampling rate (datarate), given by

.datarate N
f

2

srx
= (7)

Therefore, after sampling, the RF digital signal must 
be downconverted to the baseband, filtered to remove 
the PWM distortion, and decimated by a factor of R  to 
a suitable sampling rate for baseband processing and 
decoding. This task is performed at the digital down-
converter (DDC) block, which comprises a polyphase 
digital direct synthesis and a polyphase filter with N2

parallel paths.
After the DDC, the carrier signal is an N3  bits par-

allel word, centered at an intermediate frequency (IF) 
of 2 MHz, although it can be modified to be centered 
between the values described by (8), where fsDDC  is the 
DDC output sample rate presented in (9):

    /IF f0 2sDDC1 1 , (8)

f datarate
RsDDC = . (9)

Table 2 details the parameter values used in the receiver 
path.

The received RFID signal is ASK modulated; one 
of the most common approaches to demodulating 
ASK signals is an envelope detector [20]. As one can 
see in Figure 3, the implemented envelope detector is 
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composed of two stages. In the first stage, the RFID sig-
nal is multiplied by itself (squared) to translate one of 
its intermodulator products to dc. In the second stage, a 
reconfigurable bandpass finite impulse response (FIR) 
filter attenuates the dc and isolates the RFID signal of 
interest. For each protocol, a set of filter coefficients 
that are suitable for obtaining the RFID baseband sig-
nal was implemented. Those coefficients were gener-
ated using the MATLAB Filter Design and Analysis 
Tool. The obtained baseband signal is generated by 
a matching RFID decoder algorithm specific for each 
protocol and controlled by the .Pn

Self-Jamming
At the receiver, the input RFID signal is multiplied by 
itself (squared) to translate one of its intermodulator 
products to dc, which causes an unwanted self-jamming 
effect. Therefore, as stated in [22], a “dc offset removal in 
the digital domain” is implemented (no need for an ana-
log self-jamming cancellation). A reconfigurable band-
pass Kaiser window FIR filter is used, where a set of 
different coefficients is generated for each RFID protocol.

FPGA Implementation and Measurements
This section presents the implemented all-digital 
FPGA-based RFID reader’s performance at the ultra-
high frequency (UHF) band based on a set of experi-
ments conducted to measure the reader’s power and 
compare it with the protocol specifications. The maxi-
mum reading range and identifier error rate for differ-
ent reading distances were also measured. 
As described in [21], in a UHF RFID system (reader 
and tag), there are some characteristics that are 
important for the forward link (reader-to-tag) and 
others that are important for the return link (tag-
to-reader). Some of these system characteristics are 
inherent only to the tag, such as tag sensitivity and 
backscatter efficiency. Others, such as read range and 
backscatter range, also depend on the reader capabili-
ties and the environment.

The implemented experimental setup block dia-
gram is described in Figure 4, and its key elements are 
illustrated in Figure 5. This setup is composed of a host 
computer that can handle an RFID user application; an 
Xilinx Kintex-7 FPGA KC705 evaluation board, where 
the all-digital RFID reader is implemented; two 1-GHz 
LPFs; two 20-MHz LPFs; two wideband (300-kHz–
2.5-GHz) RF switches; an RF wideband (10–4,200-MHz) 
PA; one 20-MHz Wilkinson power divider/combiner; 
one HF antenna; and finally, two UHF commercial 
antennas. One particularity of this FPGA is its gigabit 
transceivers. These transceivers, available in medium-
end FPGAs, are of great interest because they can be 
used as serializers/deserializers capable of a maxi-
mum bit rate of 12 Gb/s.

Performance Tests at the UHF Band
This section features the RFID reader’s performance at 
the UHF band (915.25 MHz). The tag was programmed 
to respond with a 200-Kb/s data rate and an FM0 
codification. The architecture presented in Figure 4,
together with a UHF RFID tag with a theoretical 
sensitivity of –20 dBm, was used to obtain the pre-
sented results.

As stated in [16], RFID readers at UHF must meet 
two transmission power masks: multiple-interroga-
tor and dense-interrogator. Figure 6 illustrates these 
two masks and the implemented all-digital RFID 
reader transmitted power mask. Table 3 gives the 
measured results.

Conclusions
In this article, an implementation of an all-digital 
RFID reader was presented and discussed, and it was 

TABLE 2 . The parameters used in the receiver path.

Parameter Name Meaning Value

Number of parallel paths 
before the DDC

N2 64

Number of parallel paths 
after the DDC

N3 16

Decimation factor R 15

PWM sample rate fsrx 10 GHz

Reference clock frequency frefclk 156.25 MHz

Host UHF Tx Antenna UHF Rx Antenna

UHF Filters

RF Switches

HF Filters

PA

FPGA

HF Antenna

Combiner/
Splitter

Reference Wave
Generator

Figure 5. A photo of the implemented all-digital, 
multiprotocol FPGA-based RFID reader. 

RFID readers at UHF must meet two 
transmission power masks: multiple-
interrogator and dense-interrogator.
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demonstrated that the approach is feasible for the 
future of RFID readers. Thus, someday, this technol-
ogy may be included in all gadgets like mobile phones, 
laptops, and tablets.
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TABLE 3. The transmission mask measured at UHF.

Channel 
Number

Multiple-
Interrogator 
Mask (dBch)

Dense-
Interrogator 
Mask (dBch)

Transmitted 
Power (dBch)

0 0 0 0

1 –20 –30 –46.6

2 –50 –60 –63.1

–1 –20 –30 –46.6

–2 –50 –60 –63.1

dBch: decibel-channel. 
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n this article, we discuss how one can make, with 
modern and low-cost tools, a software-defined ul-
tra high-frequency (UHF) RF identification (RFID) 
reader. Since we have chosen to leave the discus-
sion of the top-level reader implementation until 

the very end, an introductory outline is warranted to 
help guide our audience. We first provide the uninitiated 
with some background context by answering four ques-
tions: What is UHF RFID? How does it work? What hap-
pened with UHF RFID? And, finally, what’s next? That 
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is, how do we envision the technology evolving in the 
future with the support of a broad community? Second, 
we describe the fundamental metrics and performance 
budgeting of RFID readers. Following this, we provide 
an overview on how to design, make, and automatically 
tune two critical components of UHF RFID readers: the 
antenna and transmit leakage canceller. Third, we delve 
even further into details of the transmit leakage cancel-
ler. Finally, we describe the complete high-level architec-
ture of a proposed low-cost reader.

What Is UHF RFID?
To put it briefly, UHF RFID is a technology in which 
one can affix a tag, often with adhesive backing, to an 
object and obtain information from the tag at a dis-
tance using a reader device with an integrated radio. 
The tag contains an embedded antenna and a very 
small microchip that conducts a simple communica-
tions protocol with the reader, as depicted in Figure 1. 
Tags often also harvest RF energy to power themselves, 
usually from the reader’s radio transmission, and are 
commonly about as big as a medium-size adhesive 
bandage. The maximum range between the reader and 
the tag in free space depends on the reader antenna 
directivity, reader quality, and tag quality but typically 
varies from roughly 2 to 20 m. As per the dominant  
EPC Gen 2 specification [1], the most common informa-
tion to be found on the UHF RFID tag is the electronic 
product code (EPC). The EPC functions as a wireless 
bar code that can, in principle, be used to uniquely 
identify the object to which the tag is attached. In addi-
tion to reporting the EPC, special tags have been devel-
oped that can sense the temperature [2] of the object to 
which they are affixed, the moisture level [3] in a given 
area, and other environmental parameters and relay 
that information back to the reader.

How UHF RFID Works: Backscatter
Of greatest interest are batteryless passive UHF RFID 
tags, due to their minimal cost (.US$0.05–US$0.10 in 
bulk) and lack of maintenance requirements. Such tags 
communicate with the reader using a low-power tech-
nique known as backscatter. Backscatter eschews the 
power and complexity of a full radio transmit (TX) 
chain to send data. Rather, a device communicating 
through backscatter sends data back to a radio receiver 
by changing the termination on an antenna when inci-
dent RF power is present, usually with a switch that 
shorts out the antenna terminals, as depicted in Fig-
ure 2. As the antenna termination changes, so does its 
scattering coefficient. The portion of the incident sig-
nal reflecting off the antenna is now modulated along 
with the changes in the antenna termination. A reader 
can then receive this modulated signal and decode the 
encapsulated information.

In EPC Gen 2, the modulation frequency is known 
as the backscatter link frequency (BLF), and it ranges from 
40 to 640 kHz on top of a carrier frequency between 860 
and 960 MHz. For backscatter to work, there must be a 
transmitter sending out a (usually 0.5–2-W) signal for 
the backscatter device to reflect. This transmitter may or 
may not be co-located with a receiving terminal. Typi-
cally, the tag powers itself from energy harvested dur-
ing the switching intervals when the switch is open and 
the antenna is loaded by an impedance-matched inter-
nal RF-to-dc power conversion circuit. One can think of 
backscatter as similar to communicating with a mirror 
or a shiny object to send Morse code by reflecting the 
sun or a searchlight while camping or hiking. You might 
have forgotten a radio or run out of batteries during 
your excursion, but with a simple mirror you can lever-
age power generated elsewhere to effect a meaningful 
long-distance communication scheme.
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Figure 1. The RFID physical layer concept. (a) The UHF RFID reader. (b) The UHF RFID tag. MCU: microcontroller unit; 
RX: receive.
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Backscatter communications have garnered increas-
ing attention during the 21st century, due to the extremely 
low onboard power requirements of their nodes. In fact, 
one could conceivably attach a batteryless, passively 
powered backscatter radio to everything and connect 
it to the Internet. At that point, one would have what 
one could term an Internet of Things. In all seriousness, 
however, the ubiquity of the phrase “Internet of Things”
underscores the myriad applications lying latent and 
untapped in the public’s imagination that could be real-
ized by backscatter radios. And UHF RFID is a remark-
ably lightweight implementation of a backscatter radio 
system. So why don’t we see it everywhere?

The Promise of UHF RFID: What Happened?
When UHF RFID hit the scene around the year 2000, 
people did expect to see the technology everywhere. 
The Internet had just succeeded in connecting pretty 
much every human being living in the developed 
world, and the next logical step was to connect every 
object to the Internet. Major publications expected 
UHF RFID to be ubiquitous in the coming years [4]–
[6]. Notably, Wal-Mart issued an edict that its top 
suppliers were to use RFID technology to track and 
inventory their shipments [7]. Tech pundits were so 
concerned about the impact that RFID would have 
on our everyday lives that some called for an RFID 
bill of rights [8] and saw in RFID a harbinger of the 
end times [9].

But That’s Not What Happened
Wal-Mart eventually bailed on its UHF RFID initia-
tive, due to supplier unhappiness with the added costs 
and technical problems with the then-new technology 
[7]. Competing technologies made inroads to markets 

thought suitable to RFID. In the past, major grocery 
store chains had studied UHF RFID but concluded that 
the overall cost of the required infrastructure was too 
expensive [10]. Today, Amazon is pioneering computer 
vision for retail grocery, and it appears to be the correct 
solution for that market [11]. Bluetooth, especially Blue-
tooth Low Energy (BTLE), has become a consumer mar-
ket “good enough” Internet of Things enabler because it 
comes installed on all smartphones. Due to its relatively 
high minimum peripheral cost, on the order of US$10, 
BTLE isn’t the Internet of Everything, but it still covers 
a fair amount of stuff. Sure, UHF RFID has found niche 
applications in automotive tolling and high-end apparel 
retail [12], but it’s not, in general, something that one 
commonly sees when going about one’s daily life.

What’s Next?
So it should be clear that UHF RFID, or some similar 
lightweight backscatter technology, is valuable for 
truly realizing the Internet of Things. But UHF RFID 
technology hasn’t found its killer app yet. That’s OK. 
Even the bar code took 20 years from its original pat-
ent filing to be used and another 20 years after that to 
become ubiquitous [13]. Twenty to 40 years is a long 
time to wait, however. It seems archaic to sit back and 
wait for someone in a large corporation to come up 
with a novel and workable vision for RFID, convince 
management to spend lots of money on it, and then 
successfully bring it to market. What if, instead, we 
could all hunt for the killer UHF RFID app together—
on the cheap? This is not so easy; dreaming up such 
an app is only a small fraction of the battle. Building a 
custom prototype that is best suited to capitalizing on 
that app is the first major step to proving the idea and 
attracting outside investment.
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Figure 2. The backscatter concept, with on–off keying as an exemplary modulation scheme. (a) A backscatter node, depicted as 
an RFID tag, reflects incident RF power differently based on whether a switch across the antenna load is closed or open. (b) A 
backscatter receiver, depicted as a canonical diode-based envelope-detection circuit, rectifies the incoming RF signal and filters 
out the high-frequency components, leaving a representation of the original input data to be recovered.
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It turns out that the tools of the maker movement 
enable us to do this, namely, to build hardware pro-
totypes for a nominal price [14], including those of 
UHF RFID readers and tags. Cheap design software, 
such as Kicad, Eclipse, and light versions of field-pro-
grammable gate array (FPGA) development software, 
empower anyone with a computer and access to the 
Internet to design feature-rich customer electronics 
for free. Printed circuit board (PCB) fabrication can 

be accomplished for a few hundred dollars or less by 
using any one of a number of push-button services. 
PCB assembly can be done with a US$40 toaster oven 
and a US$150 Reflowster, itself a product of the 
maker movement. Access to cheap metalworking 
tools at Maker Spaces facilitates the low-cost man-
ufacture of complex metal geometries [15], poten-
tially including those of novel UHF RFID antennas. 
Finally, digital sharing and modification of open 

TABLE 1. A summary of prior art related to SDR/FPGA-based UHF RFID readers [20].

Reference Key Components

SDR Bill of 
Materials 
Cost

Number of 
FPGA Logic 
Elements Range

Output 
Power Comments

[21] Assorted Linear Technology 
components, Xilinx Virtex 4 
FPGA

> US$235 > 13,824 Not 
reported

Not 
reported

No measured results 
reported

[22] Stratix II EP2S60 FPGA, big 
MCU PCB, big radio PCBs

> US$874 60,440 6 m Not 
reported

Only RX digital 
described; antenna 
type unclear

[23], [24], 
[25]

Various RF parts, Xilinx Virtex 
II FPGA, Texas Instruments 
TMS320C6416 digital signal 
processor

> US$500 Up to 
93,184

11 m (in 
hall)

35 dBm Modular, mono-, 
and bistatic; 5-dBi 
antenna

[26]–[28] USRP1 radio platform, 
EP1C12Q240C8 FPGA, RFX900 
x1/x2 card

> US$970 12,060 Up to 6–7 
m [26], 
[27]

27 dBm 
[26]

Bistatic; 8-dBi 
antennas [26]

[29], [30] Various RF parts, Virtex 4 LX100 
FPGA, S3C2410 MCU

> 
US$2,500

> 110,592 8–9 m 30 dBm Antenna gain and 
type not reported

[31] TH72035 transmitter, MAX931 
comparator, MSP430F5510 
MCU

> US$9 N/A (MCU) 0.15 m 9 dBm Monostatic. dipole 
antenna (1–2 dBi); 
not fully tested

[32] AS3992 RF front end, XC3S500 
FPGA

US$73.55 10,476 3.5 m N/A Receiver only; “loop 
antenna”

[33] USRP N200 radio platform, 
Spartan-3A 1800 FPGA, 
wideband radio (SBX) card

> US$2,203 > 37,440 Not 
reported

17.8 
dBm

Bistatic; 7-dBic 
antennas

[34], [35] USRP-2922 radio platform, 
Spartan-3A 3400 FPGA, 
wideband radio (SBX) card

> US$3,092 > 53,714 “Same as 
AS3992 
evaluation 
board”

Not 
reported 

Monostatic

[36] USRP-2942 radio platform, 
Kintex 7 410 T FPGA

> US$7,373 > 406,000 > 2.35 m Not 
reported 

Bistatic

[37] F28377D MCU, ADF4360-3 
phase-locked loop, LT5516 
demodulator 

> US$40 N/A (MCU) Not 
reported

Not 
reported

Physically large; 
manual leakage 
cancellation; 
implements only 
query = 0 transaction

[20] and in 
this article

SX1257 SDR, MAX 10M02 
FPGA, 2 × PE64102, 2 × 
PE64906, NRF51822QFAA 
MCU

US$11.71 2,304 2.6 m 
(dipole), 
15.2 m 
(patch)

26 dBm Monostatic; dipole 
(1.2-dBi)-and patch 
(12.5-dBi)-antennas 
measured; 64-cm2 
PCB area

dBm: decibels referenced to 1 mW; dBi: decibels relative to an isotropic radiator.
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source design files enables us all to go on the hunt for 
the killer app together.

Open source projects already exist for UHF RFID. 
The Wireless Identification Sensing Platform project 
is an implementation of a software-defined UHF 
RFID tag [16] made up of discrete components, and 
it is only a bit larger than a typical UHF RFID tag. A 
somewhat bigger, but easier to assemble, software-
defined tag was also recently described [17]. Note 
that the software-defined aspect of the project is 
important. When most of the complex design func-
tionality is present in software, in either the micro-
controller unit (MCU), FPGA, or both, it becomes 
much easier for someone holding the hardware to 
implement and test major changes to the design. It 
can be done instantaneously, without reinventing 
the entire project, and for free. There are implemen-
tations of software-defined UHF RFID readers, too, 
but to our knowledge, the ones that are open sourced 
and publicly available have a high cost, being imple-
mented on US$1,000-plus Ettus Universal Software 
Radio Peripheral (USRP) platforms, such as [18] 
and [19]. Table 1 presents an extensive list of UHF 
RFID readers based around software-defined radios 
(SDRs) that have appeared in the academic litera-
ture and provided enough information to compute 
approximate costs. 

Therefore, there exists a need for the final tools 
of the hunt for the killer UHF RFID app: a low-cost 
software-defined UHF RFID reader and a matching 
inexpensive, high-performance antenna suitable for a 
variety of application scenarios. These tools will be the 
topic of the remainder of this article.

RFID Reader Fundamentals and 
Hardware Challenges
Passive RFID poses several challenges for the reader 
architecture since it is a highly asymmetrical com-
munication scheme with the “intelligence” of the 
system concentrated in the reader to enable simple 
and cheap tags. In particular, it is different from 
conventional radio systems in two ways: 1) it uses 
backscatter communication, and 2) the tag power is 
provided by the reader. Both points greatly affect 
the front-end hardware of a reader. Backscatter 
communication necessitates that the reader TX and 
receive (RX) paths are simultaneously active, and 
the TX signal must be strong enough to power the 
tag. RFID readers therefore face challenges similar 
to those of full-duplex and simultaneous TX and RX 
(STAR) systems [38].

To separate the TX and RX paths, one of the antenna 
access topologies in Figure 3 can be used. Each of these 
three topologies suffers from some TX-to-RX leakage. 
Even if one or more of the antenna access topologies 

could be made perfect, scattering from nearby objects 
creates unavoidable leakage. A monostatic reader 
topology employs a single antenna for transmitting 
and receiving. A circulator or directional coupler is 
employed to separate the TX and RX paths. Here, the 
intrinsic TX-to-RX isolation IS  (i.e., how much power 
leaks from the transmiter into the receiver) is deter-
mined by the antenna return loss and the isolation or 
directivity of the circulator or directional coupler. A 
bistatic reader topology [Figure 3(b)] uses two separate 
antennas to achieve isolation. The leakage is primarily 
determined by the antenna patterns and spacing. The 
third topology incorporates a single dual-port antenna, 
where the antenna itself provides isolation. It is true for 
all scenarios that the intrinsic isolation provided by the 
antennas and the circulator typically is too small. Some 
form of analog TX leakage cancellation is required [39] 
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to avoid blocking in the receiver low-noise amplifier 
(LNA) or analog-to-digital converter (ADC).

The fact that the tags do not have their own power 
supply, instead harvesting the radiation produced by 
the readers, sets a limit on the read range. This is typi-
cally called the forward read limit, and it is determined 
by the ability of the readers’ TX signal to “wake up” 
the tags [40]–[43]. Therefore, TX powers on the order 
of 0.5–2 W are common; 1 W is allowed in the United 
States, using an antenna with up to 6 dB relative to an 
isotropic radiator (dBi) [44].

Receiver Noise
Successful communication with a tag requires two 
things: the power needs to be sufficient to wake up the 

tag, and the signal-to-noise ratio (SNR) of the backscat-
tered signal must be adequate for the reader to decode 
the data stream. The second condition, often called 
back link limitation, is mainly determined by the noise 
present in the reader. While some of it is thermal noise, 
there is an additional component related to the carrier 
signal leaking from the transmitter [45]–[47]. Any noise 
or phase noise of the leaking TX signal will directly 
end up in the receiver; additionally, the phase noise of 
the receiver’s local oscillator (LO) also contributes to 
noise in the RX band, due to reciprocal mixing with the 
leaking carrier [48], [49].

In both cases, the received spectrum at the receiver 
baseband looks similar to Figure 4. In the center, we 
note the strong leakage signal, with noise sidebands 
and a flat noise floor, which adds to the backscattered 
signal from the tag centered around the BLF. The total 
noise introduced into the receiver PN,TX  due to thermal 
TX noise, phase noise of the TX signal, and reciprocally 
mixed LO noise with the transmit carrier can be mod-
eled as a TX SNR SNR XT  of the reader’s transmitter. 
Since the effective TX noise spectrum is not flat, SNR XT

will depend on the BLF. The noise power in the reader’s 
receiver can then be expressed as
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where Nth  is the thermal noise power, F is the noise 
figure of the receiver, P XT  is the TX power of the 
reader, IS  is the intrinsic isolation between the trans-
mitter and receiver, and GI  is the isolation gain of the 
leakage cancellation circuit, i.e., the ratio of the initial 

leakage power to the leakage 
power when using the leak-
age canceller.

The product of the TX 
SNR and the isolation gain 
is a reader quality parameter 
summarized as .FOMR  The 
achieved isolation gain will, 
in practice, depend on the 
leakage amplitude and phase, 
but here, for simplicity, it is 
considered constant. For brev-
ity, we further omit the depen-
dency on the BLF from further 
equations. The first term in 
(1) is the thermal noise; the 
second term is the noise due 
to the leaking carrier. When 
this latter term dominates, the 
SNR at the receiver is given 
by [47]
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Figure 4. The power spectral density (PSD) of RFID 
reader-received baseband signals. The dominating leaking 
transmitter noise components are in gray, and the 
backscatter signal is drawn in red. Modified from [47, Fig. 3].
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TABLE 2. Tag and reader parameters.

Sensitivity PTagmin −17.8 dBm

Antenna gain GTag 1 dB

Modulation efficiency Modh −10 dB

Frequency f 915 MHz

Bandwidth B 90 kHz

Noise figure F 26 dB

TX power PTx 26 dBm

Reader FOM FOMR 96 dB

Required SNR SNRRxmin 7 dB

,SNR
FSPL

FOM FOM G
X 2

2

R
R Ant Tag Mod

SI

h
=  (2)

where GTag  is the gain of the tag antenna, Modh  is the mod-
ulation efficiency of the tag, and FSPL is the free-space 
loss. The two figures of merit (FOMs) FOMR and FOMAnt

are explained in Figure 5 and motivated by a bistatic or 
dual-port antenna reader scenario where the intrinsic iso-
lation IS is determined by the antennas and their place-
ment. For high-performance monostatic readers 
with a good circulator, the intrinsic isolation remains 
antenna dominated when the antenna return loss is 
lower than the circulator isolation (see Figure 3).

To demonstrate that the self-interference noise 
often dominates and that (2) sets the reader SNR, 
we investigate the monostatic low-cost reader dis-
cussed in the final section of this article, “Low-Cost 
Software-Defined UHF RFID Readers”; the relevant 
parameters of this reader and the assumed Monza 
5-based tag [50] are summarized in Table 2. Using the 
Friis transmission equation for forward and backward 
links and the receiver noise from (1), we compute the 
maximum possible read range:

,d
SNR EIRPG N F FOM FOM

EIRPG FOM FOM G
4 X X

X
2

max,rv
R R th R Ant

R R Ant Tag Mod

minr
m h

=
+

4 ^ h
(3)

where m  is the free-space wavelength, SNRRxmin  is the 
minimum SNR required by the reader to decode the 
backscattered signal, and EIRP  is the equivalent isotro-
pically radiated power from the reader’s transmitter. 
From the power received at the tag [47, eq. (1)], the for-
ward link limitation, i.e., the maximum distance across 
which the tag responds, is found:

.d P
EIRPG

4max,fw
Tag

Tag

minr
m= (4)

These limits are plotted in Figure 6 for two different 
reader antennas. Additionally, we plot the self-interference 
link limit [47, eq. (10)], which can be computed from (2)

.d SNR
FOM FOM G

4 X
max

2

R

R Ant Tag Mod

min
SI r

m h
= 4 (5)

Assuming fixed-gain antennas, the remaining 
free parameter for adjusting FOMANT is the isolation 
IS between the antennas. We see that, up to a value of 
FOM 20 dB,ANT =  both antennas behave in the same 
way and would result in a read range of 8.6 m. For higher 
FOMs and a low-gain dipole antenna, the relatively low 

.EIRP 27 2=  dB referenced to 1 mW causes the read range 
to flatten out at 16.3 m, due to thermal noise. However, 
the forward link limitation (powering the tag) for this 
case is 5.2 m, so the thermal-noise-limited case cannot 
be reached. Similarly, for a high-gain patch antenna, the 

theoretical forward read range limit is 19.1 m, requiring 
an antenna FOM of .FOM 33 6 dB.Ant =  This point is still 
dominated by the self-interference limit .dmaxSI  From the 
gain of the patch antenna, 12.5 dBi, we can compute the 
required return loss for this FOM to be 8.6 dB, which is 
easily achieved by a high-quality antenna.

To be forward link limited, the dipole antenna needs 
to have a return loss of 8.6 dB, which is not always 
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Figure 6. The read range limit d for the presented reader 
(Table 2) for a dipole and a patch reader antenna. The dipole 
has a gain of 1.2 dBi, and the patch antenna has 12.5 dBi. 
The antenna FOMs FOM G ISAnt TRX

2=  for a return loss 
of 10 dB are indicated by vertical lines for the dipole and 
the patch antennas. The hatched areas show the feasible 
operation due to forward link limits d ,max fw  based on a TX 
power of .dBmP 26TX =



32     March 2021

achieved in a realistic scenario where the dipole 
antenna is directly connected to the reader and influ-
enced by nearby objects. In a practical environment, 
multipath propagation will also cause fading and 
range correlation effects of the noise [49], [51]. Assum-
ing a return loss of 10 dB for both antennas, we see 
that this scenario is forward link limited. Using a tag 
with a higher sensitivity (e.g., NXP’s Ucode7 [52]) raises 
the forward link limit lines in Figure 6 and results in 
a reverse-link limited scenario. We conclude that, to 
achieve forward link limitation, a reader setup must 
have high reader and antenna FOMs. Those conditions 
boil down to the following stipulations:

• The reader must have a low TX (phase) noise and 
a clean receiver LO.

• There must be a leakage canceller with an isola-
tion gain of at least 50 dB.

• There must be well-matched high-gain reader 
antennas.

• The reader antenna vicinity needs to be free of 
scattering objects.

Reader Antennas
Depending on the reader access topology (Figure  3), 
different antenna solutions are feasible. The monos-
tatic configuration, in principle, sets a single require-
ment for the reader antenna: providing a high return 
loss ensures a large TX-to-RX isolation IS  and therefore 
a large ,FOMAnt  assuming a perfect circulator, even 
for moderate antenna gains. This, in principle, allows 
for simple dipole-based antennas; however, circular 
polarization (CP) is preferred in a typical scenario, 

where the tag orientation is unknown. Another way 
to mitigate this problem is to use two cross-polarized 
antennas and switch between them to be able to read 
randomly positioned, linearly-polarized tags. CP has 
another big benefit for RFID readers: the scattering 
from large metallic objects will be flipped in polariza-
tion. An object illuminated by a right-hand CP (RHCP) 
antenna will scatter left-hand CP (LHCP) fields, which 
are not received by the RHCP antenna. This reduces 
the total leakage signal and can mitigate range correla-
tion effects and increased receiver noise.

Most tags use linearly polarized antennas, so their 
backscattered signals are linearly polarized, as well, 
causing a 6-dB penalty for CP reader antennas on the 
reverse link that is independent of the tag orientation. 
Further, any reader antenna gain improves the antenna 
FOM (Figure 5) and therefore the reverse-link read 
range. For bistatic readers, the antenna return loss is 
less of an issue because the isolation is now defined by 
the antenna patterns and orientation. This makes the 
performance of this configuration highly dependent 
on the exact geometry and the antennas that are used 
[51], which is a drawback in many applications where 
the end user is not skilled in radio propagation.

Dual-Port Antennas
The use of monostatic configurations with dual-port 
antennas in RFID is still very rare, but it offers the sub-
stantial benefit of reliably reaching very high antenna 
FOMs. Table 3 lists several dual-port reader antennas 
that exceed FOM 30 dB,ANT2  in chronological order. 
Many solutions are based on polarization to isolate 

TABLE 3. A comparison of dual-port reader antennas.

Description Patch
Patch 
Array

Inverted-F 
Antenna

Patch 
Array

Concentric 
Inverted-F 
Array

Patch With 
Tuned 3-dB 
Hybrid Patch

Patch 
With 3-dB 
Hybrid

Four-Arm 
Spiral

Reference A [57] B [58] C [59] D [60] E [55] F [53] G [56] H [61] I [54]

Frequency 5,400–
6,000

2,400–
2,500

429–437 860–
960

860–960 852–876 900–930 846–929 800–3,500

Bandwidth 10.5% 5% 2% 11% 11% 2.8% 3.3% 7.3% 126%

Isolation Polar Polar Polar Spacing 
and polar

Symmetrical 
beamformer

Polar and 
tuned hybrid 

Symmetrical 
beamformer

Polar Symmetrical 
phase

TX polarity Horizontal Horizontal Horizontal LHCP RHCP RHCP RHCP RHCP RHCP

RX polarity Vertical Vertical Vertical RHCP RHCP LHCP RHCP LHCP RHCP

TX gain 7.8 dBi 14.5 dBi 3.7 dBi 7 dBi 1 dBi 9.5 dBi 8.1 dBi 6 dBi 4 dBi

RX gain 7.6 dBi 14.5 dBi 3.4 dBi 7 dBi 0.7 dBi 9.5 dBi 8.1 dBi 6 dBi 4 dBi

Isolation 28 dB 35 dB 25 dB 36 dB 35 dB 52 dB 45 dB 25 dB 37 dB

FOMAnt 43.4 dB 64 dB 32.1 dB 50 dB 37.7 dB 71 dB 61.2 dB 37 dB 45 dB

Size x .15 2 0m — .4 6 0m .6 1 0m .3 9 0m .8 6 0m .4 0 0m .7 5 0m 11 0m

Size y .15 2 0m — .4 6 0m .13 7 0m .3 9 0m .8 6 0m .4 0 0m .7 5 0m 11 0m

All frequency data are in megahertz.
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Figure 7. A tunable 3-dB hybrid with an integrated power 
detector to provide two decoupled ports and feed a dual 
linear patch antenna to create dual CP. Compare with [53, 
Fig. 1]. 

the TX and RX paths (A–D, F, and H) using either dual 
linear antennas or dual CP. A dual linear antenna 
configuration in RFID has the significant drawback 
that tags need to be oriented in a slanted fashion with 
respect to the TX and RX polarizations to receive 
enough signal from the reader to wake up but also to 
scatter back effectively into the reader antenna. Hav-
ing dual circular polarized antennas avoids this prob-
lem with a fixed 3-dB penalty in both the TX and RX 
paths, but it suffers from the aforementioned problem 
of increased leakage due to the polarization flip of 
scattering objects.

The antenna with the highest FOM of 71 dB in 
Table  3 (F) uses polarization decoupling based on a 
dual-port patch antenna fed with a 3-dB hybrid coupler. 
This coupler, as shown in Figure 7, is loaded with varac-
tor diodes and a power detector. It is directly mounted 
to the ground plane of the patch antenna, and the 
ports on the right of Figure 7 directly feed the vertical 
and horizontal ports of a dual, linear-polarized patch 
antenna, creating CP. A microcontroller running a gra-
dient algorithm (explained in the next section) uses the 
power detector to continuously adjust the varactor bias 
voltages and maintain high isolation [53].

Antennas E, G, and I in Table 3 use RHCP to TX and 
RX in a truly monostatic configuration, and all three 
achieve isolations greater than 35  dB. This isolation 
is based on symmetry in the antennas and the beam-
formers that are used, making the TX currents cancel 
in the RX path [54]–[56]. Figure 8 explains this prin-
ciple: a four-arm spiral can be decomposed into two 

two-arm spirals shifted by 90º. When the TX arms are 
fed by a perfectly balanced 180º hybrid, the coupling to 
the neighboring RX arms is completely cancelled due 
to the symmetry in the antenna [54]. The resulting TX 
and RX radiation patterns are identical, except for the 
90º rotation. Figure 9(b) shows a practical implementa-
tion of this concept using an infinite microstrip balun 
on a two-layer PCB. The metallic traces are concep-
tually shown in Figure 9(a). This concept avoids the 
costly external beamformer and provides 37 dB of iso-
lation while maintaining a gain exceeding 4 dBi across 
a 126% bandwidth. Since antennas G and I [54], [56] are 
PCB based, they should lend themselves well to cheap 
mass production and provide excellent performance.
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Figure 8. The principle of a four-arm STAR spiral: two two-arm spirals are fed by 180º hybrids. Modified from [54, Fig. 1].
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Leakage Cancellers
Leakage cancellers are employed in practically all RFID 
readers for two reasons: first, they prevent receiver cir-
cuit blocking and overloading, and, second, they reduce 
the effect of TX noise leaking into the receiver, as dis-
cussed in the “Receiver Noise” section. To fulfill both 
goals, they have to provide a second path that takes 
part of the TX signal and injects it, with the appropriate 
amplitude and phase, into the receiver so that it cancels 
the leaking signal [38]. The bandwidth of this cancella-
tion depends on the length difference between the leak-
age path and the cancellation path [62], which can be a 
challenge for readers that enable arbitrary cable lengths 
to be connected between the antennas and the reader.

Another challenge is how to effectively adjust a cancel-
ling circuit, especially since a misadjusted cancelling cir-
cuit degrades the system performance. A block diagram 
of a generic superheterodyne reader receiver appears 
in Figure 10. The received signal passes a directional 

coupler, where the cancellation signal is injected, and a 
bandpass filter (BPF). The signal is then amplified in an 
LNA, mixed down to an intermediate frequency, again 
filtered and amplified by a variable-gain amplifier, and 
finally digitized in an ADC. Additionally, this block dia-
gram shows provisions for extra power detectors, labeled 
A–C. Detectors A and B require extra hardware (a detector 
diode), while detector C is implemented in software. The 
benefit of the dedicated hardware detectors lies in the fact 
that they provide meaningful data, even if the receiver is 
overloaded by a strong leakage signal and a misadjusted 
or deactivated leakage canceller. This is especially true 
for detector A since it is situated before the first ampli-
fier and can therefore be designed to be linear up to high 
power levels. Detector B has the benefit of adding gain 
to the previous receiver chain but is more susceptible to 
overloading. The biggest benefit of detector C is the fact 
that, for many reader architectures, it can provide ampli-
tude and phase information about the leaking signal and 

Detector B Detector A

LO Canceller
Input

RX
Antenna

Receiver
Antenna

UHF Band
Directional

Coupler
Software

Detector C
ADC

ADC

VGA BPF Mixer LNA BPF

Figure 10. An RFID reader receiver with detector options. It is composed of a directional coupler, a BPF, an LNA, a variable-
gain amplifier (VGA), an ADC, and a software detector in the baseband.

Microstrip Feed

Four-Arm Spiral

Helix

TX Antenna

RX Antenna

TX Port

RX Port

(a) (b)

Figure 9. The wideband four-arm spiral antenna I in Table 3 [54]. (a) The decomposition in a separate TX-and-RX two-arm 
spiral. (b) The manufactured antenna. Modified from [54, Fig. 11]. 
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therefore can be used to directly adjust a leakage cancel-
ler if it is calibrated in amplitude and phase.

A summary of popular adjustment algorithms for 
leakage cancellers is given in Table 4, sorted from slowest 
to fastest. We see that the slowest full-search algorithm, 

which steps through all possible settings of the cancel-
ler circuit, has no calibration requirements and detector 
linearity constraints. The very commonly used gradient 
algorithm simply requires a detector that is not fully satu-
rated and a monotonously reacting canceller control. The 
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Figure 11. TX leakage cancellation circuit concepts in the UHF RFID literature that are applied to a monostatic reader with 
directional coupler-based antenna duplexing: (a) an on-chip design, (b) a vector modulator, and (c) a reflected-power canceller. 
AMP: amplifier; CPLD: coupled port; ISO: isolated port; PA: power amplifier.

TABLE 4. A comparison of canceller adjustment techniques.

Algorithm Reference Detector Type Detector Linearity Constraint Speed Canceller Calibration

Full search [63] Power None Slow No

Gradient search [38], [64], [65] Power Low Medium Minimal

Fast algorithm [66], [67] Power High Fast Yes

Direct I/Q [68], [69] Amplitude and phase High Fast Yes
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fast algorithm needs a calibrated canceller and derives 
the necessary canceller setting from three successive 
amplitude measurements [66]. Finally, the direct in-phase 
(I)/quadrature (Q) algorithm requires an amplitude and 
phase detector and a calibrated canceller. Both referenced 
implementations [68], [69] achieve this in a pure analog 
way with a separate analog I/Q detector at location A in 
Figure 10, but a digital implementation using the software 
detector C is possible. Many readers also employ two or 
more algorithms to find the best cancellation setting. For 
example, it is beneficial to first find a coarse canceller set-
ting that reduces the power levels in the receiver using 
a “full-search” algorithm and then apply a smarter algo-
rithm to fine-tune that result, utilizing the detectors that 
were previously overloaded by the strong leakage signal.

Low-Cost Leakage Cancellation Circuits
As described previously, maintaining a large TX-to-RX 
isolation in a UHF RFID reader is critical to achieving a 
meaningful tag read range. This proves to be doubly true 
when using low-cost radio hardware, which will have 
higher TX and RX phase noise than otherwise. Thousand-
dollar reader systems can afford bulky circulators and 
elaborate cancellation mechanisms to ensure that a pris-
tine tag backscatter signal appears at the radio receiver 
input. But what if the leakage cancellation circuit needs to 
cost on the order of US$3, in bulk? How does one go about 

choosing an architecture and improving it, if necessary, to 
meet the isolation requirements of the system?

Classes of Leakage Cancellation Circuits
In the UHF RFID literature, these authors consider 
three main classes of leakage cancellation circuit, 
shown in Figure 11. Each of these circuits can be used 
in a monostatic or bistatic reader antenna arrangement 
with some modification. For the purposes of this arti-
cle, the monostatic arrangement, with TX and RX paths 
accessing the antenna with a directional coupler, will 
be discussed and depicted, in keeping with the theme 
of having a low cost.

On-Chip
As described in [70] and shown in Figure 11(a), to sig-
nificantly reduce the phase noise resulting from the TX 
leakage, the mixers in the radio receiver can be driven by 
a coupled and attenuated version of the transmitter out-
put in place of a receiver LO. This works for UHF RFID 
because the TX signal is strictly sinusoidal while the 
reader is receiving the tag’s response. Since the phase 
noise of the transmitter output and, by design, of the 
RX LO is naturally highly correlated with that of the TX 
leakage, when these two signals multiply in the receiver 
mixer, very little of the phase noise appears at the base-
band. The downconverted TX leakage still exists as a 
low-noise dc signal that can be removed by using reset-
table ac coupling capacitors or dc-cancelling servo cir-
cuits [70]. The advantages of such circuits are that they 
can be had for a very low incremental cost and that they 
occupy a very small amount of PCB space. The downside 
is that the application-specific integrated circuit (ASIC) 
described in [70] does not appear to be publicly avail-
able on major distributor websites, and the fixed cost of 

C3 = 1.14–5.1 pF

C2 = 0.6–4.6 pF

C1 = 3.5 pF

L1 = 10 nH

L2 =100 nH R1 = 35 Ω

PIN Diodes

Wilkinson
Splitter

Phase
Shift Network

DTCs

I DAC V2I

Q DAC V2I

(a) (b)

Figure 12. Prior art in UHF RFID reader RPC TMNs: (a) PIN diode-based design [37], [76] and (b) a DTC-based design 
[77]. V2I: voltage-to-current converter. 

Backscatter communications have 
garnered increasing attention 
during the 21st century, due to 
the extremely low onboard power 
requirements of their nodes.
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developing and sourcing a new ASIC for this purpose 
can easily run higher than US$1 million.

Vector Modulator
Perhaps the most obvious approach to improving TX 
leakage cancellation is to couple off a portion of the 
transmit signal, explicitly adjust the amplitude and 
phase of this signal, and then couple the resulting 
signal back into the RX path. This approach is known 
as vector modulation [Figure 11(b)], and it has been uti-
lized in numerous UHF RFID reader studies [62], [64], 
[71]–[73]. While vector modulation can be effectively 
deployed with publicly available ASICs, such alterna-
tives are few (AD8340 and HMC630LP3E) and expen-
sive (US$10.19 and US$16.29, respectively, in bulk). 
In addition, the leakage cancellation path typically 
requires a balun, two external digital-to-analog con-
verters (DACs), an amplifier to recover from the path 
losses, and an extra directional coupler. While these 
supporting devices may be had for US$1–US$2 each, in 
bulk, the cost adds up quickly.

Reflected-Power Canceller
Instead of explicitly processing the coupled transmit-
ter leakage signal through a vector modulator, imag-
ine just bouncing it back into the receiver by using a 
termination with a reflection coefficient ( )C  equal to 
the negative of the antenna’s ( ),ANTC  plus any phase 
adjustments related to routing mismatches on the PCB. 
Then, the two reflected signals cancel at the isolated 
port of the directional coupler. This is the concept 

behind the reflected-power canceller (RPC) depicted 
in Figure 11(c). This idea originated in the radar tech-
nical literature [74] and was subsequently applied to 
UHF RFID in [75]. To account for a changing antenna 
reflection coefficient, RPC architectures with tunable 
microwave networks (TMNs) used to adaptively gen-
erate these arbitrary reflection coefficients ( )TMNC  were 
reported in the UHF RFID literature [37], [76], [77].

TMNs described for UHF RFID RPCs roughly fall 
into two categories: those consisting of tunable P-insu-
lator-N (PIN) diodes [37], [76] and those defined by 
the use of digitally tunable capacitors (DTCs) [77]. PIN 
diodes can be modeled as current-controlled resistors 
at radio frequencies, and two of them accessed with a 
Q-splitting network, shown in Figure 12(a), can real-
ize a wide range of complex reflection coefficients. In 
addition to the cost of the two DACs required to set the 
currents, this architecture has the issue of noise cur-
rent generated by the PIN diode resistance modulating 
the resistance itself, thereby modulating the incident 
coupled TX signal [76] such that significant noise can 
occur at the tag BLF. To avoid this problem, a relatively 
new class of component, the DTC, was used to imple-
ment the TMN in the circuit shown in Figure 12(b)
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One could conceivably attach a 
batteryless, passively powered 
backscatter radio to everything  
and connect it to the Internet.
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[77]. DTCs are largely noiseless, they handle watt-level 
power, and, most importantly for our purposes, they 
are publicly available on the cheap, currently selling 
for less than US$0.60 in quantities of 6,000 or more. 
The downside of currently available DTCs is that they 
have limited resolution. At about 5 bits apiece, a two-
DTC network, such as the one in [77], is only enough to 
practically achieve only about 20 dB of added TX-to-RX 
leakage isolation.

Designing a TMN
For any RPC-based TX leakage cancellation circuit, the 
rough objective is to design a TMN that can minimize 
the distance of any possible ANTC-  to a realizable reflec-
tion coefficient .TMNC  For the standard case in which a 
low-cost antenna’s reflection coefficient is constrained 
to be less than –10 dB across the range of frequency 
operation, the specification area to be covered is a circle 
with a radius approximately equal to 0.3, centered at the 
middle of a Smith chart, as in Figure 13(b). A coupled 
resonator network, illustrated in Figure 13(a) [78], was 
originally proposed for matching a mobile phone’s 
power amplifier (PA) to its antenna. With correctly cho-
sen component values, such a network with a 25-X  seed 
impedance R1 covers the target area of the Smith chart, 
as depicted in Figure 13(b). Although a successful blan-
keting of the target area was achieved, the problem of 
limited TMN resolution still remains.

Clearly, more 5-bit DTCs must be added to the net-
work to realize more TMNC  in the target circle since 
doing so permits greater TX-to-RX isolation. One con-
ceptually simple way to do this would be to couple 

more resonators into the network. This can be made to 
work from a coverage standpoint, as detailed in Fig-
ure 14; however, manipulating the four resulting state 
variables will be computationally expensive for the 
tuning algorithm. Also, the point coverage of the target 
area is uneven, leading to wide-open areas that result 
in larger than necessary maximum cancellation errors. 
A preferable approach is introduced in [65] and shown 
in Figure 15, in which the inductors of the shunt reso-
nators in the original two-resonator network are modi-
fied to act as tapped impedance dividers to yet another 
set of DTCs. If the inductive division is appropriately 
chosen, a Zobel transformation [79] can be applied to 
the network to show that the newly added DTCs serve 
as subranging programmable capacitors. Now, not only 
is the number of states increased to 1,048,576, but this 
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27 mm

Figure 17. The implemented and tested RPC. Modified 
from [65, Fig. 11].
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is done without increasing the number of state vari-
ables. The worst-case cancellation ratio was, indeed, 
confirmed to rise from 20 to 50 dB via computational 
analysis, while the coverage characteristics can be seen 
to be quite uniform locally in Figure 16.

Tuning Algorithm and Measured Results
The final RPC circuit implemented for the reader 
described in [20] and [65] is displayed in Figure 17. The 
cost of the four DTCs is US$2.30 in quantities of 15,000. 
The directional coupler cost US$0.46 but would have 
been needed anyway. High-quality inductors (the blue 
components in Figure 17) were used for first-pass suc-
cess, at a bulk cost of US$0.67 for all four. Since it is 
clear that the network can be quite lossy, much cheaper 
low-quality inductors can be used in future iterations. 
The TMN is driven by a gradient-descent algorithm in 
the reader FPGA, which uses as its cost-minimization 
function an estimate of the TX leakage RF magnitude 
derived from complex baseband data. This algorithm 
addresses a number of practical considerations in the 
SDR ASIC and TMN design and is described in more 
detail in [65].

The canceller circuit and algorithm were tested 
using a set of dummy loads at the antenna port, with 
| |S11 11 dB.-  and 12 random ( )S11+  with a TX out-
put power of 26 dBm.+  While the suppression of the 
transmitter leakage, given in Figure 18(a), is roughly as 
expected, at more than 49 dB for all angles, what really 
matters is the suppression of input-referred phase noise 
since this is the signal that actually corrupts the back-
scattered tag response. As shown in Figure 18(b), this 
is improved by more than 48 dB for all but two points, 
for which it is improved by more than 44 dB. From this 
latter plot, after adding 19 dB to refer SDR ASIC-input-
referred noise quantities back to the antenna, we can 
compute for the more typical angle results:

( ) ) (
( )

P ISFOM P

26 81 11
dB dB dB

96
( )

 dBm  dBm dB  dB.
XR T ,ANT N,ANT ANT= - -

= - - - = (6)

Coarse TMN coverage measurement results appear in 
Figure 19. The Smith chart coverage pattern is consis-
tent with simulation and varies little across the U.S. 
900-MHz license-free band. More measurement results 
and test details for this circuit are provided in [65].

Low-Cost Software-Defined UHF 
RFID Readers

Top-Level Architecture
In keeping with our goal of developing a tool for many 
people to use to explore UHF RFID, we endeavor 
to design a UHF RFID reader by selecting compo-
nents that are as cheap as possible, integrate as much 
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Figure 19. The measured Smith chart coverage results 
across the U.S. 900-MHz license-free band. (a) 902 MHz. 
(b) 915 MHz. (c) 928 MHz. Modified from [65, Fig. 12].
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programmable functionality as possible, and come with 
data sheets and other application information that are 
as comprehensive as possible. Flowing from all these 
considerations is the reader architecture in Figure 20
[20], which also shows the pricing of key components. 

The SDR chip is the Semtech SX1257. At the time this 
project was initiated, this was the lowest-cost publicly 
accessible SDR ASIC that allowed access to its raw base-
band (I/Q) data and permitted full duplex radio opera-
tion. Ideally, the SDR ASIC would include features such 
as those described in [70] to promote TX leakage can-
cellation, but sadly this one does not. The FPGA is the 
Altera (now Intel) 10M02 with 2,304 logic elements. One 
of the primary challenges of this project was fitting an 

entire UHF RFID digital back end and TMN controller 
into such a small FPGA resource count. The TX leakage 
cancellation is accomplished by the reflective power 
canceller featuring the subranging DTC-based TMN 
described previously. 

Together, these three subsystems, at US$9.04, replace 
one of the publicly accessible reader ASICs available 
on major distributor websites. The cheapest of these, 
the ST25RU3980, currently sells for US$21.60, in bulk; 
does not have a publicly accessible full data sheet (only 
a “datashort”); can execute a single tag read only every 
500 ms [80]; is currently scheduled for obsolescence; and 
still requires an external structure to provide TX leakage 
cancellation for a reader output power of +26 dBm and 
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Figure 20. The proposed UHF RFID reader’s top-level block diagram, including current publicly available bulk-pricing 
information. Modified from [20, Fig. 1].

Diversity
Switch

TMN

PA

SDR ASIC FPGA MCU PMU

Directional
Coupler

Figure 21. The implemented reader, with key subsections highlighted. PMU: power management unit. Modified from [20, 
Fig. 8]. 
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an antenna | |S 10 dB,11 .-  given a 1 dB-compression 
point of 7 dBm+  [81].

Intelligence is implemented on the proposed reader 
in a Nordic Semiconductor NRF51822 combined MCU +
BTLE ASIC. In addition to extensive publicly accessible 
documentation and software development kits for its 

ASIC, Nordic will even tell you 
how to use the free Eclipse firm-
ware integrated development 
environment with its chips 
and tool kit [82]. The MCU 
controls the FPGA and sets 
control registers on the SDR 
ASIC through a serial periph-
eral interface (SPI) bridge on 
the FPGA. The FPGA accepts 
and provides 1-b baseband 
I/Q data to and from the 
SDR ASIC, which converts 
said bitstreams to and from 
the over-the-air radio wave-
forms within the 900-MHz 
U.S. license-free band. The 
PA amplifies the SDR output 
up to roughly 1 W, and the 
RX BPF removes any interfer-
ers from outside the 900-MHz 
band, while the 6-dB attenua-
tor ensures that the maximum 
TX leakage does not damage 

the SDR ASIC RX input. Diversity antenna ports and 
a switch to commutate between them provide access 
to RFID tags of different polarizations in the local 
environment. The implemented reader, shown in Fig-
ure 21, is assembled on a four-layer PCB that measures 
7.4 # 1.3 in.
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FPGA
The SDR aspect of the reader consists of two devices: 
the FPGA and the MCU. While the FPGA is often 
thought of as “hardware,” it is programmed with code 
and can, in principle, be reflashed over the air through 
the MCU and hence can accurately be claimed as “soft-
ware defined.” Given the current state of low-cost ASIC 
technology, the software-defined UHF RFID reader 
cannot be implemented using an MCU alone. Most 
affordable MCUs with a moderate power dissipation 
feature a maximum clock rate of a few hundred mega-
hertz. While a few operations may be parallelized on 
some MCUs, the UHF RFID digital back end requires 
dozens of arithmetic operations running at the fre-
quency of the SDR ASIC (in this case, 36 MHz), not 
to mention the hundreds running at somewhat lower 
rates. A power- and cost-competitive MCU capable of 
handling this task on its own does not currently exist, 
but this sort of signal processing burden is easily han-
dled by an FPGA.

The top level of the FPGA internal logic design is 
described in Figure 22. Connections to the SDR signal 
path are on the left, while input and output control 
connections are on the right of Figure 22. The FPGA 
unburdens the MCU by enabling the MCU to load the 
FPGA’s static random-access memories with various 
commands and TX waveform data prior to an RFID 
radio operation and to extract RX waveform data 
when the operation is done. During radio operations, 
which require low latency, the MCU hands off con-
trol of the system to the FPGA’s finite-state machines. 
Clock domain partitioning was critical to meet the 
data rate requirements of the SDR ASIC (36 MHz), the 
requirement to interface across SPI buses as quickly 
as possible (27 MHz), and the need to keep the bulk 
of the signal processing circuitry operating at a 
data rate as low as possible (4.5 MHz) to ease the 
timing closure and maximize the utilization of the 
FPGA resources.

Why not set the minimum clock rate even lower? In 
general, most of the blocks in this clock domain have 
some implicit requirement to be running at approxi-
mately 4.5 MHz. For example, the minimum clock rate 
dictates the time resolution of the waveforms that the 
TX baseband waveform generator can create. Too slow, 
and the generated waveforms don’t meet the EPC Gen 
2 TX timing requirements. Another example is the 
clock recovery circuit. For it to provide a meaningful 
approximation to its continuous-time inspiration, it 
needs to be running at an oversampling ratio of at 
least 10. With the tag BLF at 187.5 kHz, the “data” 
rate handled by the clock recovery circuit is 375 kHz, 
requiring a clock rate of greater than about 3.75 MHz. 
More details of the various subblocks used in the 
FPGA can be found in [20].

Measured Results
The line-of-sight outdoor range of the reader was 
measured in a street setting, shown in Figure 23(a), 
and found to be 2.6 m for a half-wave dipole antenna 
and 15.2 m for a 12.5-dBi patch antenna before the tag 
read rate dropped below 50%. The read range was less 
than the ideal number predicted in Figure 6, due to an 
increase in the receiver noise floor during operation 
when an antenna was attached to the reader. Tones in 
the measured phase noise spectrum suggest that this 
increase is due to coupling from the antenna into the 
SDR ASIC, but the noise may also be due to delayed 
TX reflections from objects in the environment. More 
results and testing details regarding the reader are 
covered in [20].

Conclusions
In this article, we’ve shown how to analyze and tackle 
many of the challenges associated with building a 
low-cost software-defined UHF RFID reader. We’ve 
discussed the essential requirements in terms of leak-
age cancellation and its impact on receiver noise and 
shown the benefit of high gain, well-isolated reader 
antennas along with a survey of the same in the con-
text of an antenna FOM. Following this, we presented 
a survey of low-cost leakage canceller circuits and 
delved into some of the details of building the reader 
hardware, supporting the discussion with measured 
results of an implemented low-cost reader and its inte-
grated RPC circuit.

With such a reader, we expect the barrier to entry 
for experimenting with UHF RFID at long ranges to 
fall considerably, making it easier for the community at 
large to hunt for the killer UHF RFID app. Of course, we 
don’t expect the readers of this article to develop all the 
hardware described herein from scratch. That is why, 
in conjunction with the publication of this article, we 
are open-sourcing the reader project, with the source 
and licensing materials located at www.openrfidreader.
net. It is our hope that the community of electrical engi-
neers, hobbyists, tinkerers, and students finds this to be 
an exciting, educational, and perhaps even profitable 
project through which it can computationally interact 
with the objects in the surrounding world.
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I
n recent years, RF identification (RFID) tech-
nology in the ultrahigh-frequency (UHF) range 
has become increasingly important in many ap-
plications, especially in the context of both the 
Internet of Things (IoT) and Industry 4.0. RFID 

is no longer simply a matter of identification; today, it 
is mainly concerned with recording data from the sur-
rounding environment. As a result, researchers are 

working on the integration of sensors (or even small 
actuators) in passive RFID transponders (tags) for a va-
riety of different applications and also on the localiza-
tion and tracking of RFID tags attached to various ob-
jects and machinery. Another key aspect in UHF RFID 
technologies is security, as the data transmitted may 
be confidential and should not be shared with third 
parties. For the fast verification of novel algorithms 
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in localization and novel protocols for security, wire-
less testbeds allow swift verification of these designs 
under real-world or real-time conditions [1]. Wireless 
testbeds are widely used in research and require scal-
ability, modularity, and extendibility of the hardware 
and software. These needs can be achieved by using 
software-defined radios (SDRs). In the case of UHF 
RFID, SDR-based RFID readers have been developed 
and used as wireless testbeds for enhancements in 
UHF RFID systems.

SDR-Based RFID Readers
The concept of SDRs was first introduced by Mitola in 
1995 [2]; he proposed the creation of a radio that, by 
means of software, is fully adaptable in its operating 
frequency, bandwidth, and communication standard. 
As presented in [3], a well-designed architecture for 
SDRs should share available hardware resources and 
make use of tunable and software-programmable 
devices. The baseband signals are generated and 
upconverted by a dedicated signal processing hard-
ware, converted into analog waveforms by a digital-
to-analog converter (DAC), filtered by a bandpass filter 

(BPF), and amplified by a power amplifier (PA) before 
passing through an RF switch to be radiated by the 
antenna. The signal received by the antenna is routed 
to a low-noise amplifier through the RF switch and a 
BPF and then is digitized by an analog-to-digital con-
verter (ADC). Downconversion, demodulation, and 
decoding are accomplished through dedicated signal 
processing hardware. Much research effort is currently 
focused on realizing SDRs. In addition, the testing 
industry responded to this demand with several com-
mercial products. In this article, we review existing 
work on SDR-based RFID readers, which are used as 
wireless testbeds to enhance UHF RFID systems, par-
ticularly in the field of secure communication and pas-
sive localization of RFID tags.

Table 1 presents a summary of the wireless UHF 
RFID testbeds used in research that exploit SDR-based 
RFID readers (listed by the years in which the testbeds 
were first published). It can be seen from the table that 
the majority of the testbeds developed thus far are 
based on commercially available SDRs while one of 
the testbeds relies on a custom-built software-defined 
RFID reader [4]. The key advantages of testbeds based 

TABLE 1. A summary of wireless UHF RFID testbeds used in research (listed by the years that the testbeds  
were first published). All publications listed in the Reference column refer to the same testbed, detailing  
different aspects of it (e.g., testbed scope and antenna configuration). 

Year Reference Hardware Protocol Scope 
Antenna 
Configuration 

2007 [4], [7]–[12] MATLAB-controlled, custom-built 
rapid prototyping reader: DSP, FPGA, 
two DACs, two ADCs, high-frequency 
(HF)/UHF RF front ends 

EPC Global HF 
Ver.2, ISO 15693, 
ISO 18000-6 C 
(Gen2) 

Multitag recognition 
(collision avoidance), 
localization, active carrier 
compensation 

Bistatic MIMO: two 
transmit (Tx) and 
two receive (Rx) 
antennas 

2007 [13] MATLAB-controlled NI PXI SDR 
platform, PA 

ISO 18000-6 C 
(Gen2) 

Tag performance Bistatic 

2009 [5], [14] LabVIEW-controlled NI PXI SDR 
platform, PA, circulator 

ISO 18000-6 
C (Gen2), IS0 
18000-6B 

Tag performance Monostatic 

2009 [15]–
[17] 

GNU Radio-controlled NI USRP1 SDR 
with two RFX900 daughterboards 

ISO 18000-6 C 
(Gen2) 

Tag performance 
analysis 

Bistatic 

2012 [18] GNU Radio-controlled NI USRP 
N-200 SDR, 5.8-GHz RF front end 

— Sensing Bistatic 

2015 [19]–[22] Two MATLAB-controlled NI USRP-
2922 SDRs with RF front-end 
modifications, custom FPGA firmware 

ISO 18000-6 C 
(Gen2) 

Localization Monostatic, bistatic 

2015 [23] GNU Radio-controlled NI USRP N200 
SDR with one RFX900 daughterboard 

ISO 18000-6 C 
(Gen2) 

Multitag recognition Bistatic 

2016 [24]–[28] LabVIEW-controlled NI USRP-2942R 
SDR, switch matrix, PA

Localization, sensing Bistatic SIMO/MIMO: 
1/2 Tx and 2 Rx 
antennas 

2018 [29] LabVIEW-controlled NI PXIe SDR 
platform, circulator 

ISO 18000-6 C 
(Gen2) 

Secure protocols Monostatic 

SIMO: single input, multiple output; USRP: Universal Software Radio Peripheral. 
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on commercially available SDRs are their simplic-
ity and flexibility and the fact that they are based on 
widely available hardware and software [5]. The key 
advantages of the testbed that relies on a custom-built 
RFID reader are its superior performance in terms of 
hardware and its proven ability to rapidly and auto-
matically convert software into its reconfigurable com-
ponents [i.e., field-programmable gate arrays (FPGAs) 
and digital signal processors (DSPs)], thus facilitating 
rapid prototyping [1]. The wireless UHF RFID test-
beds listed in Table 1 focus mostly on the International 
Organization for Standardization/International Elec-
trotechnical Commission (ISO/IEC) 18000-6 C stan-
dard, widely known as the electronic product code (EPC) 
class-1, generation-2 standard [6] (“Gen2” for short). 
Table 1 lists, in addition, the scope of each testbed as 
well as the respective antenna configuration used in 
the individual test setups [i.e., monostatic or bistatic 
configuration with or without multiple input, multiple 
output (MIMO) capabilities]. An RFID reader with a 
monostatic antenna configuration uses a single antenna 
for transmission and reception while an RFID reader 
with a bistatic antenna configuration uses two separate 
antennas for transmission and reception. In the follow-
ing sections, we provide more insight into the latest 
two developments outlined in Table 1, which focus on 
UHF RFID system enhancements with respect to secure 
communication and localization of passive RFID tags.

Security Enhancements
The security of the air interface in UHF RFID systems 
is an essential factor due to its range of several meters. 
The interception or manipulation of private or confi-
dential data by attackers must be prevented. In addi-
tion, the reading of a tag and, thus, access to the data 
should only be possible with valid authentication. This 
is especially important in the environments of IoT and 

Industry 4.0 [30]. In companies as well as in private 
homes, it should not be possible for unauthorized par-
ties to read information from machines and devices or, 
in the worst case scenario, to take control of them. To 
achieve the security standards needed, enhancements 
are required on both the reader and tag sides.

Secure Testbed
To implement crypto suites in UHF RFID test systems, we 
use the PXIe-1075, an SDR from National Instruments (NI) 
[31]. The detailed hardware setup of the UHF RFID reader 
is presented schematically in Figure 1.

On the basis of the eleven security services cur-
rently standardized in the ISO/IEC 19267 family (see 
“Overview of the ISO/IEC 29167 Crypto Suites”), 
we decided to implement the Rabin-Montgomery 
(RAMON) crypto suite. The RAMON algorithm is 
characterized by the fact that only very low computing 
power is required for encryption. Higher processing 
power and power consumption are, however, required 
for decryption. This algorithm is thus perfectly suited 
to UHF RFID systems since the encryption on the tag 
needs minimal power, whereas, on the reader side, 
sufficient power is available. RAMON is an asym-
metric encryption method in which the public key n
is used for encryption and two private keys, p and q, 
for decryption.

The basic sequence of encryption and decryption is 
displayed in Figure 2. The decryption has been imple-
mented in the reader protocol using LabVIEW [32]. The 
decryption time, however, is about 28 s, exceeding the 
specified timings by far. This is due to the fact that 
LabVIEW is not able to efficiently handle large num-
bers such as private keys. Thus, a different approach 
is chosen.

To outsource the operations with the large numbers 
from LabVIEW, a Java application is programmed to 

take over all decoding func-
tionalities. This Java appli-
cation runs in parallel with 
LabVIEW on the PXIe con-
troller and receives all of the 
data necessary for the decryp-
tion from the LabVIEW pro-
gram via a TCP/IP socket. 
This includes the encrypted 
message c*, the two private 
keys q and p, and the chal-
lenge interrogator (CHI). CHI
is a random number gener-
ated by the reader that is, on 
the one hand, mixed with the 
message before encryption to 
reduce traceability and, on the 
other hand, used to select the 

NI PXIe Siemens Simatic RF660A

TagCirculation CircuitTransceiver
Controller

Figure 1. The hardware setup of the UHF RFID test system based on NI’s PXIe-1075 
chassis: a PXIe-8135 control module and a PXIe-5644R transceiver module are utilized 
to implement the Gen2 protocol. For data capture, an antenna (Siemens Simatic RF660A) 
is connected to the transceiver via a circulation circuit to shield the outgoing signals 
from the incoming signals. A multitouch display (LG23ET83V) is used for the graphic 
evaluation of the data and communication with the controller. (Source: [29]; used with 
permission.) 
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correct message from the four solutions obtained after 
decryption. Once the Java application has completed 
the decryption, the decrypted plaintext message is 
sent back to the LabVIEW program via the socket for 
further processing. This entire procedure is visual-
ized in Figure 3. This process drastically reduces the 
decryption time. In fact, after this process is com-
pleted, a decryption requires only about 1.3 ms on 
average, including the time for data transfers from 
LabVIEW to Java and back. Thus, it is possible to com-
ply with the specified timings of the Gen2 protocol 
and obtain a fully functional reader with implemented 
RAMON decryption.

Secure Tags
This section reviews RFID tags that already provide 
security features (see Table 2). However, the majority 
of these tags are nonstandardized implementations 
or are implementations with 
standards that have either 
been withdrawn or are out-
dated. Only a few implemen-
tations deal with the current 
standard ISO/IEC 29167 [34], 
which defines the architecture 
of security services for the 
ISO/IEC 18000-6 C standard 
air interfaces in UHF RFID 
systems [35], [36].

Table 2 presents a selec-
tion of tags with implemented 
crypto suites, listed according 
to the years when the systems 
were first published. We com-
pare the presented systems in 
terms of their basic encryption 
algorithm and, if applicable, 
the underlying standards. 
In addition, we compare the 
power consumption of the 
tag or crypto suite, the mea-
surement setup [application-
specif ic integrated circuit 
(ASIC), FPGA, or simulation], 
the semiconductor process 
used, and the required clock 
frequency. As can be seen, the 
most popular approach is an 
implementation of the crypto-
engine Advanced Encryption 
Standard (AES) with a key 
length of 128 bits. While in 
[37]–[39] the authors do not 
follow an official standard, 
the algorithms in the works 

[40]–[42] comply with previous versions of the EPC 
specification or an ISO/IEC standard. In compari-
son, implementations without standardization tend 
to work more slowly since no timing requirements 
need to be met. This explains the tendency toward 
lower power consumption as the number of clock 
cycles required and the clock frequency can be opti-
mized freely.

In [43]–[45], the authors use other crypto engines, 
namely, the International Data Encryption Algorithm 
(IDEA), the Feistel cipher, and a self-developed algo-
rithm based on a variable linear-feedback shift regis-
ter. The very low power consumption of only 3.15 µW 
of the tag with the Feistel cipher is especially notewor-
thy. Such low power consumption can enable longer 
ranges and, thus, open up further applications, partic-
ularly when combined with passive UHF RFID tags. 
However, it is uncertain to what extent the Chinese 

RNT TLV CHI

Message x

MIX-Function

Public Key n

RAMON
Encryption

Message x

Inverse MIX

Roots

Secret Key p Secret Key q

1 2 3 4

x1 x2 x3 x4

Select

RAMON
Decryption

×

Crypt c∗

Encryption Decryption

Figure 2. A schematic representation of the RAMON crypto system process: the 
message x to be encrypted is 128 bytes long and consists of a 16-byte random number 
(RNT, random number tag), 95 bytes of data (TLV, tag length value), a 16-byte CHI, 
and 1-byte of zero padding. This message is mixed according to a specific pattern (MIX 
function) to reduce traceability and thereby increase security. Next, the actual RAMON 
encryption is performed using the public key n. The result is the encrypted message c*. 
For decryption, the two secret keys p and q are utilized. Due to roots in the decryption 
process, there are four different outputs. All four are inversely mixed according to a 
specific pattern. Finally, since CHI is known to the reader and the tag, it is possible to 
select the correct plain text message [32], [33]. 
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TABLE 2. A summary of RFID tags with implemented crypto engines (listed by the year of first publication).

Year Reference 
Crypto 
Engine Protocol Power Consumption Measurement Process 

Clock 
Frequency 

2005 [37] AES-128 N/A AES: 4.5  µW Yes (ASIC) Philips 
0.35  µm 

100  kHz 

2007 [38] AES-128 N/A N/A No (simulation) Samsung 
0.25  µm 

10  MHz 

2007 [39] AES-128 N/A 4.7  µW No (simulation) TSMC 
0.18 µm 

3.55  MHz 

2010 [43] IDEA Gen2 8.96  µW (IDEA:  
2.21  µW) 

Yes (ASIC) SMIC  
0.18  µm 

1.28  MHz 

2013 [40] AES-128 Gen2 8.84  µW (AES:  
0.7  µW) 

Yes (ASIC) Tower  
0.18  µm

1.92  MHz 

2013 [41] AES-128 Gen2 5  µW (AES: 0.8  µW) Yes (ASIC) 0.13  µm 3.5  MHz 

2014 [35] AES-128 ISO/IEC 29167-6 147  µW (AES: 6  µW) Yes (ASIC) Tower  
0.18  µm

1.25  MHz 

2014 [44] Self-
developed 

Gen2 V2 compliant 5.5  µW No (simulation) TSMC  
0.18  µm 

1.92  MHz 

2015 [36] RAMON ISO/IEC 29167-19 N/A Yes (ASIC) N/A N/A 

2015 [42] AES-128 ISO/IEC 29167 
compliant 

8.8  µW (AES: 5.5  µW) Yes (FPGA) 0.18  µm 1.92  MHz 

2017 [45] Feistel GB/T29768-2013 3.15  µW Yes (ASIC) SMIC  
0.18  µm 

1.92  MHz 

TSMC: Taiwan Semiconductor Manufacturing Company; SMIC: Semiconductor Manufacturing International Corporation

Localhost

TCP
Write

TCP
Read

Buffered
Reader

Println
Flush

(a) (b) (c)

(f) (e) (d)

Server
JAVA

Client
LabVIEW

TCP

CRYPT

CHI

Secret Key p

Secret Key q

Plaintext
Message

RAMON

Figure 3. The encrypted message c* (CRYPT), together with the private keys p and q as well as CHI, is transmitted to the Java 
application via a TCP/IP socket. There, the decryption is executed, and four solutions are produced. To select the correct plaintext 
message, the known CHI is compared with all four solutions. The plaintext message where the CHI matches is finally transmitted 
back to LabVIEW via the socket. (Source: [29]; used with permission.)
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standard GB/T29768-2013 can prevail and be widely 
applied [46].

In addition to the hardware implementations, 
there are other publications concerning crypto suites 
on RFID tags. In [47] and [48], the authors deal with 
the analysis and improvement of security related 
to Protocol 1, specified by ISO/IEC 29167-6 (work-
ing draft), on the one hand, and, on the other hand, 
with the analysis and evaluation of the specified 
timings. In contrast, the work in [49] compares some 
crypto suites of the ISO/IEC 29167 family, namely, 
the exclusive-OR operation used in cryptography 
(XOR), AES-128, PRESENT-80, and CryptoGPS, in 
terms of allocation time as well as collisions. The 
work also discusses the influence of these results on 
IoT applications. A completely different approach 
to encryption in RFID systems is presented in [50]. 
Here, a preencryption based on AES-128 is proposed 
at the application level. The data are encrypted at 
the reader before transmission or decrypted after 
reception. No changes to the protocol are necessary 
as a result.

As can be seen from this literature overview, 
there are very few publications dealing with the 
current standard for security services in UHF 
RFID systems, namely, the ISO/IEC 29167. This 
standard was ratified in 2014 and is continually 
supplemented with new crypto suites (see “Over-
view of the ISO/IEC 29167 Crypto Suites”). Thus, our 
research is currently focused on the development 
of a wireless passive-sensor ASIC based on UHF 
RFID. An important part of this research is the tag-
side implementation of different encryption meth-
ods according to ISO/IEC 29167. Currently, we are 
focusing on the RAMON and Grain-128A crypto 
suites, but, in the near future, more algorithms 
from the ISO/IEC 29167 family wil l be consid-
ered. To test these encryption algorithms, how-
ever, adjustments to the protocol must be made 
quickly, and this is not supported by commercial, 
off-the-shelf readers. The use of an SDR-based 
UHF RFID reader is thus indispensable in the 
development and implementation of crypto suites 
in UHF RFID systems.

Overview of the ISO/IEC 29167 Crypto Suites
This list is a summary of all of the crypto suites 
currently published in the International Organization 
for Standardization/International Electrotechnical 
Commission (ISO/IEC) 29167 family. It provides a short 
description of the key facts of each encryption algorithm.

• ISO/IEC 29167-10:2017 specifies the crypto suite 
for Advanced Encryption Standard (AES)-128. This is 
a symmetrical encryption procedure (i.e., the keys 
for encryption and decryption are identical [65]).

• ISO/IEC 29167-22:2018 defines the crypto suite 
for Speck. This is a lightweight block cipher that 
works based on an add-rotate-exclusive-OR-
operation algorithm [66].

• ISO/IEC 29167-16:2015 describes a crypto suite 
based on elliptic-curve cryptography (ECC). This is 
an asymmetric cryptosystem that uses operations 
on elliptic curves over finite bodies [67].

• ISO/IEC 29167-12:2015 defines the crypto 
suite for ECC-Diffie-Hellmann (ECC-DH). This 
provides a common crypto suite with DH-based 
authentication using ECC over binary fields [68].

• ISO/IEC 29167-15:2017 defines a coding suite 
based on an exclusive-OR operation (XOR). This 
specifies the use of XOR as a basic way to hide 
plain data in the identity authentication and 
secure communication procedures [69].

• ISO/IEC 29167-21:2018 defines the crypto 
suite for Simon. This is a lightweight block 

cipher based on a balanced Feistel cipher 
and optimized for performance in hardware 
implementations [70].

• ISO/IEC 29167-19:2019 defines the Rabin-
Montgomery (RAMON) variable linear-feedback shift 
register (VLFSR) crypto suite. This is an asymmetric 
encryption method that combines Rabin encryption 
with Montgomery multiplication [33].

• ISO/IEC 29167-11:2014 defines the crypto suite 
for PRESENT-80. This is a lightweight block cipher 
designed with hardware optimizations in mind, 
notable for its compact size [71].

• ISO/IEC 29167-13:2015 defines the crypto suite 
for Grain-128A. This is a stream cipher where 
the throughput can easily be scaled up at the 
expense of additional hardware [72].

• ISO/IEC 29167-14:2015 defines the cryptographic 
suite for AES using output feedback mode (OFB). 
This is an operating mode in which the block cipher 
AES-128 is converted into a (synchronous) stream 
cipher [73].

• ISO/IEC 29167-17:2015 defines the CryptoGPS 
cryptographic suite. This is a lightweight 
mechanism using asymmetric techniques 
and providing a unilateral authentication 
mechanism, the security of which is related to 
the difficulty of taking discrete logarithms on 
elliptic curves [74].
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Localization Enhancements
As previously mentioned, researchers are work-
ing intensively on the localization and tracking of 
RFID tags attached to various objects and machin-
ery. Detailed overviews of localization techniques 
based on RFID technology can be found in [51] and 
[52]. Planar, phase-based localization systems show a 
good tradeoff between localization accuracy and sys-
tem complexity (narrowband systems) and, thus, are 
promising for IoT and Industry 4.0 applications. The 
localization of measurement devices in engine test 
factories, for example, can considerably increase the 
average number of engine tests per time unit [24]. For 
engine testing, several measurement devices must be 
connected to the engine being tested, with the con-
straint that special measurement devices are shared 
by the other testbeds in the testing facility. The time 
that technicians waste searching for the measure-
ment devices they need can be saved by having infor-
mation about 1) the engine testbeds in which the 
measurement devices are located and 2) the exact 
positions of the measurement devices in the test-
beds. The latter information can also be exploited for 
remotely checking that the engine test setup is com-
plete and correct.

Localization Testbed
Figure 4 displays a block diagram of the wireless UHF 
RFID localization testbed briefly identified in Table 1
(year 2016). The testbed provides two independent trans-
mit (Tx) ports, Tx1 and Tx2, and receive (Rx) chains (ports 
Rx1 and Rx2), respectively. The actual testbed frequency 
and power ranges are defined by the SDR and, to a large 
extent, by the complementary hardware components of 
the testbed. The testbed can be configured, for example, 
to provide an adjustable output power between 18.5 and 
33 dBm and to provide a frequency range of about 865 to 
956 MHz, covering the UHF RFID bands in Europe and 
the United States. The maximum testbed sensitivity has 
been estimated to be approximately –80 dBm [53]. This 
SDR-based RFID reader can easily be used to implement 
and test a variety of promising localization algorithms 
using LabVIEW.

Table 3 illustrates a selection of planar (1D or 2D), 
phase-based tag localization systems that have been 
presented in the literature. The presented localization 
systems were optimized specifically for their respec-
tive applications, particularly with respect to the spe-
cific antenna arrangement used. For example, a single 
reader antenna is sufficient for the localization of goods 
on a conveyor belt [57], [58]. However, more reader 

antennas are required for a 
task such as tracking butter-
flies [59] since arbitrary flight 
paths can be expected for this. 
We compare the presented sys-
tems with respect to their basic 
localization approach and 
their system complexity. The 
localization systems operate in 
the time domain (TD), in the 
spatial domain (SD), or in the 
time and spatial domains (TD/
SD). Furthermore, they either 
exploit the phase of arrival 
(PoA) or the phase difference 
of arrival (PDoA) information 
of the tag signal. While PoA 
approaches process the evo-
lution of the recorded signal 
phases, PDoA approaches pro-
cess the differences among sig-
nal phases recorded with more 
than one antenna [53]. The 
comparison of the system com-
plexity includes 1) the reader 
hardware costs, in particular 
the number of reader antennas 
required; 2) the computational 
costs for a position calculation; 
3) the calibration process; and 
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Figure 4. The wireless UHF RFID localization testbed: the NI USRP 2942 R [54] is 
controlled by a notebook and provides a frequency range between 400 MHz and 4.4 GHz 
and a measured output power range between 2.5 and 17 dBm. The PAs PA1 and PA2, 
together with the output power at tx1 and tx2 and the attenuators Att1 and Att2, define 
the output power level range at the testbed ports Tx1 and Tx2 (i.e., between 18.5 and 33 
dBm). The signals received at Rx1 and Rx2 are attenuated by Att3 and Att4, respectively, 
to account for the maximum allowed receive signal power at rx1 and rx2 of the SDR. 
Greater attenuation, however, reduces the actual testbed sensitivity. The frequency range 
of the test system is mainly limited by the PAs (Mini-Circuits ZHL-1000-3W+ [55]) and 
the antennas (Motorola AN480 [56]) connected to Tx1 and Tx2. The switch matrix can 
be used to perform a phase offset calibration of the rx chains, by directly connecting tx1 to 
rx1 and rx2 [26].
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4) the number of reader/tag communication cycles nec-
essary to calculate or update a tag position.

Buffi et al. [57], [58] present localization systems with 
only one required reader antenna, whereas Görtsch-
acher et al. [26] present the system with the lowest 
quantity of fixed antennas for 2D localization. The main 
difference with respect to computational costs is that the 
systems rely either on numerical or analytical calcula-
tions, which influences the time needed to estimate the 
tag position. Due to ambiguity in the tag signal phase, 
all systems require some offset calibration or some other 
fixed, predefined parameters (e.g., fixed tag [57]/antenna 
[58] trajectories). The system proposed in [59], for exam-
ple, exploits a Kalman filter to calibrate the initial posi-
tion offset and converges to the true tag trajectory after 
a time lapse. For applications with moving tagged objects, 
the number of required reader/tag communication cycles 
for a position calculation must also be considered since this 
has a strong effect on the time needed for a position calcu-
lation. The required communication cycles range from 
only one [26] to more than eight [60] to several [57], [58]. 
Table 3 presents the localization accuracy, while Figure 5
gives details about the respective test setups. The sys-
tems show similar errors around 10 cm for test setups in 

realistic environments. Tests in anechoic chambers obvi-
ously show the highest localization accuracy.

Localization Experiment
We tested the performance of the 2D TD/SD-PDoA-based 
localization system presented in [26], using the localiza-
tion testbed presented previously, in a student laboratory. 
The test setup of the localization experiment can be seen 
in Figure 6, and the test setup top view is sketched in Fig-
ure 5(f). An off-the-shelf UHF RFID tag was moved along 
the trajectory, shown in Figure 7, while the system auto-
matically estimated the tag position coordinates. Figure 7
overlays the estimated (Ptrack) and the actual (Pact) tag posi-
tions. The evaluation of the measurements gives a mean 
absolute error of approximately 8 cm. As can be observed 
in Table 3, this localization system shows outstanding per-
formance with respect to hardware and computational 
costs and the required reader/tag communication cycles. 
However, the system requires a prior-position offset cali-
bration at a known tag starting position. For example, for 
localization of measurement devices in engine testbeds, 
the tag starting position can be set to the location of the 
testbed entrance when the device is brought in; thus, the 
tag can be detected the first time.

TABLE 3. A selection of planar, phase-based tag localization systems presented in the literature (listed by the year 
that the testbeds were first published). Covered are a representative selection of the basic ideas available in the 
literature, extracted from the large number of proposed phase-based localization systems.

Year Reference Approach Complexity Accuracy 

2012 [59] 2D TD/SD-PDoA • Four fixed antennas
• Pseudo distance (analytic)
• Position offset self-calibration (Kalman filter)
• Four communication cycles

1–2 cm (root mean 
square error) 

2014 [60] 2D SD-PoA (TD-PDoA [61]) • Eight fixed antennas
• Numerical comparison
• Phase offset calibration
• Eight communication cycles

10 cm (root mean square 
error) 

2015 [57] 1D TD-PoA (inverse 
synthetic aperture radar) 

• One fixed antenna
• Numerical comparison
• No calibration (known tag trajectory and velocity)
• Several communication cycles

<10 cm (absolute location 
error) 

2016 [62] 2D SD-PDoA • Four fixed antennas
• Analytic solution
• Phase offset calibration
• Four communication cycles

12.8  cm (mean absolute 
error) 

2017 [58] 2D TD/SD-PoA (synthetic 
aperture radar) 

• One movable antenna
• Numerical comparison
•  No calibration (known antenna trajectory and 

vertical distance)
• Several communication cycles

10–15 cm (mean absolute 
error) 

2017 [26] 2D TD/SD-PDoA • Three fixed antennas
• Analytic update
• Position offset calibration
• One communication cycle

8 cm (mean absolute 
error)
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Conclusions
This article gives an overview of SDR-based RFID read-
ers, which have been developed and used as wireless 
testbeds for enhancements in UHF RFID systems. In par-
ticular, this work presents enhancements of UHF RFID 
systems with respect to IoT and Industry 4.0 applications 
to enable secure communication and wireless localiza-
tion of passive RFID tags. In both cases, wireless reader 
testbeds have been individually developed that exploit 
the advantages of SDRs. The testbeds are based on com-
mercially available SDR products that allow the fast 
implementation and testing of custom-built tags with 
dedicated crypto suites and also allow novel localiza-
tion and tracking algorithms of passive tags.

In the future, researchers can choose from a variety 
of testbeds, which are presented in the literature and 
reviewed in this article, to test and verify their proposed 
enhancements in UHF RFID systems. In particular, 
UHF RFID systems still lack reliability when operat-
ing in real-world application environments. This has 
prevented UHF RFID technology from truly becoming 
one of the key enabling technologies for the IoT and 
Industry 4.0. However, with the use of SDR-based RFID 
readers, researchers can further improve and enhance 
the reliability of UHF RFID systems to make them an 
attractive option for IoT and Industry 4.0 applications.

One prominent research focus with respect to UHF 
RFID and the IoT/Industry 4.0 is the integration of sens-
ing functionalities in passive UHF RFID tags. Recent 
research has focused, for example, on the testing and 
verification of novel and reliable UHF RFID sensor sys-
tems using the testbeds highlighted in the “Localization 
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Figure 7. The experimental localization results: the target 
tag was moved along the trajectory Pact in 0.1-m steps while 
the estimated tag coordinates, Ptrack, were recorded. The 
system was calibrated at the tag starting position (x = 0.5 m, 
y = 1 m). The different effects of multipath propagation on the 
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Figure 5. The experimental test setups of planar, phase-
based localization systems. (a)–(f) sketch the top views of 
the test setups of the respective localization systems. The 
systems use either monostatic antenna setups (Tx/Rx) or 
bistatic antenna setups (Tx, Rx; antennas consecutively 
take on the role of Tx in [60]) and are positioned 
accordingly. The actual test-measurement area is indicated 
in blue. The dimensions and test environments include 
(a) Sarkka et al. [59], an anechoic chamber, 2 m × 2 m; (b) 
Scherhaufl et al. [60], an empty room, 2.25 m × 0.75 m; 
(c) Buffi et al. [57], a student restaurant, 2.1 m distance 
and 0.1 m/s tag velocity; (d) Liu et al. [62], an empty room, 
0.8 m × 0.8 m; (e) Buffi et al. [58], an anechoic chamber, 
1.5 m × 1.5 m; and (f) Görtschacher et al. [26], a student 
laboratory, 1.5 m × 0.5 m.
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Figure 6. An experimental localization test setup in a 
student laboratory: the horizontal reader antenna array, 
composed of Tx, Rx1, and Rx2 antennas, is connected to 
the Tx1, Rx1, and Rx2 ports of the localization testbed 
(see Figure 4). The target tag is mounted vertically on a  
pole and moved along the trajectory presented in Figure 7. 
The estimated tag position coordinates were recorded 
every 0.1 m.  
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Testbed” section and shown in Figure 4 (e.g., water-fill-
ing level sensing [28] and magnetic field sensing [63]). 
After the first successful verification of these systems, the 
localization and sensing algorithms have been further 
implemented in an off-the-shelf RFID reader [64], which 
is a less expensive and, thus, attractive alternative for IoT 
and Industry 4.0 applications.

Ultimately, SDR-based readers allow researchers to 
quickly verify their designs in real-world application 
environments without the need to search for dedicated 
reader hardware. As envisioned by Mitola [2], the soft-
ware radio is a powerful architectural framework that 
helps us deliver advanced radio services. The research 
presented in this article shows that this is indeed the case.
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I
n our age of global networks and the Internet of 
Things, communication and identification with a 
transponder tagged on goods and products have 
become increasingly important [1]. There is not 
only a need for the identification of the labeled 

objects but also for finding their exact positions in 3D 
space. Radio-frequency identification (RFID) offers 
both and is, in fact, already used in a vast field of appli-
cations, such as access control, goods logistics, indoor 
localization, automation, stocktaking, and many others 
[2]–[6]. Figure 1 illustrates a mobile robot platform for 
automatic inventory rounds that is used to acquire 3D 
product maps with ultrahigh-frequency (UHF)-RFID 
technology.

The introduction of EPCglobal class-1, generation-2 
UHF-RFID standards [7] created a new field of research 
that expanded the market and thus decreased the cost 
of the tags. Sales forecasts for 2020 predict a total annual 
turnover exceeding US$20 billion [8]; hence, many com-
panies are interested in simplifying big firms’ logistics, 
including increasing productivity and efficiency [9], by 
adding localization. Toward this end, at the output of 
a commercial off-the-shelf (COTS) reader, we obtain 
the received signal strength (RSS) value and the signal 
phase of the tag [10], both of which are dependent on 
the reader-to-tag distance and distortions from mul-
tipath propagation in dense indoor environments [11].

RSS-based localization techniques have been dis-
cussed by [12]–[14], all of which, due to multipath 
propagation, must deal with the interference of the 
additional signal paths caused by reflecting objects in 
indoor scenarios and, therefore, poor performance [15]. 
Considerable effort has been spent on minimizing this 
effect by creating multiple propagation models that bet-
ter fit indoor scenarios [12], including real system and 
tag properties, such as the polarization of the antennas 
or an electromagnetic wave propagation model of the 
tag [13], [16]. In [14], the reference nodes on the ceiling 
of a building were used to achieve accuracies within 
2.5 m in industrial, supply chain, and healthcare appli-
cations. Also, the use of multiple frequencies in com-
bination with RSS-based localization for ranging was 
introduced to reduce the influence of multiple signal 
interference [17]. 

Time-of-arrival (ToA) position estimation is more 
accurate in strong multipath environments but is 
more challenging in terms of UHF-RFID since there 
is a low signal-to-noise ratio (SNR) and only a narrow 
bandwidth [18], [19]. A comparison between phase of 
arrival (PoA) and ToA showed that, for an ultranarrow-
band system like UHF-RFID, PoA performs better [20]. 
Phase-evaluating systems seem to be extremely prom-
ising with respect to localization accuracy, compared to 
RSS- and ToA-based approaches. To achieve a unique 
position estimation due to the 2r  phase periodicity, 

multiple measurements with differing signal condi-
tions (that is, different signal propagation paths) must 
be taken. 

We differentiate between a static-antenna, moving-
antenna, and moving-tag setup. For static antennas, a 
multifrequency approach can lead to disambiguity if 
the system bandwidth is large enough. One solution for 
frequencies from 902 to 922 MHz was presented by [21], 
where fixed frequencies were chosen with respect to the 
maximum unambiguous range and minimum tag-to-
tag distance. For the European regulatory restrictions, 
which restrict frequency ranges from 865 to 868 MHz 
and total bandwidth to only 3 MHz, this approach is 
more difficult to realize. For their part, [22] and [23] pro-
posed a frequency-stepped, continuous wave approach 
to reduce the multipath and increase localization accu-
racy. The evaluation of this concept leads to position 
errors lower than 50 mm in the 2D plane. 

Figure 1. A mobile robot platform is equipped with 
a UHF-RFID reader that has multiple antennas for 
automatic and autonomous stocktaking in warehouse 
applications. 
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The moving-antenna concept considers moving tags 
while the reader is in a steady position. In [24], a rela-
tive localization algorithm was presented that used 
a phase-unwrapping Kalman filter in combination 
with a COTS reader with 180° phase ambiguity in 
a moderate multipath environment. Furthermore, 
there have been solutions with inverse synthetic 
aperture radars (SARs) providing absolute positions 
[25], [26]. The accuracy in the 2D plane is within a few 
centimeters; nevertheless, the error sources are still 
the multipath and noise.

The scope of this article focuses on the third group, 
the moving-reader antenna setup, which is perfectly 
suited for a stocktaking system as it is needed, for 
example, in warehouses. A lot of work has already 
been published on 2D positioning principles [22], [27]–
[30] using different direction-of-arrival (DoA) tech-
niques but only to a limited extent for 3D problems as 
they actually occur in the industry. This article demon-
strates that a phase-based, backscatter SAR localization 
technique in which antennas mounted on a robot can 
perform the localization of goods within a few centi-
meters of accuracy. The robot drives along an aperture, 
while the reader measures in a full multiple input, mul-
tiple output (MIMO) configuration, creating additional 
signal paths that differ from each other, thus enabling 
phase-based backscatter SAR localization under strong 
multipath conditions. 

System Model
For the proposed 3D, phase-based UHF-RFID back-
scatter SAR localization, we first define the geometri-
cal associations between the antennas and tags.

System Geometry
Consider the setup displayed in Figure 2, where N  anten-
nas are mounted on a robot. The central position of the 
robot is known and, as a consequence, the position of the 
nth antenna at r ,nav  is known, too. There are K  tags with 
unknown positions mounted on objects. The kth tag is at 

,r ,ktv  so we can define the antenna-to-tag distance as

.d r r, , ,nk n kat a t= -v v (1)

When a tag is in the illuminated area of an antenna, we 
assume the radiation field to be isotropic, which sim-
plifies the scenario in terms of the phase and gain and 
leaves only two states to take care of: the tag is read or 
the tag is not read.

The received signals of the antenna array can be 
written as

, , ..., ,r A r A e e ex a, ,k k
j j j

t t
T, , ,k k k I1 2= = { { {v t v t^ ^h h 6 @ (2)

where e j ,k i{  describes the measured phase value, At  is 
the amplitude value of the kth tag of the ith path, and 

ra ,ktv^ h is also known as the array steering vector [31].

RFID Tag

Robot Trajectory

Stock Management System

dat,n1,k

d ta,n2,k

Figure 2. A typical scenario for a robot equipped with a multiantenna RFID system for SAR positioning techniques. The 
robot drives on a trajectory and reads the tags labeled on different goods. The system can be used for complete autonomous 
retail and stocktaking rounds within a warehouse. 
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Signal Model
Modern RFID readers measure the signal phase and 
RSS of identified tags [10]. The signal phase consists of 
a stationary part ;0{  the phase ,bs{  which includes the 
backscatter modulation; and, most interesting for our 
purposes, the propagation phase prop{  that is directly 
dependent on the antenna-to-tag and tag-to-antenna 
distances d ,nkat  and ,d ,nkta  respectively, in a multistatic 
radar scenario. 0{  represents the offset caused by cables, 
tag delay, and other receiver components. The reader 
also reports the ID of the measured tag; thus, for each 
tag and antenna combination, a signal path is created. 

When all of the phase offsets are calibrated, the sig-
nal phase is

,modd d2 2,iprop
c

at ta{ r
m

r= +c m (3)

where cm  is about 0.35 m for European UHF-RFID fre-
quencies. Many COTS readers only have a 180° phase 
ambiguity, which leads to a phase prop{  that can be 
reported as both prop{  or .prop{ r+  This must be consid-
ered and corrected when the phase is used in localiza-
tion algorithms. The 2r  periodicity leads to an infinite 
number of possible positions r ,ktv  placed on concentric 
ellipses and located at cm  intervals in each case.

Positioning Principles
In general, there are separations between the maxi-
mum-likelihood (ML), subspace-based, and beamform-
ing techniques adapted for the backscatter localization 
in DoA estimation [31]. The signal models received 
from the system model form the basis for the following 
approaches.

ML Techniques
The ML estimator (MLE) addressing narrowband 
source localization was proposed very early in the lit-
erature [32], [33]. The idea behind the MLE is to subtract 
an estimated signal that consists only the desired sig-
nal components from the received signal to obtain the 
smallest residual consisting only of interference and 
noise, assuming both to be spatially uncorrelated, and 
thus to reconstruct the desired signal [31]. The com-
putational load of this technique, although extremely 
high compared to other techniques, may be legitimate 
for a scenario with a low SNR, a small sample number, 
or data sets including coherent signals [34]. 

In the literature, there have been several approaches 
to estimate the position of UHF-RFID tags with ML 
techniques considering their high computational effort 
[32]. A 1D MLE for a reader moving along a known 
trajectory was introduced by [15], showing the root-
mean-square error (RMSE) dependent on the SNR. A 
2D extension for the localization of books in a library 

reaches accuracies with an RMSE value of 0.02 m in an 
indoor environment with a floor space of .  .3 5 2 5m m#

[35] and a value of 0.054 m with reduced computing 
time [36]. However, due to the high computational 
effort or a lower accuracy compromise [32], a much 
work is put into other techniques, a few of which are 
described in the following.

Subspace-Based Techniques
Subspace-based localization resolution does not theo-
retically rely on the size of an array aperture when the 
observation time and SNR are large enough, so the 
spatial correlation matrix Rxx  of the received signal 
can be estimated very precisely [37]. The foundational 
idea of this technique can be summarized as follows 
[31]. Because Rxx  is a Hermetian symmetric matrix, its 
eigenvectors are orthogonal to each other, and it can 
thus be divided into a signal and a noise subspace 
orthogonal to each other as well. The subspace analy-
sis compares and classifies these subspaces as a way of 
searching for directions in the signal subspace associ-
ated with steering vectors, and they are still orthogonal 
to the noise subspace and allow for the extraction of a 
parameter set. 

In the following sections, the well-known multiple 
signal classification (MUSIC) algorithm and estimation 
of signal parameters via rotational invariance tech-
niques (ESPRIT) algorithm are explained, and their 
usability for UHF-RFID is discussed. The signal cor-
relation matrix Rxx  is needed for all proposed methods 
and can be estimated as

,N t t1R x xR n
H

n
n

N

1
xx xx. =

=

t ^ ^h h/ (4)

where x is the collected data vector from (2).

MUSIC
The MUSIC algorithm was originally introduced 
specifically as a DoA estimator [34], and it is thus 
well suited to multireader or multibeam setups as it 
is a superresolution direction-finding method [11], 
[31]. The basic principle of having a spatial correla-
tion matrix Rxx  that can be divided into two orthog-
onal subspaces spanned by its eigenvectors stays 
the same. The estimation of steering vectors that are 
orthogonal to the noise subspace and consequently 
in the signal subspace enables the determination of 
the DoA. Moreover, by extracting the signal param-
eter set, this estimate approaches the Cramer-Rao 
bound in cases of poorly correlated or even coherent 
signals [34], [38]. 

Researchers in [27] used a 2D MUSIC algorithm to 
estimate the angle and range of UHF-RFID tags, for 
which the phase offsets caused by the cables and anten-
nas needed to be known. Furthermore, the authors 
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assumed near-field conditions and calibrated the 
angles separately. It is important to calibrate within 
the same environment because even small changes 
in the environmental setting cause deviations from 
the calibration and consequently degrade the esti-
mation accuracy, making this 2D MUSIC algorithm 
costly in terms of the required time for regular reca-
libration. A solution for an accurate position esti-
mation, even in impulsive noise environments, was 
demonstrated by [28] with the introduction of the 
propagator method using the fractional, lower-order 
correlation matrix between two sensors in a simula-
tion environment.

ESPRIT
The ESPRIT algorithm is different from the MUSIC 
algorithm because it doesn’t require knowing the 
exact array-steering matrix and consequently needs 
no exact knowledge of the antenna array geometry 
and no calibration of any offsets in the phase [31]. This 
is a big advantage since the calibration of an antenna 
array is very time consuming. Instead, it reduces the 
computational load compared to an ML estimation 
by using specific array structures, that is, two identi-
cal subarrays. MUSIC works in the noise subspace for 
finding the desired data parameter set and is thus able 
to obtain a position, while ESPRIT uses two signal sub-
spaces of the same dimension linked with a rotating 
operator. The ESPRIT algorithm has a lower compu-
tational load than MUSIC because the signal param-
eters are found directly in the eigenvalues, while its 
performance is the same as the MUSIC algorithm [39]. 
A DoA estimation with two uniform linear arrays was 
demonstrated by [40].

Beamformer
The idea behind beamforming techniques is to steer 
the beam of an array for each measurement (in this 
case, by applying offline digital phase shifts for each 
timestamp and each tag) to a location rt,steerv  to obtain 
the maximum power when the steering location is the 
DoA estimate [31], [34]:

,P N t t1w w x x wH

n

N

n
H

n
1

=
=

^ ^ ^h h h/ (5)

where w describes the weight vector. With the intro-
duction of w, different beamforming approaches can 
be selected.

Conventional Beamformer
In the conventional beamforming approach, an area 
is scanned by steering the beam of an array to every 
point of a mesh mapped onto the room. The kth 
tag is found when the phase of the steering vector 

ra ,ktv^ h (2)  is aligned to the received signal phases at 
all antennas, adding up the phases and amplitudes 
correctly and consequently maximizing the output 
power from (5). The weighting vector w is hereby 

,rw a ,kt= v^ h  acting as a spatial filter. To increase the 
resolution of this technique, more antenna elements 
can be added to the array [31]. A promising approach 
was published by [11]. The authors used a uniform 
rectangular array spanned by a robot arm to build 
up a 1D MIMO system that could detect tags with 
an accuracy within 30 cm in strong multipath envi-
ronments assuming a double Ricean fading chan-
nel with .K 10 dB=  The accuracy can be improved 
by increasing the synthetic aperture size, that is, by 
moving an antenna.

Capon’s Beamformer
The conventional beamformer is able to handle only 
a single signal. When there are two incoming sig-
nals, the power is influenced by both. Capon’s beam-
former overcomes this problem by nulling all of the 
other directions and hence eliminating the other sig-
nals. The cost is a higher computation time because 
Rxx
t  needs to be inverted, which is not possible for 

correlated signals in which Rxx
t  becomes singular 

[31], [41].

Performance Bounds
We have already briefly reviewed the shortcomings 
of RSS- and ToA-based techniques in the introductory 
section, so this section focuses on analyzing the perfor-
mance bounds of passive UHF-RFID-tag, phase-based 
spatial localization. The main contributor to position-
ing errors is the multipath, as illustrated in Figure  3. 
Reflecting objects that cause additional signal paths 
are numerous in industrial environments and can-
not be avoided in real-world scenarios. Multiple paths 
superimpose the desired line-of-sight (LoS) signal and 
disturb the received phase. As is demonstrated in [42], 
the introduced error can easily lead to phase dis-
placements on the order of 30°, causing wrong veloc-
ity assumptions of up to 0.5  m/s and localization 
errors of up to 1 m in frequency-modulated continuous 
wave approaches. 

The impact of the signal bandwidth of a continuous 
wave in severe multipath environments was evalu-
ated by [43]. The authors concluded that the multipath 
reflection could be resolved if the roundtrip time-of-
flight (RTOF) of the multipath exceeded the RTOF of 
the LoS signal by more than the resolution limit, thus 
not disturbing the range estimation. Unfortunately, the 
resolution limit is inversely proportional to the band-
width of the system:

,B
c
2

0
rad .d (6)
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where B is the system link bandwidth and is only about 
3 MHz, as it must be under European regulations.

However, subspace-based techniques and SAR may 
mitigate this effect [44]. The subspace-based localization 
algorithms are all dependent on the noise covariance 
matrix Rxx  that becomes nonfull rank and singular for 
highly correlated or even coherent signals, which is not 
unusual in dense multipath environments. To mitigate 
this issue, preprocessing must be applied to decorrelate 
the signals again [45], for example, spatial smoothing 
or forward–backward averaging. With those smooth-
ing techniques, it is possible to reduce the effect of the 
multipath on these algorithms, making them powerful 

localization tools but requiring the knowledge of the 
number of correlated signals [31], [46]. The authors 
of [47] also verified the practical relevance of spatial 
smoothing for 2D direction finding. They introduced 
an iterative method that does not need repeating subar-
rays decreased in their effective size.

SAR approaches overcome the problems of the mul-
tipath on their own as they take advantage of the single 
good correlation result when, first, the assumption 
holds true that the hypothetical signal steers to the posi-
tion of the measured signal and, consequently, second, 
that all of the acquired measurements superimpose 
coherently, while the multipath adds up incoherently 
because it differs between data points and does not 
match the assumed signal model [48]. As a result, mul-
tipath effects can be strongly reduced by using more 
sampling points as is done, for example, with a lon-
ger aperture size or a MIMO configuration. Figure  4
indicates that the multipath won’t add up coherently as 
it varies with every antenna position in this static case. 
Considering a moving antenna scenario improves 
this effect significantly. Capon’s beamformer can be ben-
eficial, too, since it results in nulling all of the directions 
except the steering direction when there is no correlation 
between the signals [31], [41].

SAR Processing
The basic signal properties of a 2D SAR acquisition in 
a monostatic scenario are expressed in Figure 5. Con-
sider the simplest case of an antenna moving along a 
straight line. The antenna is designed to exhibit a large 
azimuth angle to track the target, namely, the orange 
rectangle, as long as possible while moving past it to 
create a long synthetic aperture .LSA  The measured 
phase of this scenario is also indicated in Figure 5, 
where the orange tag is assumed to be located at posi-
tion r m2

2
t =v ^ h  and the antenna is moving along the 

x-axis from 0 to 4 m at .y 0 m=  Each antenna posi-
tion created by the movement has its own signal path 
linked to a measured phase. 

For each phase and signal path, the beamforming 
technique is applied. A grid is used to search for the tag 
by steering the beam of the whole array synthesized by 
the moving antenna to every grid point, as seen in Fig-
ure 6, searching for the maximum power according to 
(5). Each hypothetical phase is determined by

mod
x y

2
2

2
2 2

hyp
c

T T
{ r

m
r=

+e o (7)

for each antenna and each grid point, where the 
factor 2 accounts for the up- and downlink path 
length of the signal and the root term is the dis-
tance from the antenna to the tag. The computa-
tional burden is directly proportional to the number of 
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Figure 4. The multipath signals arriving at the two Rx 
antennas Rx1 and Rx2 (in red) differ from each other. Since 
a movement of the antennas causes the multipath to add up 
incoherently in the SAR algorithm, the multipath influence 
will be mitigated, even in dense multipath environments.

Obstacle
Reflection
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Rx LoS

Ground
Reflection

Tag

Tx/Rx
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xy
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Figure 3. The multipath is caused by objects reflecting the 
waves from the purple tag. The transmitter (Tx) LoS path 
is pictured in blue, and the direct-LoS return path in green. 
Possible multipath reflections are colored in red. The multipath 
signals can be stronger at the receiver input than the LoS 
signal depending on the environment and consequently lead 
to bad positioning results. The variable z represents the tag 
elevation, and x and y represent the tag position in the azimuth 
plane parallel to the warehouse floor. Rx: receiver. 
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samples taken, the grid spac-
ing, and the grid dimensions. 
To achieve high accuracy, the 
antenna position error must 
be smaller than a fraction of 
a wavelength; otherwise, the 
superposit ion in the holo-
graphic reconstruction leads 
to a broadened power peak 
and thus lowers the maximum 
achievable accuracy.

As mentioned, one signal 
path is certainly not enough to 
localize the tag due to the 2r
periodicity of the measured 
phase. Figure 7 i l lustrates 
the aforementioned scenario 
with two antenna positions 
and, for reasons of simplic-
ity, a wavelength of .1 mcm =

Obviously, there is more than 
one possible location for the 
tag. Adding one more signal 
path to the setup, as in Figure 8, 
already reduces the possible locations of the tag.

To reduce the ambiguity, many data sets must be 
available, so the design of the antenna array requires 
particular attention. The sampling theorem in a mono-
static antenna setup for the far-field condition states 
the distance between two samples as

.x 4s
c1 m (8)

The factor 4 results from the wave traveling back and 
forth. The theorem’s boundary can be lowered by tak-
ing the antenna beamwidth i  into account, which gives

.
sin

x
4 2

s
c1
i

m (9)

SAR-based approaches can easily fulfill this constraint 
for xs  because the antennas achieve smaller distances to 
themselves through their movement, even lowering the 
constraint for near-field conditions [11]. While 2D local-
ization requires a 1D trajectory to be unambiguous, for 
the 3D case, a 2D trajectory is needed [49].

Digital Signal Processing Techniques
The computational burden of the classical, grid search-
based SAR approach is very high compared to the 
other digital signal processing (DSP) techniques cov-
ered in this section. Consider a room with a size of 

  .  .5 5 2 5m m m# #  In this room, there are K  tags, and, 
for each tag, N  measurements are required, where N
describes the overall measured phases and each phase 

value represents a measurement between a single 
antenna aperture position and a single tag. The classi-
cal approach is to apply a grid to the room and generate 
hypothetical phases for each grid point for each sam-
ple, that is, each antenna position, as seen in Figure 6
for the 3D case. The number of grid points depends on 
the desired resolution: the smaller the grid spacing, the 
better the theoretically attainable resolution as long as 
no other maximum-finding technique, such as a Para-
bel fit method, is used. 
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Figure 6. The steering point is calculated by knowing the 
exact position of the antenna. The procedure is repeated for 
every grid point chosen. The bigger the search space, the 
longer it takes to compute the steering vectors.
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A grid spacing of 1 cm would lead to .62 5 106#

hypothetical phase times N K$  for each measure-
ment, which corresponds to the proportional amount 
of needed calculations as they need to be complex 
conjugated and multiplied by the measured phases. 
A generalized solution was given by [49] and is 
adapted to

.N N N N N Kx y zcalc Pixel, Pixel, Pixel, samples$ $ $ $+ (10)

The number of needed multiplications can be reduced 
by using DSP techniques, such as a variable grid search 
or a particle-based approach.

Variable Grid Search
The 3D case for a normal grid search is shown in Fig-
ure  6. Our variable grid search approach was per-
formed as indicated in Figure 9. There are a few steps 
involved in searching for the steering vector that fits 
the position of the tag. In the first step, a widened 
grid spacing is used. At the estimated position on 
the grid that best matches the real position, which 
is where the maximal beamformer output power (5) 
occurs, a finer grid is applied, and the steering vec-
tor is recalculated. As the spatial sampling theorem 
is satisfied, there are no ambiguities in the position 
estimation. Depending on the desired resolution, the 
grid can always be refined or a Parabel fit for the maxi-
mum finding can be applied, which can significantly 
decrease the number of multiplications.

Particle Search
Another DSP technique that decreases the computation 
time is the particle-search algorithm. Figure 10 illustrates 
the basic concept [50]. The overall aperture spanned by the 
robot is divided into subapertures. In the very first step 
for the first aperture, a random set of particles with equal 
initial weights is generated for every particle. The weight 
is an indicator of the likeliness of a match to the actual 
position of the tag, that is, the correlation result. After the 
beamforming technique is applied for these particles, the 
weights of the particles are updated based on the evalu-
ation of the beamformer, with the weight of the particles 
closer to the tag being higher than those far away. 

For the next subaperture, the particles are resam-
pled. This can be done in different ways. One way 
is to move the lowest weight particles to places with 
a higher probability of tag location. Another method 
removes low-weight particles and moves a reduced 
amount to the high-weight locations, thus decreasing 
the total number of particles, which, in turn, reduces 
the computational burden. The following steps are 
repeated for every further subaperture: predict the 
next positions of particles, update their weights, resa-
mple, and then evaluate the beamforming technique. 
Note that the computational effort is reduced to about 
0.1% in comparison to a grid-based approach, while the 
localization accuracy is equal [50].

Measurement Setup
The measurement setup is assembled in such a way that 
it represents a test retail application in a warehouse. 
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Figure 8. Three receiving antennas are placed at the 
coordinates (0, 0), (0.5, −1), and (3, 0). Clever placement of 
the antennas drastically reduces the possible tag positions 
due to the 2r  periodicity. The figure shows only the 
first four repetitions of the reported phase, in which the 
wavelength is assumed to be 1 m.
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Figure 7. Two receiving antennas are placed at the 
coordinates (0, 0) and (3, 0). The reported phase is 2 -r
unambiguous, and the possible positions of the tags are thus 
endless. This example shows only the first four repetitions 
of the phase, in which the wavelength is assumed to be 1 m.
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Figure 2 illustrates the setting: eight antennas are 
mounted on a mobile robot pointing toward the tags, 
which are attached to plastic boxes with known loca-
tions. The antennas are located in the x–z plane with a 
circular polarization. The beamwidth of the antenna 
is about 70° with 7.5-dBi antenna gain, providing 
a total equivalent isotropically radiated power of 
33 dBm. The size of the room is about ,5 5m m#  and 
the room has multipath effects comparable to those in 
a warehouse. 

The robot itself generates the synthetic aperture 
where all of the tags are in the read range of the anten-
nas on every point on the trajectory; it also provides 
odometry data for reconstructing the approximate 
positions of the antennas. The antennas are connected 
to the COTS reader Sirit INfinity 610 via an antenna–
switch matrix, which is needed because the reader 
provides only a bistatic channel configuration, that is, 
the transmitter and receiver antennas are connected to 
separate reader channels and thus enable a full eight-
channel MIMO configuration. 

The time needed for cycling through the different 
signal paths has to be considered in the robot move-
ment velocity, which is set to 1 mm/s for this measure-
ment. The reader’s protocol settings are as follows: the 
uplink frequency is set to 866.3 MHz, the backscatter link 
frequency is set to 320 kHz, and the coding scheme is 
FM0. The communication is handled by a Python script 
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Figure 10. The total aperture is divided into the subapertures A-1, A-2, and so on. (a) In the first step and first aperture, the 
particles are generated randomly, namely, the blue dots. After applying and evaluating the beamformer at the particle positions, 
most particles are resampled to the most likely position of the tag, that is, the highest correlation between a random particle and 
the measured phase, which is shown as a red dot. Only a few are left in the rest of the room area of interest with lower weights 
than the particles closer to the tag position. (b) The more steps the algorithm performs, the more particles are generated close to 
the tag with increasing weight.
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Figure 9. The variable grid search can be done in arbitrary 
steps. This example illustrates a three-stage control. The 
first stage is a coarse grid. At the most likely tag position, 
a finer grid is established, and the steering vectors are 
recalculated for the much smaller room area. Depending on 
the desired resolution, more stages can be added, as depicted 
in the figure. The finer grid is always applied to the most 
likely tag position.



66     March 2021

running on a computer placed on the robot. The data 
from the reader contain the tag ID, the received phase 
value, the switch configuration, (which is delivering the 
information of the active antennas), and a timestamp for 

each tag. The odometry data of the robot also contain a 
timestamp to synchronize the reader and robot data. It is 
important to guarantee timing synchronization because 
a wrong link between the odometry and tag data leads 
to wrong localization results, as the antenna positions 
would be assumed to be in the wrong positions for send-
ing and receiving. 

In our measurement scenario given in Figure 11, the 
robot path, namely, the aperture geometry, is a straight 
line of 3.2 m. Figure 12 depicts the evaluation of the stan-
dard SAR approach for a calibrated antenna array. The 
blue “x” markers represent the real tag positions, the red 
circles are the estimated positions for all 30 used tags, 
and the lime-colored “x” marks represent every thou-
sandth antenna position to get an impression of the driv-
ing path. The localization accuracy is determined by

,N r k r k1RMSE
k

N

2
2

1tags
tag
est

tag
ref

tags

= -
=

v v6 6@ @/ (11)

where Ntags  is the number of tags used (30 in this 
scenario). 

An RMSE value of 0.054 m has been achieved. The 
mean errors for x, y, and z are shown in Figures 13–15. 

Figure 11. A mobile robot platform equipped with a 
UHF-RFID MIMO system and a computer generates 
an aperture, that is, a straight line of 3.2 m, along plastic 
boxes labeled with tags. The real tag positions are known 
and are compared to the estimated positions after the signal 
processing. 
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Figure 12. The position of 30 field tags mounted on plastic 
boxes is estimated. The aperture was driven 3.2 m along the 
x-axis. The blue “x” markers represent the real tag positions, 
the red circles show the estimated tag positions, and the 
lime “x” markers indicate the antenna positions along the 
aperture that were used in the localization algorithm.
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Figure 13. A histogram of the absolute position error in 
x directions of the localized tags.
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Figure 14. A histogram of the absolute position error in 
y directions of the localized tags.
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Figure 15. A histogram of the absolute position error in 
z directions of the localized tags.
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The error in the x direction is the smallest due to the 
movement along the x-axis; accordingly, the y direc-
tion error is the biggest as there was no antenna move-
ment on the y-axis at all. The total height of all of the 
mounted antennas was larger than 1 m, and the spacing 
was lower than one-half the wavelength, explaining the 
relatively small error for the z direction of the tags.

A real scenario is given in Figure 16 using the same 
system introduced in the test scenario, with 134 tags 
placed on articles of clothing. A comparison between 
the localization results in Figures 16 and 17 illustrates 
the good match between the geometry of the storing 
racks and the measured tag positions.

Conclusions
Presented here was comparison between different local-
ization techniques for UHF-RFID tags focusing on a 
phase-based SAR approach. Measurement results were 
shown for an SAR scenario, in which a robot drove along 
an axis and tags were mounted on objects to be local-
ized, as occurs, for example, in real warehouse environ-
ments. The presented algorithm, based on a grid-search 
beamformer, was able to locate tags with an RMSE of 

0.054 m in an industrial environment, making it suitable 
for scenarios with even strong multipath influences. To 
lower the computational burden, grid refinement or 
particle-search implementation can be applied.
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Phased Array Antenna Handbook is 
intended to provide a collection of de-
sign data for radar and communication 
system and array designers. As such, 

it only briefly addresses the details of 
electromagnetic analysis. Additional 
materials in this third edition include 
the areas of fabrication and compu-
tation, addressing array control, RF 
circuitry, and array elements on the 
same substrate or even incorporated 
into monolithic microwave integrated 
circuit packaging. This edition also in-
troduces recent changes in fabrication 
capability, describing the huge impact 
of high-performance computational 
tools on antenna technology—from 
element design to synthesis.

Chapter 1, “Phased Arrays in Radar 
and Communication Systems,” empha-
sizes array selection and highlights 
those parameters that determine the 
fundamental measurable properties 
of arrays (including gain, beamwidth, 
bandwidth, size, polarization, and 
grating lobe radiation) and also the 
tradeoff between passive and active 
arrays. In addition, this chapter dis-
cusses arrays with phase shifters or 
with time-delay control as well as ana-
log, digital, and hybrid beamforming.

Chapter 2, “Pattern Characteris-
tics of Linear and Planar Arrays,” de-
scribes the fundamental definitions of 
radiation integrals and examines many 
of the important issues in array design, 
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including the mutual coupling effects 
of the element pattern. Another ma-
jor subject is thinned arrays related to 
probabilistic, peak sidelobe, and quan-
tized amplitude distributions.

Chapter 3, “Pattern 
Synthesis for Linear 
and Planar Arrays,” is a 
brief treatment of array 
synthesis. It lists basic 
formulas and referenc-
es on a wide variety 
of techniques for pro-
ducing low-sidelobe or 
slot antenna patterns, 
such as Dolph–Cheby-
shev synthesis, Taylor 
line-source synthesis, Bayliss line-
source difference patterns, and El-
liott’s modified Taylor patterns. The 
chapter also includes a discussion 
of pattern optimization techniques, 
such as those for adaptive array 
antennas, as well as generalized 
patterns using covariance matrix 
inversion.

Chapter 4, “Patterns of Nonplanar 
Arrays,” covers arrays on nonplanar 
surfaces, such as those on circular and 
cylindrical arrays, and the patterns of 
elements and arrays on conducting 
cylinders. It also briefly introduces 
spherical, hemispherical, and truncat-
ed conical arrays.

Chapter 5, “Elements for Phased 
Arrays,” starts with wire antenna ele-
ments and then moves on to dipoles 
and monopoles. The discussion of 
dipoles also includes bowtie and mi-

crostrip dipoles and 
microstrip patch el-
ements. The chapter 
continues with cover-
age of slot antenna ele-
ments, Vivaldi arrays, 
and bunny ear anten-
nas. At the end of this 
chapter, the author dis-
cusses the elements and 
polarizers used for po-
larization diversity. He 

gives five examples of elements for radi-
ating circular polarization and describes 
the elements of polarization grid sheets.

Chapter 6, “Summary of Element 
Pattern and Mutual Impedance Ef-
fects,” discusses some of the effects 
of mutual coupling among array ele-
ments. This interaction modifies the 
active array element patterns and can 
cause a significant change in imped-
ance with a scan of finite and infinite 
scanning arrays. The final section cov-
ers several useful simulators.

Chapter 7, “Array Error Effects,” 
describes pattern distortion caused by 
random phase and amplitude errors 
at the array elements and phase and 

amplitude quantization across the ar-
ray. All of the correlated errors can be 
removed, and the remaining residual, 
uncorrelated phase and amplitude 
errors can be treated as random and 
residual (average) sidelobe errors esti-
mated by statistical procedures. 

Chapter 8, “Multiple Beam Anten-
nas,” summarizes techniques for three 
kinds of special-purpose, multiple-beam 
array systems. It discusses orthogonal-
ity loss, the Stein limit, the multiple-
beam lens, and reflector systems.

Finally,  Chapter 9, “Special Arrays 
for Limited Field-of-View and Wide-
band Coverage,” discusses a special-
ized group of array systems that take 
advantage of restrictions in the scan 
coverage to produce a very-high-gain 
scanning system. Many of these sys-
tems are based on the multiple-beam 
properties of reflectors and lens sys-
tems. Numerous real-world examples 
are included.

Overall, this book is the bible of 
array antenna design, development, 
and research and a must-have ref-
erence for those pursuing higher 
education in antenna technology. 
Unfortunately for such a valuable re-
source, this third edition could use a 
good proofreading.
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Due to a copyediting error, 
on page 23 of [1], the acro-
nym “TEM” was spe l le d 

out incorrectly. The correct term is 
“transverse electromagnetic.” We 
apologize for any confusion this may 
have caused.
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The U.S. National Academies 
of Sciences, Engineering, and 
Medicine (NASEM) recently 

released its study report “An Assess-
ment of Illness in U.S. Government 
Employees and Their Families at Over-
seas Embassies” [1]. As I write this in 
December 2020, it is almost exactly 
three years since the publication of my 
article “Strange Reports of Weaponized 
Sound in Cuba” [2]. There, it was first 
hypothesized that “[a]ssuming that 
the reported events are reliable, there 
is actually a scientific explanation for 
the source of sonic energy. It could well 
be from a targeted beam of high-power 
microwave pulse radiation” [2].

In examining plausible causes of 
the described illnesses, the NASEM 
report [1] makes that point that, among 
the mechanisms the study commit-
tee considered, the most plausible 
mechanism to explain these cas-
es, especially in individuals with 

distinct early symptoms, 
appears to be direct-
ed, pulsed RF (mi-
crowave) energy. 
The hypothesis 
of  t he m icro -
wave auditory 
effect [2] was 
based on years 
of publ i shed 
laboratory and 
theoretical re-
search. A minus-
cule but rapid (in 
microseconds) rise 
in tissue temperature 
(on the order of a microde-
gree Celsius), resulting from 
the absorption of pulsed microwave 
energy, creates a thermoelastic expan-
sion of brain matter. This small, theo-
retical elevation is hardly detectable 
by any currently available tempera-
ture sensors, let alone felt as a ther-
mal sensation or heat. Nevertheless, 
it can launch an acoustic wave of 
pressure that travels inside the head 
to the inner ear. There, it activates the 
hair-cell nerves in the cochlea, which 
then relay it to the central auditory 
system for perception via the same 

process involved in normal sound 
hearing [3]–[5]. Depending on the 
power of the impinging microwave 
pulses, the level of induced sound 
pressure could be considerably above 
the threshold of auditory perception 
at the cochlea—approaching or ex-
ceeding levels of discomfort (includ-
ing the reported headaches, ringing 
in the ears, nausea, and problems 
with balance or vertigo) and even 
causing potential brain-tissue injury.

Sonic Health Attacks by Pulsed Microwaves 
in Havana Revisited
■ James C. Lin

James C. Lin (lin@uic.edu) is with the 
University of Illinois, Chicago, Illinois, 60607, 
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It is important to note that recent 
clinical magnetic resonance imaging 
(MRI) examinations of brains of per-
sonnel in Havana, compared to those 
of individuals not experiencing the 
loud bursts of sound, revealed sig-
nificant differences in whole-brain 
white matter volume, regional gray 
and white matter volumes, cerebel-
lar tissue microstructural integrity, 
and functional connectivity in the 
auditory and visuospatial subnet-
works but not in the executive con-
trol subnetwork [6]. However, the 
clinical importance of these dispari-
ties is not definitive. A high-power, 
microwave-pulse-generated acoustic 
pressure wave can be initiated in the 
brain and then reverberate inside the 
head, potentially reinforcing the ini-
tial pressure and causing injury to 
the brain matters [5].

Furthermore, while the clinical 
symptoms presented are concussion 
like, the MRI images did not resemble 
the usual presentations of traumatic 
brain injury or concussion. However, 
clinical experiences with concussion 
are derived mostly from externally 
inflicted impact wounds, such as a 
blow to the head when hitting the 
ground or another rigid body, which 
may set brain tissues into violent mo-
tion against the skull. A high-power, 
microwave-pulse-generated acous-
tic pressure wave could be initiated in 
the brain and then resonate inside the 

head (see the results of the computer 
simulations in [5]), potentially rein-
forcing the initial pressure and result-
ing in injury to the brain matter. Thus, 
it is conceivable that the MRI images 
associated with high-power, micro-
wave-induced pressure 
or shock waves may 
indicate entirely dif-
ferent manifestations 
of the brain injury or 
concussion. The clinical 
importance of these dif-
ferences is uncertain at 
present and may com-
mand future study for 
clarification.

The known near-zone thresholds 
determined under controlled labora-
tory conditions for the peak microwave 
power density of auditory perception in 
human subjects with normal hearing are 
listed in Table 1. Note that, while there are 
wide variations in measured threshold 
values over the range of 1–70 µs of pulse-
widths involved, the subset of data for 
10–32 μs falls within a narrower range. 
Considering that the ambient noise lev-
els in all three experiments were essen-
tially the same, it may be reasonable to 
conclude that the averaged threshold 
power densities of 2.1–40 kW/m2, or 14 
kW/m2, is a realistic threshold peak 
power density for the induction of the 
microwave auditory effect in the near 
field of 1,250–3,000-MHz microwaves 
with pulsewidths between 10 and 

30 μs.  In other words, the 14-kW/m2-
per-pulse peak power density gener-
ates a barely audible sound level of 0 dB. 
Generating sound at 60 dB (the audible 
level for normal conversation) requires 
a 1,000-fold higher power density per 

pulse. To generate a 
tissue-injuring level of 
sound at 120 dB would 
take another 1,000-fold 
increase in required
peak power density, 
or 14 GW/m2 per pul-
se. The corresponding 
theoretical tempera-
ture elevation would 

be about 1 °C, which is safe by current 
protection guidelines.

For plane-wave equivalent expo-
sures, the available computations 
provide two sets of data that are suit-
able for comparison with the results 
described previously. In one case, 
the reported threshold peak incident 
power density for an anatomical head 
model is 3 kW/m2 for 20-μs pulses at 
915 MHz [11]. For the other, the thresh-
old is about 50 kW/m2 for 20-μs pulses 
at 2,450 MHz [12]. The correspond-
ing peak incident power densities at 
the 120-dB injury level are therefore 
between 3 and 50 GW/m2 per pulse, 
which bracket the value of 14 GW/m2

per pulse from the previous calcula-
tion for near-zone exposures. These 
peak power densities are close to and 
encompass the 23.8-GW/m2 value 
for the dielectric breakdown of air. 
As the dielectric permittivity of all 
biological and physical materials is 
greater than that of air or free space, 
their intrinsic impedances are always 
smaller than that of air. The break-
down peak power density in skin, 
muscle, and brain tissues, for exam-
ple, would be a factor of six to seven 
higher, or 142–166 GW/m2 for a micro-
wave pulse at 1,000–3,000 MHz. 

Thus, if the microwave auditory ef-
fect is weaponized at sufficiently high 
powers for either lethal or nonlethal 
applications, the pulses are likely to 
injure the brain or auditory pathway 
nervous tissues through the reverber-
ating sonic shock waves. The damage 

TABLE 1. Thresholds of microwave-induced auditory sensation in adult 
humans with normal hearing determined in controlled laboratory studies. 

Frequency 
(MHz)

Pulsewidth 
(µs)

Peak Power 
Density (kW/m2)

Ambient Noise 
Level (dB) Reference

1,245 10–70 0.9–6.3 45* [7]

2,450 1–32 12.5–400 45 [8], [9]

3,000 10–15 2.25–20 45** [10]

Pulsewidth Between 10 and 32 µs

1,245 10–30 2.1–6.3 45* [7]

2,450 10–32 12.5–40 45 [8], [9]

3,000 10–15 2.25–20 45** [10]
* Typical sound pressure level for microwave anechoic chambers lined with absorbing materials.  
**With plastic foam earmuffs.

Thus, the pulses 
may approach 
or exceed levels 
of discomfort or 
result in brain-
tissue injury.
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would not be caused by microwave 
pulse-induced hyperthermia through 
excessive temperature elevation in the 
brain or by a dielectric breakdown of 
brain, muscle, or skin tissues. Note that 
the units of measure of kW/m2 or GW/m2

per pulse refer to power per square 
meter, not the total output power of 
any source. In summary, depending 
on the power of the impinging mi-
crowave pulses, the level of induced 
sound pressure in the brain could be 
considerably higher than the thresh-
old of auditory perception. Thus, the 
pulses may approach or exceed levels 
of discomfort or result in brain-tissue 
injury. A high-power, microwave-
pulse-generated acoustic pressure 
wave initiated in the brain and rever-
berating inside the head could bolster 
the initial pressure and cause damage 
to the brain matters.   

Postscript
The autho r of this article was invited 
by the NASEM study committee 
t o  present on “Mult idiscipl inary 
Analysis of Microwave Pulse-Induced 
S ou nd a nd Pre s su re  i n  Hu m a n 
Heads.” The talk was based on his 
extensive research on the microwave 
auditory effect.
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George Matthaei

Dr. George Matthaei was a true 
pioneer in the development 
of microwave technology. He 

got involved in the days when gener-
ating a 1-GHz signal was almost sci-
ence fiction. Throughout his career, he 
made major contributions in academia 
and industry. Dr. Matthaei died on 20 
October 2020 at the age of 97.

Born in Tacoma, Washington, Dr. 
Matthaei showed an early interest in 
aeronautics, and in his teens he won 
prizes for his model airplane designs. 
After graduating high school in 1941, 
he attended the University of Wash-
ington, Seattle, and studied aeronau-
tical engineering until April 1943. At 
that time, he was called up to active 
duty in the army during World War II. 
His career in microwave technology 
came about in a fortuitous manner. He 
was separated from his unit due to an 
illness. When he recovered, his unit 
had already shipped out, so he was 
assigned to an antiaircraft unit in the 
South Pacific. That unit had a radar. 
He appointed himself to work on the 
radar and learned the details of the 
system and electronics by reading the 

manuals by flashlight while on night-
time standby duty.

After the war, he returned to school 
and received his B.S. degree from the 
University of Washington in 1948. He 
went on to attain his master’s degree, 
professional engineering degree, and 
Ph.D. degree from Stanford Univer-
sity in 1952. Then, for several years, he 
taught at the University of California 
at Berkeley until 1955. His specialty 
was network synthesis, which sup-
ported his interest in microwaves.

Deciding to branch out, Dr. Mat-
thaei took an industrial leave of 
absence for a position at the Ramo-
Wooldridge Corporation (later to 
become TRW). There, he performed 
system analysis and research on mi-
crowave components. He later joined 

the Stanford Research Institute (SRI), 
where he participated in writing a book 
on microwave filters for the U.S. Army 
Signal Corps. The end result of this ef-
fort was the publication of Microwave 
Filters, Impedance-Matching Networks, 
and Coupling Structures (McGraw-Hill, 
1964). This book, written in collabora-
tion with Dr. Seymour Cohn, is a classic 
and can be found on the shelf of almost 
every microwave engineer. In 1962, Dr. 
Matthaei was promoted to manager of 
the Electromagnetics Techniques Labo-
ratory at SRI.

In July 1964, he joined the Depart-
ment of Electrical Engineering, Univer-
sity of California at Santa Barbara, as a 
professor. In July 1991, he retired as a 
professor emeritus and joined the staff 
of Superconductor Technologies Inc., 
Santa Barbara, California, working on 
a part-time basis until he was 85. 

Aside from Microwave Filters, Imped-
ance-Matching Networks, and Coupling 
Structures, he authored or coauthored 
numerous papers and was a contribu-
tor to several other books. Dr. Matthaei 
received the 1961 IEEE Microwave 
Theory and Techniques Society (MTT-S) 
Microwave Prize and the 1986 MTT-S 
Microwave Career Award. He was a 
Fellow of IEEE and a member of Sigma 
Xi and Tau Beta Pi. 

Dr. Matthaei’s relaxation was in the 
outdoors. He met his wife, Jean, while 
on a Sierra Club pack trip, and they 

Dr. George Matthaei, 1923–2020.

Compiled by Jerry Hausner (jhausner@aol 
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 married in June 1953. Once their daugh-
ters, Janie and Susie, were born, Dr. 
Matthaei and Jean introduced them to 
hiking early by carrying them as babies 
in an early model of a backpack baby 
carrier. Sunday afternoon hikes to ex-
plore the wilds of California were a 
regular part of Dr. Matthaei’s family 
life for decades. Once Susie and Janie 
were grown up and had families of 
their own, summer trips to Mammoth 
Mountain for hiking became a tradi-
tion for the next 20 years, even as mo-
bility for Jean and Dr. Matthaei became 
more difficult in their late 80s. There is 
a classic picture of Dr. Matthaei head-
ing uphill on a trail near Mammoth 
while assisting Jean’s walker with a 

rope pull of his own construction! In 
addition, Dr. Matthaei, along with his 
wife, volunteered as docents at the 
Santa Barbara Museum of Natural 
History, sharing their mutual passion 
for nature and science.

California was Dr. Matthaei’s ad-
opted home, but, until health issues 
began to limit his travels, he made a 
point of returning to  Washington ev-
ery summer with Jean and the chil-
dren. Both daughters have fond 
memories of visits with cousins, aunts, 
uncles, and grandparents; rides on fer-
ries and other boats to explore Puget 
Sound; and trips to Mt. Rainier, the 
Cascades, the Olympic Peninsula, and 
the San Juan Islands.

 Dr. Matthaei is survived by his 
daughters, Jane Bell (Douglas) and 
Susan Larsen (James); grandchildren, 
Laura and Lisa Bell, Rebecca Wend-
landt (Jansen), and Matthew Larsen 
(Jennifer); and great grandchildren, 
Taevyn and Daylen Wendlandt and 
Gunnar Larsen.
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expanding the material into a series of 
articles that can be made into a focus 
issue for the magazine. Of course, we 
are always looking for review or tutori-
al articles, so, if you have an idea for an 
article, please contact me at microwave
.editor@ieee.org.

Keeping with the technical theme 
of the March issue, we have another 
“Microwave Bytes” column from 
Dr. Steve Cripps, who takes a look at 
transmission line couplers and pro-
vides insight into their operation and 
fabrication (or, possibly, their fabrica-
tion impossibility). In spite of the pan-
demic and associated cessation of all 
but the most important travel, there 
is still significant activity besides just 
virtual conferences in the MTTS’s 
MHz to THz community. This month, 

MTT-S President Dr. Greg Lyons in-
troduces several new members of the 
MTT-S Administrative Committee; 
check out his column to learn about 
these new members and their perspec-
tives on the direction of the Society. 

We have our usual “MicroBusiness” 
column, which shows how failure can 
be considered a positive outcome; a 
review of a book on phased-array an-
tennas; and a “New Products” column 
introducing new microwave-related 
components that may be of interest 
to you. Our “Enigmas, etc.” column 
presents a new problem for you to 
tackle as part of Dr. Ohira’s continuing 
series on switching power amplifier 
fundamentals. In addition, our “MTT-S  
Society News” column covers the ac-
tivities of the MTT-S Kerala, India, 

Chapter, which include continuing 
technical presentations in the Chap-
ter’s “Learn From Leaders, Learn From 
Legends” remote seminar series as 
well as the inauguration of a new Stu-
dent Branch Chapter. 

Finally, we have a report on the pass-
ing of Dr. George Matthaei. In addition 
to being the recipient of the MTT-S 
Microwave Prize and Microwave Ca-
reer Award, he was the coauthor of the 
seminal book Microwave Filters, Imped-
ance-Matching Networks, and Coupling 
Structures, which many microwave en-
gineers have on their bookshelves and 
is a standard reference among micro-
wave engineering textbooks. You can 
read about his life and career in our “In 
Memoriam” column. He will be greatly 
missed by the Society.

From the Editor’s Desk  (continued from page 5)
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The Kerala, India, Chapter of the 
IEEE Microwave Theory and 
Techniques Society (MTT-S) 

initiated a Learn From Leaders, Learn 
From Legends (L4) talk session as well 
as a Student Branch Chapter (SBC) at 
the Government Engineering College, 
Barton Hill (GECBH) during an online 
ceremony held 17 September 2020 
(Figure 1). In attendance were 

• Dr. Alaa Abunjaileh (2020 MTT-S 
president)  

• D r.  R a s h a u n d a  H e n d e r s o n 
(chair, MTT-S Education Com-
mittee) 

• Dr. Ramesh Gupta (former chair, 
MTT-S Education Committee)  

• Dr. Shiban Koul (IEEE MTT-S Re-
gion 10 coordinator) 

• Dr. Ajay Poddar [IEEE Antennas 
and Propagation Society and 
MTT-S Administrative Commit-
tee (AdCom) member] 

• Dr. Goutam Chattopadhyay (MTT-S 
AdCom member) 

• Dr. Nuno Borges Carvalho (chair, 
MTT-S Member and Geographic 
Activities Committee)

• Dr. D.C. Pande 
• Dr. Jawad Y. Siddiqui 
• Dr. Chinmoy Saha (associate pro-

fessor, Department of Avionics, 
Indian Institute of Space Science 

and Technology and chair of the 
MTT-S Kerala Chapter) 

• Shri Anu Mohamed (faculty advi-
sor, MTT-S GECBH).

Dr. Saha described the L4 initia-
tive’s operation during the pandemic 
lockdown and highlighted how the 
multiple themes of the series, such as 
focused technical talks by seasoned 
experts, focused colloquiums, and 
panel discussions, would cater to and 
benefit students and young research-
ers. After a short video presentation by 
Saha on MTT-S Kerala Chapter activi-
ties and a Power Point presentation 
by Shri Arijit Mitra (Vikram Sarabhai 
Space Center, Kerala), Ms. Shri Sivada, 
and Ms. Shri Gopika, Dr. Abunjaileh 
opened the L4 series and the GECBH 
SBC. Abunjaileh expressed his appre-
ciation for the unique initiation of the 
MTT-S Kerala Chapter and ensured 
the full support of the MTT-S for this 
and any such future activities.

To mark the occasion, a presentation 
slide symbolizing the dedication of the 
GECBH SBC and the L4 series was dis-
played (Figure 2). Dr. Henderson, Dr. 
Gupta, Dr. Borges Carvalho, Dr. Koul, 
Dr. Poddar, Dr. Chattopadhyay, Dr. 
Pande, and Dr. P.S. Birenjith greeted 
and addressed the community. Prof. 
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Inauguration of the GECBH Student  
Branch Chapter and L4 Talk Series
■ Chinmoy Saha

Chinmoy Saha (csaha@ieee.org) is the IEEE 
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Kerala Section Chapter chair.
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Mohammed, Shri Mitra, and Akshat A. 
Philip (chair, GECBH SBC) expressed 
their gratitude. Koul (Indian Institute 
of Technology Delhi) delivered a webi-
nar about the role of MTT-S volunteers 
in shaping the future of engineering 
students after COVID-19.

The inauguration was followed 
by the first L4 talk, “Energy-Efficient 
Simultaneous Wireless Backscatter 
and Power Communications,” by Dr. 
Borges Carvalho (Instituto de Tele -
comunica coes, Universidade de Aveiro, 
Portugal). The talk was moderated by 
Dr. Saha and focused on efficient sys-
tem designs and adaptations in the 
power communications field. The highly 
successful event was attended by 150 
participants from around the globe, 
including professional MTT-S mem-
bers, scientists from the Indian Space 
Research Organization, and academics, 
faculty members, and students from 
various colleges. The proceedings were 

streamed live on YouTube. In summary, 
the event fostered excellent interac-
tion among MTT-S leaders, technical 

speakers, and attendees, and the feed-
back was positive. 

Figure 2. The dedication slide for the L4 series and GECBH SBC.

Figure 1. MTT-S leaders and local organizers inaugurate the L4 series and the 
GECBH SBC.

The event 
fostered 
excellent 
interaction 
among MTT-S 
leaders, technical 
speakers, and 
attendees, and 
the feedback 
was positive.
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Join us in Atlanta, as we come together once again for the 
world’s premier RF and microwave industry conference 
and tradeshow: IMS2021. Now in its 64th year, IMS is 
the place to be each year for professionals buying and 
developing materials, devices, components, systems, 
design & simulation software, and test & measurement 
equipment for products operating from RF to THz.

9000 participants from over 50 countries include senior 
management, engineering management, engineers, and 
R&D personnel from academia, commercial industry, and 
government/military. Participating exhibitors can establish 
new US and international connections, present products 
directly to industry leaders, and see the state of the art 
in a showcase of the best developments for applications 
that enable us to connect for a smarter, safer world. 

Reserve your IMS exhibition booth today!

Georgia World Congress Center
In the heart of Atlanta, the Georgia World Congress Center is at the 
forefront of the meeting industry, on the vanguard of event health 
and safety, and offers these features and bene� ts:
•  Largest combined convention, sports, and entertainment cam-

pus in North America 
•  220 acres anchored by Georgia World Congress Center, 

Centennial Olympic Park, and Mercedes-Benz Stadium
• 12,000 hotel rooms within walking distance
• 1.5 million square feet of prime exhibit space 
• World’s largest LEED certi� ed convention center
• Ample meeting space for exhibitor meetings
• Branding opportunities within the facility
• Wi-Fi throughout the facility
•  Inexpensive Public Transportation via Metropolitan Atlanta Rapid 

Transit Authority (MARTA) from Atlanta area and Harts� eld-Jack-
son Atlanta International Airport to GWCC/CNN Station (W-1)

Beyond the Booth:
Market to attendees through-

out the convention center, inviting 
them to your booth on the show � oor. 
Whether you are looking to promote a 

product, build your brand, or connect with 
customers, a sponsorship helps raise your 

pro� le. Our expert sales team can help 
you construct the sponsorship plan that 

best meets your marketing goals. 
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Contact your sales representative or exhibits@horizonhouse.com to discuss exhibit and sponsorship opportunities at IMS2021.
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Exhibitor Bene� ts
Exhibitors will enjoy the following bene� ts before, during and after 
the conference:

Pre-Show:
•  An IMS exhibitor console. Dedicated area to showcase your 

pro� le.
• Access to 2021 promotional opportunities
•  Choice of hotel accommodations including hospitality suites and 

meeting space

On-Site:
• A listing in the of� cial Conference Program/Exhibition Catalog
• Priority space selection for the IMS2022
• Access to discounted conference registrations
• General exhibit hall security service
• Daily aisle cleaning service

Post-Show:
•  Post-event report with conference audit and attendee 

demographics

Expo Floor – Exhibit Options

STANDARD EXHIBIT BOOTH

IMS2021 Exhibit Space is $3,800 per 10x10 booth.

–  Illuminated exhibit space with 8’ high backwall drape if 
needed and 3’ high side rails (in-line booths only).

–  A 7” x 44” identi� cation sign with the exhibitor’s name and 
booth number (in-line booths only).

–  Furnished booth packages and booth decor available in the 
Exhibitor Manual through the event decorator.
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5G Pavilion

The 5G pavilion offers a special turnkey position on the show 
� oor to introduce and showcase your 5G products. All partici-
pants receive the following for $3,400:

– 6ft draped table, 2 chairs and electrical
– Identi� ed as a 5G Pavilion participant on all 5G signage
–  Promotional listing on the 5G web page, pages in the 

printed Conference Program/Exhibition Catalog
–  Highlighted in IMS attendee promotions and featured on 

IMS website
– Option to lead a talk in the theater on 5G
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■ Ken Mays, Editor

elcome to a fur ther in-
s t a l l me nt  of  t he  “New 

Products” column in IEEE 
Microwave Magazine. In this issue, 
we present six items that may be of in-
terest to the RF/microwave and wire-
less communities.

Bidirectional SSPA Supports 
CW/FM and QAM Signals
Triad RF Systems has announced the 
development of a dual bidirectional 
amplifier that supports 2  ×  2 multiple 
input, multiple output (MIMO) radio 
applications. Model TTRM2005D is a 
solid-state power amplifier (SSPA) that 
operates at a frequency of 2,200–2,500 MHz. 
It is designed for military and com-

mercial use and supports a variety of 
signal types, from simple continuous 
wave/frequency modulation (CW/FM)  
signals to complex, highly modulated 
carriers, such as 64 and 256 quadrature 
amplitude modulation (QAM).

The technical features of each chan-
nel on this dual bidirectional amplifier 
include a transmit (Tx) signal gain of 
25 dB, a receive (Rx) signal gain of 
12 dB, an Rx noise figure of 2.5 dB, 
and ~20-W binary phase-shift key-
ing power ×2 (40 W off the total RF 
power). Supply voltage is an ultrawide 
12–30 Vdc. Using the latest laterally 
diffused metal-oxide semiconductor 
(LDMOS) transistor technology, it’s 
capable of either achieving highly lin-
ear power with low distortion or per-
forming at peak power with extremely 
high efficiencies. Its operational features 

include manual or automatic Tx/Rx 
switching, temperature monitor out-
put, over-temperature protection, and 
amplifier status output. It measures 
3.4 in × 2.6 in × 0.65 in and weighs just 
5 ounces, making it the smallest stan-
dardized amplifier of its kind.

In addit ion to the MIMO radio, 
further applications for this class-AB 
LDMOS SSPA module include other 
military and commercial radio systems, 
software-defined radios, and general-
purpose RF amplification. It is capable 
of supporting any signal type and mod-
ulation format, including 3G and 4G 
telecom, wireless local area network, 
orthogonal frequency-division mul-
tiplexing, digital video broadcasting, 
QAM, and CW/amplitude modulation/
frequency modulation technologies.

Learn more about the innovative 
TTRM2005D dual bidirectional SSPA at 

Products listed in IEEE Microwave Magazine are restricted to hardware, software, 
test equipment, services, applications, and publications for use in the science 
and practice of RF/microwave or wireless engineering. Product information is 
provided as a reader service and does not constitute endorsement by IEEE or 
the IEEE Microwave Theory and Techniques Society. Absolute accuracy of listings 
cannot be guaranteed. Contact information is provided for each product so that 
interested readers may make inquiries directly. 

Please submit “New Products” column information to microwave 
.newproducts@ieee.org.
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Pasternack Introduces New, 
Highly Flexible VNA Cables 
Supporting Frequencies 
Up to 70 GHz
Pasternack, an Infinite Electronics brand 
and a leading provider of RF, micro-
wave, and millimeter wave products, 
has launched a new line of highly flex-
ible vector network analyzer (VNA) test 
cables designed to address a wide range 
of demanding lab and test applications. 

Pasternack’s new, highly flexible 
VNA test cables display excellent elec-
trical properties, such as an exceptional 
phase stability of +/– 6° C at 50 GHz 
and +/– 8° C at 70 GHz with flexure as 
well as a voltage standing-wave ratio 
(VSWR) of 1.3:1 at 50 GHz and 1.4:1 at 
70 GHz. The new 50-GHz assemblies 
are terminated with 2.4-mm connec-
tors, while the 70-GHz assemblies uti-
lize 1.85-mm connectors. The braided 
stainless steel armoring surrounding 
the coaxial provides a rugged yet flex-
ible cable with a flexure life exceed-
ing 100,000 cycles, making these test 
cables ideal for use in precise benchtop 
testing, semiconductor probe testing, 
and lab/production testing where the 
requirement for a durable yet highly 
flexible cable solution is a must.

These new VNA test cables are ter-
minated with rugged stainless steel 
connectors that provide up to 5,000 mat-
ing cycles when attached with proper 
care. Both the 50- and 70-GHz versions 
are offered with NMD-style connec-
tors, which are often used on test sets 
and network analyzers. Additionally, 
the flexibility of these cables makes it 
easier and safer to test a device under 

test (DUT). Swept, right-angle 2.4- and 
1.85-mm connector options allow these 
cables to fit into tight spaces and re -
duce the length of cable, as required 
in many applications. These new VNA 
test cables not only offer performance 
up to 70 GHz but can also withstand 
100,000 flexure cycles while still ex -
hibiting excellent phase stability and 
amplitude to the given frequency.

For inquiries, contact Pasternack by 
telephone at +1-949-261-1920.

B&K Precision Launches 
New 5.5 and 6.5 Digit 
Bench Multimeters

B&K Precision, a leading designer and 
manufacturer of reliable, cost-effective 
test and measurement instruments, an-
nounces a new generation of 5.5 and 
6.5 digit benchtop multimeters designed 
for accuracy, repeatability, and ease of 
use. Both the 5492C (5.5) and 5493C (6.5) 
models deliver measurement speeds up 
to 1,000 readings per second and sup-
port 12 measurement functions, while 
the 6.5 digit model provides greater ac-
curacy, higher resolution, and rear input 
terminals to simplify connections.

The easy-to-read, 4.3-in LCD offers 
a variety of measurement display 
modes, including numeric, bar meter, 
trend chart, and histogram. Other 
built-in functions include the limit 
mode to quickly verify that measure-
ments are within a user-defined range, 
probe hold mode to capture a sequence 
of stable readings, and dual measure-
ment capabilities.

The 5490C series provides USB 
(USBTMC-compliant), local area net-
work, and RS232 interfaces standard 
with an optional General Purpose 
Interface Bus. The included operating 
software supports remote instrument 
control, measurement, monitoring, 
and data logging. A LabVIEW driver 

is available for download to help sim-
plify system integration and instru-
ment control.

For additional technical specifications, 
accessories, photos, and support docu-
ments, visit https://www.bkprecision
.com/products/multimeters/5492C
-5 -1-2-benc h-dig ita l-mu lt i meter
.html.

New BroadWave 500-W 
Fixed Attenuator Line
BroadWave Technologies introduces a 
new line of high-power fixed attenu-
ators. Model series 352–363 are 50-Ω 
fixed attenuators rated 500-W average 
power with 1.45:1 maximum VSWR. 
The operating frequency range is dc–
8.5 GHz; attenuation values are 10, 20, 
30 and 40 dB; operating temperature 
range is −55° C to +125° C; and RF con-
nectors are N male input, N female 
output. Useful for analyzing harmonic 
signals or isolating a DUT, these atten-
uators reduce the amount of power de-
livered in a transmission line without 
introducing much noise or distortion. 
Applications include test equipment, 
telecommunication systems, base sta-
tions, radar applications, and high-
precision applications such as military 
and defense programs. There is an ap-
plication note available in the support 
section of our website.

For additional information visit 
www.broadwavetechnologies.com.

Fairview Microwave Introduces 
a New Series of Biphase 
Modulators Operating in 
0.5–40-GHz Frequency Bands 
Fairview Microwave Inc., an Infinite 
Electronics brand and a leading pro-
vider of on-demand RF, microwave, 
and millimeter wave components, has 
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released a new line of biphase modu-
lators covering broad octave frequen-
cy bands from 0.5 to 40 GHz. These 
models use transistor–transistor logic 
(TTL) to phase-modulate data onto an 
RF carrier signal using two-phase shift 
keying (2PSK). Applications include 
military and commercial communica-
tions systems, microwave radio, radar, 
high-data-rate test and measurement, 
serial data transmission, and wireless 
base station infrastructure. 

Fairview Microwave’s new series of 
0° to 180° C biphase modulators includes 
nine models that offer impressive 
performance such as a low insertion 
loss of 2.5-dB, a fast switching speed 
of 40-nsec, a low VSWR of 1.8:1, and 
maximum peak RF input power of 
0.5 W. All designs require dual-bias 
voltages, and input and output RF ports 
are bidirectional. These compact and 
rugged packages utilize solder pins for 
TTL control, dc bias and ground, and 
field-replaceable or 2.92-mm female 
connectors. They operate across a wide 
temperature range, from –40 °C to 
+85 °C. All models are highly reliable, 
meeting Mil-Std-202 environmental 
test conditions for humidity, shock, 
vibration, altitude, and temperature 
cycle. Same-day shipping is available, 
avoiding the usual 22–24 week produc-
tion lead times.

For inquiries, contact Fairview Mi-
crowave by telephone at +1-972-649-
6678.

Rohde & Schwarz First to 
Bring 1-GHz  Analysis Bandwidth 
to a Midrange Signal and 
Spectrum Analyzer
Manufacturers of future cellular and 
wireless systems, infrastructure, and 
amplifiers can now profit from a wide-
band signal test solution that was 
previously available only in high-end 
instruments. Rohde & Schwarz (R&S) 
has added an unparalleled internal 
analysis bandwidth of up to 1 GHz 
to its R&S FSVA3000 midrange signal 
and spectrum analyzer. The new R&S 
FSV3-B1000 hardware option is avail-
able for all models, from 7.5 to 44 GHz, 
while comparable solutions offer just 
160-MHz analysis bandwidth.

Thanks to its usability and high 
measurement speed, the R&S FSVA3000 
supports manufacturers in the devel-
opment and production of 5G New 
Radio (NR) base stations, mobile phones, 
and components, especially in the 28- 
and 39-GHz bands, while meeting 
tight time-to-market requirements. In 
combination with the supported 5G 
NR downlink and uplink measure-
ment options, this makes the R&S 
FSVA3000 a solution that is easy to 
set up for analyzing 5G NR signals 
with several component carriers. The 

instrument, which also addresses 
users in aerospace and defense and 
automotive applications, can charac-
terize wide-band amplifiers or be used 
for troubleshooting, capturing even 
very short events.

The R&S FSVA3000, which comes 
with an advanced autoset feature 
allowing the quick configuration of fre-
quently performed measurements, now 
offers sufficient bandwidth for scan-
ning electron microscope and adjacent 
channel leakage ratio measurements 
of wide-band signals as well as in in-
phase/quadrature mode. The analyz-
er’s outstanding RF performance allows 
capture, predistortion (for instance, a 
200-MHz-wide signal), and measure-
ment of the effects of distortion up to the 
fifth harmonic. The R&S FSVA3000 also 
supports measurement of short rise and 
fall times (down to a 1-ns system rise 
time) and detection of ultrashort pulses. 
This allows analysis of frequency-agile 
signals within 1 GHz as used in radar 
and tactical radio.

The new R&S FSV3-B1000 1-GHz 
analysis bandwidth option for the R&S 
FSVA3000 is now available. For further 
information, visit R&S at https://
www.rohde-schwarz.com/product/
fsva3000.
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To create a power amplifier with a sinusoidal wave 
output, a series inductor–capacitor resonator is 
added to the sawtooth wave generator described 

in last month’s “Enigmas, etc.” column (see Figure 1). The 
resonator enables only the fundamental harmonic wave to 
flow. Hence, we can write the output current waveform as

( ) ,sin cosi t I t I tP Q~ ~= + (1)

where ~  denotes the switching angular frequency and 
.T2~ r=  Coefficients IP  and IQ  represent the sinu-

soidal in-phase and quadrature components.
The resonator functions not only as a filter but also 

as a reactor. By carefully adjusting the reactance, we 
can nullify the transistor’s collector voltage at the time 
of turning it on and thus avoid an undesired surge 
current and switching power loss. This is called the 
zero-voltage-switching (ZVS) condition [1]–[5]. When the 
reactance is adjusted to meet the ZVS condition, we 
observe a specific dc-to-RF current proportion. Now, 
given the dc input current ,Idc  find the specific IP

among the following candidates:
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Solution to Last Month’s 
“Enigmas, etc.” Challenge
Recall the sawtooth-like voltage waveform. Focusing 
on the time interval 0 < t < T/2, the shunt capacitor’s 
voltage increases linearly as

( ) .v t T
V t8 dc=  (1)

According to this voltage, the energy
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is accumulated in the shunt capacitor. This is consistent 
with the law of energy conservation because the final 
right-hand side of (2) refers to the dc energy supplied 
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Figure 1. The switch-mode power amplifier that outputs 
a sinusoidal wave. (a) The circuit scheme. (b) The base input 
signal.
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to the circuit for a period T. In other words, there is no 
dissipation of power inside the circuit, at least before 
the transistor turns on. We then recall the dc voltage-
to-current relation

I T
CV8

dc
dc= (3)

from last month’s solution. Substituting (3) into (2), we 
obtain

.U CV8 2
dc= (4)

When the transistor turns on, power dissipation 
takes place abruptly. The stored energy U instanta-
neously disappears at the moment when the shunt 
capacitor is short-circuited by the transistor. This event 
periodically repeats f times per second, where f stands 
for the transistor’s switching frequency: f = 1/T. There-
fore, the power dissipation P in question counts

.P fU fCV8 2
dc= = (5)

We thus conclude that the correct answer to last 
month’s quiz is “d.”

The preceding dissipated power P is called turn-on 
loss or switching loss, which is undesirable for system 

applications because it causes excess heat generation 
and power efficiency degradation. A question may 
then arise as to whether we can really utilize such a 
problematic topology for practical RF power ampli-
fiers. The answer is yes if we can convert the energy 
stored in the shunt capacitor into a sinusoidal wave 
and effectively redirect it to the output port. A clever 
idea of how to do that will appear in the next ”Enig-
mas, etc.” problem.
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time was spent performing exten-
sive “fine tuning” on the cascades 
of balanced modules. The amount 
of tuning time was something of a 
closely guarded issue, albeit much 
discussed internally. Quite apart 
from the economics of the pro-
cess, there were tricky documen-
tat ion issues as well; every unit 
was strictly speaking a “special” 
inasmuch as the tuning pad (and/
or silver paint) placements were not 
the same every time; “discretionary 
wiring,” as I once heard a salesman 
euphemistically describe the pro-
cess! But it posed some technical 
questions as well. Most notably, I 
remember being puzzled as to why 
we frequently appeared to be doing 
asymmetrical tuning inside the cou-
plers; surely this would upset the 

balanced behavior, we frequently 
asked. Well, the balanced modules 
did not always have a great VSWR 
over octave, or even greater band-
widths, and as such would be unbal-
anced by the imperfect termination 
looking into the next balanced stage. 
So I think the asymmetrical tuning 
was beneficial in restoring, to some 
extent, this effect.

It’s nice to explain some of life’s 
mysteries, albeit 30 years late. Talk-
ing of which, I should quote from 
Kurakawa’s seminal paper [4], now 
55 years old, concerning the subject:
The requirements on the termina-
tions which are connected to the 
couplers to absorb the transistor re-
flections are not stringent: VSWR’s 
less than 1.4 should be acceptable.
Just a bit optimistic, I would say.
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Editor’s Note: Please check the website 
of each conference for any changes to 
paper or workshop deadlines or con-
ference dates and modality (in  person, 
virtual, or hybrid).

APRIL 2021
2021 IEEE 21st Annual Wireless and 
Microwave Technology Conference 
(WAMICON)
14–16 April 2021
Location:  Clearwater, Florida, 
United States (Virtual Conference)

MAY 2021
2021 IEEE Texas Symposium on 
Wireless and Microwave Circuits 
and Systems (WMCS)
18–20 May 2021 
(Virtual Conference)

2021 IEEE MTT-S Latin America 
Microwave Conference (LAMC)
26–28 May 2021 
Location: Cali, Colombia

JUNE 2021
2021 IEEE Wireless Power 
Transfer Conference (WPTC); 
2021 IEEE PELS Workshop on 
Emerging Technologies: Wireless 
Power Transfer (WoW)
1–4 June 2021
Location: San Diego, California, 
United States

2021 IEEE Radio Frequency Integrat-
ed Circuits Symposium (RFIC)
6–8 June 2021
Location: Atlanta, Georgia, 
United States

2021 IEEE/MTT-S International 
Microwave Symposium—IMS 2021
6–11 June 2021
Location: Atlanta, Georgia, 
United States

2021 97th ARFTG Microwave Measure-
ment Conference (ARFTG)
11 June 2021 
Location: Atlanta, Georgia, 
United States

JULY 2021
2021 Fourth International 
Workshop on Mobile Terahertz 
Systems (IWMTS)
5–6 July 2021
Location: Essen, Germany

2021 IEEE MTT-S International 
Conference on Numerical Electro-
magnetic and Multiphysics 
Modeling and Optimization (NEMO)
7–9 July 2021
Location: Limoges, France

IEEE MTT-S International Confer-
ence on Microwave Acoustics and 
Mechanics (IC-MAM)
19–21 July 2021
Location: Munich, Germany

AUGUST 2021
2021 IEEE 19th International Sympo-
sium on Antenna Technology and Ap-
plied Electromagnetics (ANTEM)
8–11 August 2021
Location: Winnipeg, Manitoba, 
Canada

2021 46th International Conference 
on Infrared, Millimeter and Terahertz 
Waves (IRMMW-THz)
29 August–3 September 2021
Location: Chengdu, China

OCTOBER 2021
2021 32nd International Symposium on 
Space Terahertz Technology (ISSTT)
4–7 October 2021
Location: Baeza, Spain

2021 51st European Microwave 
Conference (EuMC),  2021 16th 
European Microwave Integrated 
Circuits Conference (EuMIC), 
and 2021 18th European Radar 
Conference (EuRAD)
11–15 October 2021
Location: London, United Kingdom

2021 IEEE 30th Conference on 
Electrical Performance of Electronic 
Packaging and Systems (EPEPS)
17–20 October 2021  
Location: Austin, Texas, United States
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RFID tags are used across many industries, but when it comes 
to healthcare, there is a major design challenge: size. If wearable 
RFID tags are too big and bulky, they could cause patient 
discomfort. Or, if the tag is for a biomedical implant, it has to be 
smaller than a grain of rice! Design engineers can optimize the size 
of an RFID tag for its intended purpose using RF simulation.

learn more comsol.blog/biomed-RFID-tags

The COMSOL Multiphysics® software is used for simulating designs, devices, 
and processes in all fields of engineering, manufacturing, and scientific research. 
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