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P E R S P E C T I V E S

19 The Case for Flexible NIST Security Standards
Feisal Keblawi and Dick Sullivan
A public dialogue on the role and reach of NIST as a rule maker 
and as a standards writer for federal cybersecurity is essential to 
understanding the limits of security rule making in the present 
federal environment. 

C O M P U T I N G  P A R C T I C E S

27 Best Practices for Automated Traceability
Jane Cleland-Huang, Raffaella Settimi, Eli Romanova, 
Brian Berenbach, and Stephen Clark 
Automated traceability applies information-retrieval techniques to 
generate candidate links, sharply reducing the effort of manual 
approaches to build and maintain a requirements trace matrix as 
well as providing after-the-fact traceability in legacy documents. 

C O V E R  F E A T U R E S

37 An Open Source Environment for Cell Broadband 
Engine System Software 
Michael Gschwind, David Erb, Sid Manning, and Mark Nutter
The Cell Broadband Engine provides the first implementation of a 
chip-multiprocessor with a significant number of general-purpose 
programmable cores targeting a broad set of workloads.

49 Benefits from Isolation in Commodity Multicore 
Processors
Nidhi Aggarwal, Parthasarathy Ranganathan, Norman P. Jouppi, 
and James E. Smith
The integration of components on a multicore chip should also 
be accompanied by features that help isolate effects of faults, 
destructive performance interference, and security breaches.

R E S E A R C H  F E A T U R E S
60 iMouse: An Integrated Mobile Surveillance 

and Wireless Sensor System
Yu-Chee Tseng, You-Chiun Wang, Kai-Yang Cheng, 
and Yao-Yu Hsieh
The integrated mobile surveillance and wireless sensor system 
(iMouse) uses static and mobile wireless sensors to detect and then 
analyze unusual events in the environment.

68 Password-Based Authentication: Preventing 
Dictionary Attacks 
Saikat Chakrabarti and Mukesh Singhal
Researchers have engineered several protocols to prevent attacks, 
but we still need formal models to analyze and aid in the effective 
design of acceptable password protocols geared to prevent 
dictionary attacks.
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A B O U T  T H I S  I S S U E

T echnology scaling and power
trends have led to the widespread
emergence of multicore processors

as the predominant hardware
paradigm. Multiple cores are being 
integrated on a single chip and made
available for general-purpose
computing. In this issue, we look at 
an implementation of a chip-
multiprocessor with a significant 
number of general-purpose 
programmable cores targeting a broad
set of workloads. Another article
reviews several multicore architectures
designed for fault isolation. Other topics
include automated traceability, NIST
security standards, the iMouse, and
password-based authentication.
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The Case for Flexible NIST 
Security Standards
pp. 19-26
Feisal Keblawi and Dick Sullivan

R ecently, the US National Institute
of Standards and Technology
(NIST) began issuing new kinds

of information system security (ISS)
standards. Responding to the 2002
Federal Information Security Man-
agement Act (FISMA), these manda-
tory standards regulate ISS processes
in federal civilian agencies and require
standardized security controls in all
related federal information systems.

Experience shows that federal stan-
dards aligned with established com-
mercial practices generally succeed.
The authors seek to initiate a dialogue
on the role and reach of NIST as a rule
maker and as a standards writer for
federal cybersecurity that will result in
a new understanding about the limits
of security rule making in the present
federal environment.

Best Practices for Automated
Traceability
pp. 27-35
Jane Cleland-Huang, Raffaella Settimi,
Eli Romanova, Brian Berenbach, and
Stephen Clark

T raceability helps determine that
researchers have refined require-
ments into lower-level design

components, built them into the exe-
cutable system, and tested them effec-
tively. It further helps analysts under-
stand the implications of a proposed
change and ensures that no extraneous
code exists.

Unfortunately, many organizations
fail to implement effective traceability.
Because manual traces are often created
ad hoc, they tend to be inconsistent and
often incomplete. Automated trace-
ability methods aggressively tackle
these problems by decreasing the effort
needed to construct and maintain a set
of traceability links and by providing
traceability across a much broader set
of documents.

An Open Source Environment
for Cell Broadband Engine 
System Software
pp. 37-47
Michael Gschwind, David Erb, 
Sid Manning, and Mark Nutter

N ew computer architectures usu-
ally arise in response to tectonic
shifts in technology and market

conditions. As the era of pure CMOS
frequency scaling ends, architects
must again respond to massive tech-
nological changes by more efficiently
exploiting density scaling.

The Cell Broadband Engine provides
the first implementation of a chip-
multiprocessor with a significant num-
ber of general-purpose programmable
cores targeting a broad set of work-
loads, including intensive multimedia
and scientific processing.

Isolation in Commodity
Multicore Processors
pp. 49-59
Nidhi Aggarwal, Parthasarathy
Ranganathan, Norman P. Jouppi,
and James E. Smith

T echnology scaling and power
trends have led to the widespread
emergence of chip multiproces-

sors as the predominant hardware
paradigm. From a system viewpoint,
CMPs provide higher levels of inte-
gration, typically including multiple
processing cores, caches, memory con-
trollers, and even some I/O process-
ing—all in a single socket.

Multiple cores will provide unprece-
dented compute power on a single chip.
However, integration of several com-
ponents on a chip must be accompanied
by features that enable isolation from
fault effects, destructive performance
interference, and security breaches.

iMouse: An Integrated Mobile
Surveillance and Wireless
Sensor System
pp. 60-67
Yu-Chee Tseng, You-Chiun Wang, 
Kai-Yang Cheng, and Yao-Yu Hsieh

W ith their environment-sensing
capability, wireless sensor net-
works can enrich human life in

applications such as healthcare, building
monitoring, and home security.

The iMouse system integrates WSN
technologies into surveillance technolo-
gies to support intelligent mobile sur-
veillance services. The authors suggest
several ways to improve or extend
iMouse. One option is to facilitate mo-
bile sensor navigation by, for example,
integrating localization schemes to guide
mobile sensors instead of using color
tapes. A second option is to exploit
coordination among mobile sensors,
especially when they’re on the road.

Password-Based
Authentication: Preventing 
Dictionary Attacks
pp. 68-74
Saikat Chakrabarti and Mukesh Singhal

T he most common verification tech-
nique is to check whether the
claimant possesses information or

characteristics that a genuine entity
should possess. For example, we can
authenticate a phone call by recognizing
a person’s voice and identify people we
know by recognizing their appearance.

But the authentication process can 
get complicated when visual or auditory
clues aren’t available to help with 
identification.

Because they’re cheap and conve-
nient, passwords have become the most
popular technique for authenticating
users trying to access confidential data
stored in computers, even though such
authentication is vulnerable to several
forms of attack. Password protocols
preventing offline dictionary attacks
need more than heuristic arguments to
provide a guarantee of security.
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I N  O U R  T I M E

I have never felt so far from civi-
lization. The plane ride had been
long enough, a restless all-night
flight from Miami to Lima, Peru,
but it had only taken us part of

the way. The next segment of the trip
was a bruising 14-hour drive over the
14,000-foot Ticlio Pass. Once we
arrived at our destination, we faced
one final journey: the hike into the
dark tunnels of the lead-zinc mine.

The trip was part of a consulting
job, an assignment that had seemed
intriguing when it was offered. The
mine’s owner, a friend of a student,
wanted me to come to Peru and teach
a computer science course to his engi-
neering staff. In particular, he wanted
to develop software to prepare the
daily production plans for the mine. 

AN UNDERGROUND LAB
When I accepted the job, I joked

that all I knew about Peru was a story
that it had been considered the site of
El D’Orado, the fabled city of gold
that had to surrender its wealth to
Spanish invaders. As I walked into the
mine, I received the first hints that
cities of gold were not places of leisure
but civilizations built with hard labor.
The mine itself was Miltonic, the
“dungeon horrible” of Paradise Lost,

“As far removed from God and light
of Heaven as from the centre thrice to
th’ utmost pole.” 

My headlamp peered weakly into
the fog of dust and diesel fumes that
filled the air. I heard the crash of ore in
the distance as front loaders dropped
ore down deep shafts to rail cars that
waited on levels below us. I had been
told to keep my eye on the tunnel roof,
as pieces could free themselves from
the earth’s grip and fall on the heads
of unsuspecting miners. I was so anx-
ious about this charge that I failed to
watch my steps and regularly stum-
bled over rubble on the mine floor.

After a half hour of walking though
the darkness, we came across a culvert,
a pipe 30 or 35 inches in diameter. My
guide, a tall, slender engineer named
Tito after the Yugoslav dictator, indi-
cated that I should get on my knees and
begin to crawl. “This is an unstable
area,” he said, “so we put in the pipe.” 

As I moved through the tube, I
found that the culvert turned upward
and that I had to press my back
against the top of the pipe to keep
from slipping. After proceeding in this
manner for 75 or 80 feet, I emerged
into a little chamber with a door.
Behind the door—in the heart of the
mine—was the engineering shop. It

was a cavern sheathed in corrugated
iron, lit with fluorescent lights, and
filled with machine tools.

“This is where we run the mine,”
said Tito as he advised me to turn off
my headlamp. “We want to put a
computer station here and connect it
to the mine office.” 

As I looked around the room, I saw
shelves of drawings and chests of
tools. I heard the dripping of water on
the iron ceiling and the whir of an
electric fan. “So this is technology
transfer,” I thought. “This is what it
means to be at the frontier.” 

COMPUTING TECHNOLOGY 
IN SOUTH AMERICA

The countries of South America were
late recipients of computing technology.
The most industrialized South Ameri-
can countries—Argentina, Brazil, and
Chile—purchased their first computers
in 1962 and 1963. The number grew
steadily but slowly. When a researcher
from MIT conducted a survey in 1972,
he identified fewer than 2,800 comput-
ers on the entire continent. Of these, 75
percent were located in Brazil and
Argentina. Peru had only 100 machines,
less than 4 percent of the total. “Most
of the installations in Latin America are
running conventional data-processing
applications,” the researcher noted,
“deviating very little from the North
American pattern.” 

At the time, Peru had a simple econ-
omy. The country’s largest businesses
were engaged in mining and agricul-
ture. In contrast, both Argentina and
Brazil had growing industries. In
Buenos Aires, Siam Di Tella was man-
ufacturing automobiles. The Brazilian
government had just moved part of its
aircraft industry to a private firm,
Empresa Brasileira de Aeronáutica S.A.
(now known as Embraer). Yet, neither
of these countries was ready to start a
computer firm. “No computers, aside
from tabulating equipment, are manu-
factured in [the region],” wrote a visit-
ing professor. “All must be imported.” 

Through the 1970s and early 1980s,
observers of the region noted many fac-
tors that were limiting the growth of a
high-technology industry. A report by

The Camino 
Real
David Alan Grier
George Washington University

Teaching a computer science course 
to a group of Peruvian engineers 
provides valuable insights into the
development of computing
technology in Latin America.
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the National Research Council pointed
to “persistent internal economic and
social problems,” which included such
things as “obsolete land ownership sys-
tems, a markedly unequal income dis-
tribution, inequities of ethnic integra-
tion, segmentation of production and
marketing systems, inequities for vari-
ous socioeconomic groups in education
and training, and restricted social
mobility.”

By the mid-1980s, most of these
observers noticed a change in the
region. “A visit to Latin America has
always seemed like a journey into
another era,” wrote a visiting scholar
in 1985. “Whereas it used to be that
there were 30, 40, even 50 years of
difference, no more than a decade sep-
arates the US and Latin America when
it comes to computers.” To clarify his
point, he added, “Computer use is
clearly on the rise in Latin America
and at an accelerated pace.” 

SETTING UP SHOP
The new computer for the mine’s

machine shop was a conventional
desktop system. It had accompanied
us on the truck ride over the mountain
pass, carefully snuggled beneath the
truck seats. Noting that it was one of
the more powerful machines then
available, I asked Tito where he had
purchased it. I knew that the Peruvian
government had severely limited all
imports. Tito smiled. “Puerto del
Este,” he said. “Paraguay.” 

If you believed the economic statis-
tics, Puerto del Este was the high-tech
capital of the region, the largest
importer of high-tech goods in South
America. However, the city was only
a transshipment point. Goods arrived
on one flight only to leave on the next.
The merchants of Puerto del Este were
smugglers. They had learned how to
circumvent the tariffs of Brazil,
Argentina, Chile, and Peru. 

We carried the new computer to the
machine shop and installed it in a
plastic box to give it some kind of pro-
tection from the water. We snaked the
network cable out through a ventila-
tion shaft. It was a longer path than
the route through the culvert, but it

was less likely to be broken by shifting
rocks. The total distance between the
computer in the mine and its host in
the engineers’ office was slightly
longer than the maximum length spec-
ified by the machine manufacturer,
but it didn’t seem to matter. The two
machines were able to communicate
with only occasional difficulty. 

With this network, Tito and his col-
leagues wanted to plan the day’s pro-
duction. For each day, they wanted to
determine which sections of the moun-
tain should be blasted, which tunnels
should be reinforced, which piles of
rock should be moved to the rail cars,
which routes the miners should take.
Such plans could be created with an
hour of work, but—like the mountain
itself—they were never stable.

Events that occurred over the course
of a day could invalidate the plans. A
pile of ore might prove to contain too
little or too much zinc. A front loader
might fail. Two or three times a day,
the engineers would have to redraft
the day’s plans while mining equip-
ment stood idle and other problems
begged for attention. 

Tito wanted to eliminate such delays
with the computer we had installed in
the subterranean machine shop. He
wanted a program that could create
revised plans without the intervention
of the engineering staff. 

CONDUCTING THE
PROGRAMMING COURSE

Tito and I required a couple of days
to write the planning program. It used
a simple search algorithm. This pro-
gram used a database that described the
state of the mine: the quantity and qual-
ity of ore needed, the tunnels that were

open, the piles of ore available, the
areas ready to be blasted, and the equip-
ment that was operational. The pro-
gram would then search through the
various possible plans. It was not a very
efficient program, but it didn’t need to
be efficient as it required no inter-
vention by the engineers. The system
generally could create a new plan in 
6 to 8 minutes. 

After we got the system running, I
had to explain how the programs
worked and how the engineers could
modify it. We held a brief program-
ming course in the engineers’ office, a
large plywood building with windows
that opened to long vistas of the high
jungle. We created a classroom space
by pushing tables to one side, moving
a small computer to a desk, and taping
paper to the wall. I stood at the front of
the room with a list of information that
I wanted to convey: the database’s
structure, the search algorithm’s
nature, and the programming lan-
guage’s syntax. 

We had planned two hours for the
class, but two hours stretched to three,
three to four, and four to five. Part of
the added time came from the need to
translate the ideas for those who could
not follow my English. The remainder
came from the desire to test all the
ideas as soon as I presented them. 

As I began to describe the first idea,
one of the engineers walked to the
computer, took a seat, and began to
program. Even if I had tried, I doubt
that I could have stopped him. The
others gathered around the screen and
added their comments, criticized the
results, and joked about any mistakes. 

We ended the class at the sixth hour,
when the declining sun made it difficult

June 2007 7

IEEE Annals of the History of Computing 
The IEEE Annals of the History of Computing, the IEEE Computer Society’s his-

torical magazine, publishes articles on the development of computing technol-
ogy and computing institutions. Annals has published stories of traditional
computing in native South American culture, such as “The Logical-Numerical
System of Inca Quipus” by Marcia Ascher in the July 1983 issue and the intro-
duction of the electronic computer into the region, including Jim Cortrada’s
January 2004 article ,“How Did Computing Go Global?” 
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8 Computer

changed. If anything, I believed that
the pull backwards was stronger than
the push forward, that the efforts of
terrorists to destroy “bourgeois civi-
lization” were more likely to succeed
than the work of the computer indus-
try to expand the benefits of a cyber-
infrastructure.

Digital networks started to reach
South America that summer. Bitnet,
the network based on IBM protocols,
had reached Argentina just before I
had arrived in Peru. “The advances of
knowledge, science, and the arts know
no boundaries, because they belong to
all of humanity,” raved Argentine
President Raul Alfonsine. “When any
nation, whatever its motivation,
inhibits free access to information
from within or outside itself, it is
doubtless condemning itself to isola-
tion and underdevelopment.” 

A network connection reached Peru
six or eight months after my visit. For
a time, the network was our Camino
Real, our royal road that carried infor-
mation from an engineering shack in
the bowels of the Andes to offices in
the industrialized world. Tito posed
technical questions from his machine
in the high mountain valleys, and I
replied from my computer in
Washington, D.C. The mine’s general
manager sent production reports to
the Lima office, and the Lima office
responded with directives. When they
got access to the computer, the mine’s
employees mailed electronic letters to
their families in Lima, and the families
returned news of the outside world.

After a year or two, the mining engi-
neers began to realize that they no
longer needed to travel the difficult

to see the notes that I had written on
the wall. We finished the day tired but
happy with what we had accomplished. 

A TRIP BACK IN TIME
We had dinner in town that night, a

village far away from the modern
world. Women in bowler hats squatted
in front of the church and sold roasted
meats: chicken, pork, and guinea pig.
Men watched a cockfight in an alley.
People stood in a queue at the post
office waiting to use the public radio
phone, the only way to communicate
with Lima and the outside world. 

We took our meal at the town’s
most prominent restaurant, a build-
ing that was little better than the engi-
neers’ office. The floor was concrete,
the sides were open to the weather,
and the table was nothing more than
a strip of plywood sitting on galva-
nized pipe. In our honor, the owner
entertained us with his favorite
American music, a worn tape of
Jimmy Rogers tunes. “My pocket-
book is empty and my heart is filled
with pain,” sang the scratchy voice.
“I’m a thousand miles away from
home just waiting for a train.” 

We talked about many things that
night, but the conversation often
turned to the isolation these men and
women felt. They complained about
how far they were from Lima and
from the centers of computer science.
They said that it was very hard to get
technical information and that they
had to spend hours trying to glean new
ideas from the few manuals and books
that they had been able to procure.
They were pleased that I had been able
to visit them, that I had brought them
a stack of computer books, and that I
had spent the time to give them a few
insights into the current state of com-
puter development. 

A NEW CAMINO REAL
Only rarely can we recognize that

we are standing at a point of inflec-
tion, a time when the twig is bent and
a tree begins to follow a new curve. I
left the mine honestly believing that I
could return in two or four or eight
years and find that nothing had

path up the mountain but could use
the network connection to operate the
mine. They could review the daily pro-
duction plans in the relative comfort
of Lima and evaluate the day’s accom-
plishments without being anywhere
near the cramped and dirty shop in the
mine. One by one, the engineers relo-
cated to Lima. They visited the mine
only when they needed to inspect the
operations. Tito was the first to
return, but he was soon followed by
the others.

U nlike the original Camino Real,
the computer network was not a
simple path in the mountains, a

single road from the Peruvian capital
to a distant source of wealth. It put
Tito and the other mining engineers in
touch with the world’s industries,
industries that offered special oppor-
tunities to Spanish-speaking engin-
neers. Just as they had taken the path-
way from the mine to the capital, Tito
and his friends traveled the computer
network to new jobs with software
firms in El Norte. 

Tito was again the leader. He found
a software support job with Siemens
AG. From his home in Lima, he
worked with clients across South
America. The other mining engineers
soon followed the same path. One
went to IBM, another to Novell, a third
found a career with Computer
Associates, and a fourth became a soft-
ware retailer. Once they had lived in an
isolated world of dust and grime, of
tiny villages and expansive forests, until
their machine shop, deep beneath the
Andes Mountains, had become a ter-
minus on the digital Camino Real. ■

David Alan Grier is the editor in chief,
IEEE Annals of the History of Comput-
ing, and the author of When Computers
Were Human (Princeton University
Press, 2005). Grier is an associate pro-
fessor in the Center for International Sci-
ence and Technology Policy at the
George Washington University. Contact
him at grier@gwu.edu. 

I N  O U R  T I M E

For a time, the network was
our royal road that carried

information from 
an engineering shack 

in the bowels of the Andes 
to offices in the

industrialized world.
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SOCIO-ECONOMIC ISSUES (p. 9). “In a challenging
keynote address, Jay W. Forrester called upon computer
people to direct their problem-solving capabilities beyond
the industry toward the larger socio-economic issues fac-
ing the country today. Dr. Forrester, Germeshausen
Professor at MIT’s Alfred P. Sloan School of Management
and a world-renowned authority in the field of computer
science and the dynamics of change, spoke at the open-
ing session Monday, May 19, of the National Computer
Conference in Anaheim, California.”

“We are now paying the price for utilizing short-run
advantages over the last 100 to 200 years, Forrester said.
Since we have no methodology for understanding the
long term, we’ve indulged in ‘quick fixes’—for example,
in handling the energy shortage. In trying to solve prob-
lems without understanding them, the very actions taken
frequently prove to be essential to the continued devel-
opment of these problems.

“Computer people are uniquely qualified to analyze
the nature of our socio-economic system because of a
background of capability that is now becoming avail-
able. The confluence of three major streams—practical
management and politics, feedback control concepts,
and electronic digital computers—[has] opened up pos-
sibilities in systems dynamics, which is Forrester’s field.”

STRUCTURED PROGRAMMING (p. 21). “The dramatic
decline in computer hardware costs in recent years has
brought the costs of software development into sharp
focus. But important efforts to address software tech-
nology have been underway during the same period—
notably in the 60’s by Böhm, Jacopini, Dijkstra, Parnas,
and others in the university environment, and in the 70’s
by such people as Mills and Baker, who defined specific
elements of a methodology directed toward reducing
software costs and improving software quality. This
methodology, which according to Mills and Baker was
successfully applied to the New York Times information
bank project, is generally referred to as structured pro-
gramming (SP)—but includes such methods as top down
design and chief programmer teams.

“Subsequently—and inevitably—all this attention
prompted questions as to whether SP is in fact feasible
and economically practical on an industrywide basis,
and if so to what extent.”

MULTIPROCESSING (p. 80). “A multiprocessing system
capability designed to increase throughput of Xerox
Sigma 9 computers by up to 300 percent for a fully
expanded system has been announced by the Data
Systems Division of Xerox Corporation.

“From two to four of the Sigma 9 CPUs can be tightly
coupled under the new system, which runs under the
Xerox Control Program-Five (CP-V) operating system.”

“One CPU is designated the primary processor and
handles input/output operations, schedules and executes
user programs, and provides services to all user requests.
All other CPUs in the system are called secondary proces-
sors and function as computing peripherals, executing
assigned user program tasks. In the event of a malfunction
of the primary processor, a fail-over system allows any
one of the secondary processors to take over its tasks.”

“Prices for Xerox Sigma 9 multiprocessing systems,
including two, three, or four CPUs, range from $1 to $3
million, with delivery in the fourth quarter of this year.”

LEGISLATION PROCESSING (p. 86). “The State of
California will utilize a Varian minicomputer to draft
new legislation and maintain state codes. The computer
will be installed in the offices of the Legislative Council,
an arm of the California State Legislature that performs
legal research and assists in developing preliminary ver-
sions of new laws.

“The function of the computer will be to expand the
capabilities of the overall data processing center by
allowing the remote Varian to relieve Systems/370 of
processing tasks. By permitting use of non-370 com-
patible terminals, utilization can be made of the special
characteristics of certain terminals.”

A SOLAR HOME (p. 87). “Plans to custom design and
build a private residence utilizing an advanced type solar
energy system and a ‘comfort computer’ have been
announced by Stanmar, Inc. of Sudbury, Mass.

“The home, built in a community of the buyer’s pref-
erence in Greater Boston or the outlying suburbs, will
have its domestic tap water heated and its living space
heated and cooled with an electronically controlled,
solar augmented comfort system. The solar system to
be used in the home is being developed by Raytheon
Company of Lexington, Mass.”

CHARGE CARD SYSTEM (p. 87). “Continental Bank now
offers Chicago-area retailers a fully-integrated computer
system for approving charge card purchases and checks.

“The system—which operates with Master Charge or
a retailer’s check cashing card, or could be used with a
retailer’s own charge card—enables merchants to elec-
tronically verify a card’s validity and credit limit through
in-store terminals connected to host computers at
Continental. It rejects revoked Master Charge and pri-
vate label check-cashing and charge cards, which have
exceeded their maximum credit limits, or are revoked
or restrained for other reasons. As an added feature, the
terminals complete charge card sales slips.”

Editor: Neville Holmes; neville.holmes@utas.edu.au
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its entirety or has no effect whatsoever on the database.
Thus, even if the underlying hardware or software fails,
application programs do not corrupt the database with
incorrect results. The concurrency property, on the other
hand, assures users that concurrent execution of another
transaction does not affect their own applications. To
achieve concurrency atomicity, a transaction processing
system controls execution of transactions so that their
interleaved executions are equivalent (in their effect) to
some serial execution.”

VIRTUAL MACHINES (p. 81). “Parsytec Inc. introduces
the Multiple Virtual Machine Architecture as the basis
for its transputer-based multicluster and supercluster
series of parallel processing machines. The architecture’s
open, modular design lets users configure processing
power and I/O capabilities for any application.”

“Multiple virtual machines run under Helios, the
Multitool transputer development system, and cross
compilers using MS-DOS, the Apple operating system,
and Sun Unix. Language support includes C, Par.C,
Fortran, Pascal, Occam, and Ada.”

A HEADY COMPUTER (p. 82). “Park Engineering has
developed Compcap, a 1-lb. computer you can wear on
your head. This portable can assist workers in the field
who need high mobility.

“The PC-compatible Compcap, which reputedly
offers the speed and processing power of a 386 desktop,
comes in two models: a hard hat that incorporates the
electronics, and a soft band worn around the head or
hat with electronics built into a belt or vest. The device
offers 4 Mbytes of RAM with memory-card interface,
custom keypad interface, and barcode reader options.”

MASSIVE PARALLELISM (p. 97). “Projecting sustained
processing speed about 15 years ahead, [Steve] Nelson
[Cray’s vice president for technology] showed it increas-
ing from a few gigaflops at present to about one teraflops.
At the same time, the cost may drop to a few hundred
dollars per megaflops (from around $10,000). He used
a chart to show a mid 90s ‘knee,’ with the rate of change
increasing sharply.

“‘A lot of people know that, when we can field the
massively parallel designs, we will have the opportunity
to make a quantum jump in performance on those prob-
lems that can be mapped in massively parallel machines,’
Nelson said.

“The best way to exploit this technology, he thinks, is
to hook a massively parallel system to a conventional
supercomputer, like the Y-MP series.”

PDFs of the articles and departments from Computer’s
June1991 issue are available at www.computer.org/
computer.

JUNE 1991

DOCUMENT PREPARATION (pp. 7-8). “Lilac is an exper-
imental document preparation system designed to pro-
vide the best of both the WYSIWYG and the document
compiler worlds. It does this by offering both WYSI-
WYG editing and language-based document description
as two views side by side on the screen� . The page view
is a WYSIWYG editor showing a close approximation to
the printed output. The source view shows a program-
like description of the document in a special-purpose lan-
guage. This language supports subroutines, variables,
and conditional execution and is designed to encourage
the use of subroutines to embody structure. Both views
are editable, but Lilac is designed with the expectation
that most editing will occur in the page view.”

DISCRETE-EVENT SIMULATION (p. 33). “Asynchronous
distributed discrete-event simulation of cyclic circuits has
the potential to address problems in digital hardware
design, queuing networks, and banking transactions.
Until now, no reported algorithm offered freedom from
deadlock and acceptable performance. The Yaddes algo-
rithm, on the other hand, is mathematically correct and
free from deadlock.

“The Yaddes approach opens the possibility of mod-
eling as discrete-event systems challenging problems
from such disciplines as banking, railway and mobile
phone networks, sociological interactions, human deci-
sion-making processes, aircraft simulation, and weather
forecasting.”

LITERATE PROGRAMMING (p. 60). “The literate para-
digm offers a platform for code generation that promotes
readability and understandability. As it exists today, this
platform is ill-suited for adoption by most software devel-
opers. The lack of a proper interface into the software
development life cycle, the lack of an environment that
minimizes the overhead associated with the literate para-
digm, and the awkwardness of current literate languages
discourage the adoption of literate techniques. Further-
more, to offer a practical, usable methodology for soft-
ware development, the literate paradigm must encompass
the entire life cycle, not just the implementation phase.”

DATABASE ATOMICITY (p. 63). “Database performance
depends on both external and internal functionality.
External functionality encompasses such issues as data
models and query languages. Internal functionality
involves file structure, indexing, and query optimization.
… A third area, often taken for granted, is crucial in a
user’s interaction with the database. This area involves
the transaction constraints imposed to achieve recovery
atomicity and concurrency atomicity.

“In a database with recovery atomicity, when a user
initiates a transaction, the transaction either executes in
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G oogle’s recent purchase of
YouTube is a strong signal
that video is the next big
wave of content to hit the
Web. Photos and other

images are also becoming much
more prevalent. This trend has
developed in part because so many
users now have the broadband con-
nections necessary to receive and
transmit multimedia files.

The increase in online multimedia
content means the types and amount
of information users can find on the
Internet is expanding rapidly.
However, this information is largely
useless unless it can be searched
effectively and efficiently. 

Today’s image- and video-search
techniques don’t examine the con-
tent of a multimedia file but instead
rely on metadata, captions, or other
textual information—not always
accurate or thorough—that content
authors or providers only sometimes
attach to multimedia files. 

This is largely ineffective because
five or six words of metadata or file
information can’t begin to approach
the complexity of content in a video
file, explained James McQuivey, a
vice president with market analysis
firm Forrester Research. 

Researchers are thus looking for
better ways to search visual content,
which engines such as Google and
Yahoo! don’t offer currently. 

There is a powerful financial
incentive for developing successful
image and video search engines:
Industry watchers expect advertise-
ments that appear with video-search

results to yield more revenue during
the next few years.

Research firm eMarketer predicts
that in the US, online video adver-
tising will grow from $410 million
last year to $775 million this year 
to $1.3 billion in 2008, and will
account for 11.5 percent of overall
online advertising by 2010, com-
pared to just 6 percent by the end of
2008, as Figure 1 shows.

Thus, companies such as AOL and
Microsoft have recently either pur-
chased small image- or video-search
firms or licensed their technologies.

Nonetheless, visual search must
still clear some hurdles before it is
ready for prime time.

DRIVING VISUAL SEARCH
Several factors are encouraging

companies to develop effective
visual-search technology. For exam-
ple, the Web is much livelier than it
was even a few years ago because the
amount of image and video content
it contains has exploded. 

For example, according to  Accu-
Stream iMedia Research, a market
analysis firm, the number of profes-
sionally produced video streams
transmitted online has grown from
1 billion in 2000 to 24 billion in

2006 and will grow to 29.8 billion
this year and 48.9 billion in 2010.

Inadequacy of 
text-based video search

The traditional examination of
metadata, other forms of text, or
even file suffixes (such as .avi or
.mpg) associated with video to satisfy
search queries is generally ineffective
because, for example, metadata tends
to include only information such 
as a short content summary, the
author, and the file’s creation date,
said Calafia Consulting senior part-
ner and search-engine expert Danny
Sullivan.

“This,” he stated, “is a pretty poor
way to describe a video.” 

Video is usually accompanied by
very little textual information to
begin with because it takes time and
effort for content providers to add
such material, explained search-
engine expert Greg Notess, a
Montana State University professor
and reference librarian.

Potential advertising revenue
The chief economic force behind

search technology in general is the
advertising revenue it generates for
engine providers. 

Most major providers sell adver-
tising to companies. Their adver-
tisements, which include hyperlinks
to other Web sites, are listed next to
search results related to the prod-
uct being promoted. For example,
a search for information on “USB
drives” will yield results accompa-
nied by advertisements for such
products.

Industry observers expect video
search will become so popular that it
will attract a significant amount of
advertising revenue.

TAKING DIFFERENT
APPROACHES

Companies are using different
visual-search strategies.

Photo search
Several search engines help users

find photographs.

Searching 
the Visual Web
Sixto Ortiz Jr.
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Markov modeling, a probabilistic
statistical approach, to analyze 
the audio, identify what it means,
and convert the speech into search-
able text. Various signal-processing
techniques make recognition of
speech in noisy environments more
accurate.

The servers then index the ana-
lyzed files and use Blinkx’s patented
Context Clustering Technology to
group similar types of content
together for easier searching,

The analyzed audio is associated
with the corresponding parts of the
video. Users can thus find what they
want within the video after search-
ing the audio transcription.

Podzinger. The Podzinger search
engine is similar to Blinkx except
that it works with podcasts.

Other approaches
Vendors are exploring several

other visual-search techniques.
IBM’s Marvel. Marvel is a Web-

based engine that searches image and
video content. The technology’s mul-
timedia-analysis engine works with
MPEG-7, formally named the Multi-
media Content Description Interface,
which the Moving Picture Experts
Group developed and the Inter-
national Organization for Standardi-
zation adopted. 

MPEG-7 provides a rich set of
metadata tags and other elements
for describing multimedia content.

Polar Rose. Polar Rose’s engine
uses 3D modeling to perform face
recognition on photos. This lets
searchers look for photos of specific
individuals on the Internet. 

Polar Rose wants to distribute a
browser plug-in to users and APIs for
photo-storage sites. Users could tag
any photo of a person with identify-
ing and other information, and par-
ticipating photo-storage sites would
get a copy of the data. This is designed
to let visitors to these sites find almost
any other image of a person who has
had even just one photo tagged.

Polar Rose’s technology uses a series
of different-sized and diversely ori-
ented filters to examine faces in a pho-
tograph, explained founder and chief
technology officer Jan Erik Solem. 

The filters detect points that are
important parts of prominent facial
features and then extract parameters
such as eye, nose, and lip shape and
cheekbone positioning. The technol-
ogy generates a mathematical repre-
sentation of each face, extrapolated
via algorithms into three dimensions
to provide more detail and accuracy,
he noted. The system then stores the
information in a database.

When someone wants to search
for photos of the person, Polar
Rose’s engine uses techniques such
as data mining to look for images of
faces with the same mathematical
signature, Solem said. 

Riya. Riya’s engine searches pho-
tos of people or objects on users’
desktops or the Web in response to
textual queries. It looks for images
via contextual recognition. It thus
not only recognizes features via 3D
modeling similar to that of Polar
Rose but also looks for other clues
in queries—such as clothes or jew-
elry a person is wearing. 

Moreover, the engine can recog-
nize text on a sign, shirt, or elsewhere
in a photo via optical character
recognition and thus can work with
textual cues. 

Vima Technologies. Vima’s tech-
nology analyzes images based on
about 150 parameters and creates
mathematical signatures for them,

said David J. Liu, the company’s vice
president of engineering

During searches, the engine uses
various techniques—like data min-
ing or the analysis of factors such as
color and shape—to provide multi-
ple possible responses when a user
tries to find a specific image within a
large personal collection. 

As users select the possibilities that
are like or unlike what they’re look-
ing for, Vima’s engine analyzes them.
It takes into account complex image
features and textual content and
uses learning algorithms to figure
out which image the searcher is
looking for within a few iterations.

Vima’s engine utilizes these same
techniques to recognize and screen
out pornographic images that are on
users’ computers or that they are
downloading from the Web. 

Speech recognition 
in video search

Two companies are pursuing a
technique that converts speech in
video clips to searchable text.

Blinkx. Blinkx’s engine lets users
search for specific video files from TV
programs, the Web, and other sources.
It uses speech recognition to transcribe
video feeds into searchable text. 

Blinkx, which companies such as
Microsoft are working with, cap-
tures and stores on its servers video
from many sources. The technology
uses neural networks and hidden
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Figure 1. Research firm eMarketer predicts that in the US, online video advertising will
grow steadily as a percentage of all online advertising during the next few years.

http://www.computer.org
http://www.qmags.com
http://www.computer.org
http://www.qmags.com


14 Computer

T E C H N O L O G Y  N E W S

Dabble has indexed 10.8 million
videos so far and hopes to include
material from additional hosting
sites in the near future, she said. 

STANDING IN THE WAY
Despite its great promise, visual

search faces numerous obstacles to
dependable effectiveness and wide-
spread adoption. For example, using
speech transcription to search for
video content won’t work for clips
without speech. 

One technical challenge is the abil-
ity to accurately interpret video or
images. The hurdle is sifting through
the many possible interpretations of
the content they contain and inferring
exactly what the user is looking for. 

The main obstacle here, particu-
larly for video, is conducting effec-
tive analysis of the huge volume of
data the files contain, explained
Polar Rose’s Solem. Every second of
video contains 20 to 25 times the
data in a still image, he noted. 

Also, said Forrester’s McQuivey,
video contains many types of infor-
mation such as color, contrast, char-
acter movement, audio, camera
motion, and metadata. Each aspect
requires a unique type of analysis,
which search engines must conduct
simultaneously while examining
video files, he added. 

Said Notess, the large number of
objects, colors, and themes in an
image makes describing it difficult for
searchers, even using large amounts
of text. 

To help them, he noted, search
engines face the challenge of pro-
viding interfaces that let users spec-
ify the aspect or aspects via which
they want to search files.

Generally, though, users provide
relatively few parameters to narrow
the search process. And this doesn’t
describe many images or video
scenes well enough to result in an
effective search.

N otess said that not many users
will be willing to pay for search-
ing video or images, so he

expects that most visual search

Marvel’s engine uses these descrip-
tions in the search process.

3VR Security. The security indus-
try extensively uses digital video
recorders (DVRs) to capture images
taken by surveillance cameras.
However, the industry would find
the video more useful if it was
searchable, said Tim Ross, executive
vice president and cofounder of 3VR
Security, a vendor of video-surveil-
lance-related products.

3VR’s Searchable Surveillance Sys-
tem combines a DVR with the 
company’s SmartSearch engine. The
engine hosts face-recognition, motion-
analysis, and other applications. It
then uses proprietary algorithms to
create metadata from input—such as
video, image, and security-sensor sig-
nals—gathered from the applications.

The 3VR technology stores the
metadata from activities the system
detects in an event database, which
investigators can search. The system
associates the metadata elements
with the corresponding video file so
that investigators can go to the
appropriate part of the video upon
finding an event of interest. 

Cataloging. Cataloging is the
addition of enhanced metadata to a
video file to, for example, insert
searchable, specialized information
about the content, according to
Montana State’s Notess. 

The Dabble search engine, which
collects data from video-hosting sites
such as YouTube and Google, uses
cataloging. Instead of capturing and
storing video content, the company
collects data about video files from
about 160 online hosting sites,
explained Dabble founder and chair
Mary Hodder.

Dabble then catalogs information
about the material—such as a
description of its contents, its author,
its theme, or its topic—as metadata.
The community of users then adds
details to this information. 

Dabble’s algorithms analyze
queries and videos to determine the
most relevant responses to user
searches, Hodder noted. Users can
then link to the recommended files.

engines will continue to be free to vis-
itors.

Therefore, the engines’ business
model will depend largely on adver-
tising. In addition, if an engine
points a searcher to a commercial
video or image, Notess said, the
owner of the content could share 
the revenue with the search provider
if the visitor buys the material. 

Because visual search could
become a big business, some industry
experts predict market consolidation
during the next five years, with large
companies buying smaller firms.

In the future, video search could
be used with other services, includ-
ing those available online. For exam-
ple, someone could take a photo of
a speaker at a conference, submit it
to an Internet service, and obtain
information about the person.

According to Forrester’s McQuivey,
“The key to video search lies in the
intelligence of the algorithms devel-
oped to either convert speech to
searchable text or to deduce what
type of content a video contains from
visual cues.” 

But, he added, search providers
will also have to develop a business
model for aggregating large amounts
of video content for many sources,
to provide the number and variety
of files necessary to yield meaning-
ful query responses. 

The providers must come up with
a business model with financial
incentives that encourage content
providers, particularly those with
copyrighted material, to become
part of the process, he explained. 

Until aggregation occurs, he said,
visual searches won’t be effective
enough to interest people beyond
specific niches. “That’s why the busi-
ness models are an important piece
that has to be developed.” ■

Sixto Ortiz Jr. is a freelance technology
writer based in Spring, Texas. Contact
him at sortiz1965@gmail.com.

Editor: Lee Garber, Computer,
l.garber@computer.org
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A team of MIT scientists has
developed a prototype for
a small, inexpensive, holo-
graphic video system that
works with consumer

computer hardware such as PCs 
or gaming consoles, thereby
enabling users to view images in
three dimensions. 

The Mark III display could
enhance participation in video
games and virtual worlds, which
currently are displayed mainly in
two dimensions. The technology
could also let doctors better view
medical images such as those pro-
duced by magnetic resonance imag-
ing. It could also help designers of
complex objects such as cars.

To create a holographic video, the
Mark III’s software produces a 3D
model of objects within a scene,
explained V. Michael Bove Jr., prin-
cipal research scientist and director
of the MIT Media Lab’s Consumer
Electronics Laboratory. The soft-
ware then calculates how the device
must process laser beams to create a
3D hologram that looks like the
model from all viewing angles.
Holograms result from a diffraction
pattern that occurs when light waves
interfere with one another after pass-
ing through a modulator. 

Based on the software calcula-
tions, the Mark III sends an elec-
tronic signal into its modulator,
which then encodes a laser beam

into various intensities and frequen-
cies. When projected onto a foggy
piece of glass, the light recreates the
desired 3D scene as a hologram.

The graphics processor in a user’s
PC, gaming console, or other device
produces the signal necessary to
show a series of holographic images
to viewers in video form. 

The Mark III is the third generation
of holographic video displays that
MIT has developed since the early
1990s. The Mark I and II required
specialized hardware to produce video
signals, offered low-resolution images,
were as big as a dinner table, and were
tricky to work with, Bove said.

The new system processes 3D
images via a standard graphics
processor rather than specialized
hardware.

Also, a new high-bandwidth,
acousto-optic modulator that works
with sound waves replaces a stack of
acousto-optic modulators. It  is thus
smaller and less expensive. 

The Mark III currently offers only
monochromatic images, and its view-
ing volume is equivalent to an 80-mm
cube, too small for practical applica-
tions such as PCs. Multiple modula-
tors, one for each primary color, or
one very fast modulator could pro-
vide color images, according to Bove.

The researchers are working on a
fourth-generation holographic display
that shows larger, full-color images.
However, Bove noted, “We won’t
start building it until we’ve learned
some lessons from the Mark III.”

His team is working with their cor-
porate research sponsors to evaluate
the technology’s commercial potential. 

A monochromatic display like the
Mark III might be suitable for appli-
cations such as radiography, rather
than consumer games, said analyst
Jennifer Colegrove with iSuppli, an
electronics-market research firm.

On the other hand, she said, a
full-color version could capture a
significant part of the 3D display
market, which is expected to grow
significantly. ■

—George Lawton 
glawton@glawton.com

Researchers
Develop Low-
Cost Holographic
Display 

Vertical scan
output lens

Vertical scan
Transform lens

Horizontal scan
output lens

Horizontal scan
transform lens

Guided-wave acousto-optic modulator

Vertical scanner
Diffuser

HOE 1

HOE 2

Source: MIT

In the Mark III holographic display, a guided-wave device diffracts and modulates a
laser beam to produce an image signal.The signal passes through stationary lenses
and holographic optical elements (HOEs) to a moving vertical scanning mirror, which
produces a raster that yields a holographic image when viewed through a diffuser.
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Traffic Control software is usu-
ally installed in the e-mail server
and receives messages before the
server software. Traffic Control ini-
tially analyzes traffic to determine
legitimate senders based on factors
such as their reputation, protocol
compliance, host characteristics,
and message content. Messages
from legitimate senders pass
through without delay, and mes-
sages deemed to be harmful are
blocked.

For suspicious messages, Traffic
Control causes the e-mail server to
conduct the digital handshake a few
bits at a time, making the process last
up to 10 minutes, depending on user
configuration.

Legitimate senders’ computers
generally determine that there is a

problem with the connection and
simply try again. “Even after eight
minutes [of waiting], 60 percent of
legitimate e-mail senders still try 
to deliver their message,” Simpson
noted.

Spammers, on the other hand,
configure the software that sends
their messages, usually from hi-
jacked zombie computers, to stop
trying when messages don’t trans-
mit quickly.

According to Simpson, 90 percent
of spammers give up trying to send
their message after 10 seconds of
delays. Their resources are finite,
and if they set their systems to keep
trying to send messages in the face
of delays, it reduces the volume of
spam they can send, he explained.

Small pauses in the communica-
tions process can quickly add up,
create a traffic backlog, and slow
receiving e-mail servers to a crawl.
The servers generally can’t process
enough backed-up traffic to recover
quickly, Simpson said.

In response, he noted, Mail-
Channels has developed SMTP mul-
tiplexing, which lets thousands of
incoming transmissions multiplex
onto far fewer mail-server connec-
tions. This lets the user’s server han-
dle the traffic backlog in a manage-
able way, he explained.

Traffic Control should be effective
because it segregates legitimate and
suspicious traffic and then handles
the latter before it gets to the mail
server and causes problems, said Carl
Howe, a principal with Blackfriars
Communications, a market research
firm.

Nonetheless, he said, no single
technique will stop a large and com-
plex problem like spam. Instead, he
added, users must work with a vari-
ety of approaches. ■

—Linda Dailey Paulson
ldpaulson@yahoo.com

A Canadian company has devel-
oped a product that delays 
e-mail communications and

thereby causes spammers to stop try-
ing to send junk mail to users.

MailChannels’ Traffic Control
uses this approach to take advantage
of spammers’ desire to quickly send
as many messages as possible, max-
imizing the chance that some recipi-
ents will open them. 

Typically, when an e-mail server
receives a request to accept an incom-
ing message, it quickly responds to
the sender, explained MailChannels’
CEO and founder Ken Simpson.
While this takes place, the Simple
Mail Transfer Protocol (SMTP) keeps
the connection open between the
sender and receiver, thereby tying up
the transmitter’s resources.

New System Tests 
Spammers’Patience

MailChannels’Traffic Control handles spam by analyzing e-mail to identify legitimate,
harmful, and suspicious messages.Traffic Control admits legitimate messages and
blocks harmful ones.The product causes the e-mail server to slow the digital
handshake with suspicious messages, causing spammers to stop sending them.

SuspiciousBad
(reject)Inbound e-mail connections

Mail transfer agent

Spam filter
Quarantine

Spam filter
Quarantine

Source: MailChannels

Traditional e-mail security MailChannels’ Traffic Control
Good

Mail transfer agent
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nology officer at JasperSoft, an open
source business-intelligence vendor.

Companies thus have had to
spend considerable time and money
trying to make open source applica-
tions work together, which has hin-
dered the software’s adoption.

In response, the OSA will docu-
ment guidelines and best practices for
building and deploying interoperable
applications. The effort is designed
not to push members’ products but
to provide a resource for companies,
Klawans said. The alliance also
wants to offer information on open
source license-management issues,
help arrange collaborative projects
among vendors, and provide techni-
cal support to sellers and users.

As part of this effort, the OSA
wants to ensure that its approaches

Group Works on 
Open Source Interoperability

A new consortium is trying to
make open source software
from different vendors work

together so that the products can
better compete against the suites of
integrated and interoperable propri-
etary applications that many large
software companies offer.

The newly formed Open Solutions
Alliance (www.opensolutionsalliance.
org) plans to work toward enabling
open source application interoper-
ability, certifying quality approaches
to integration, and promoting coop-
eration among developers.

There are few interoperability
standards for open source business
applications, and they aren’t applic-
able to building a suite of interoper-
able programs, noted OSA board
member Barry Klawans, chief tech-

will make open source software
work together smoothly even when
running on proprietary platforms, 
in which many companies have
invested heavily. 

The alliance has already produced a
roadmap to show the problems it
will deal with, as well as a timeline
for developing standards, best prac-
tices, and prototypes of interopera-
ble open source software. 

To enable interoperability, the
OSA is considering recommending
both APIs and the use of common
elements within applications that
would enable the programs to work
together.

The OSA has announced that it
has begun work on its first major
interoperability prototype: the
Common Customer View. The CCV

Company Cleans up after Online Messes
A startup company has begun offering a service that

tries to remove information online that could hurt
clients’ social reputations or even damage their chances
of getting a job.

ReputationDefender (www.reputationdefender.
com) tracks online information relating to customers—
such as photos, blog postings, and social-networking
activities—for $10 per month. For $29.95 per incident,
the company asks Web sites and data-hosting services
to remove potentially damaging materials. When
unsuccessful, the company refunds its fee, said CEO
Michael Fertik.

When removal isn’t practical, the company can make
unwelcome content show up less prominently in search
engines so that it is less likely to be seen, he noted.

ReputationDefender offers three services: My
Reputation for adults; My Child for parents who want
to protect their children’s online reputations; and My
Privacy, currently in alpha testing, for removing private
data—such as Social Security and driver’s license num-
bers, home addresses, and phone numbers—from
Web sites. 

Using site-scraping robots and human research,
ReputationDefender searches the Internet, particularly

social-networking sites, for potentially harmful material.
“Fully half of our clients use our service just to search

for information. They want to keep up to date on
what’s being said about them online,” noted Fertik.
“The requests [to eliminate information] are from
clients who are looking out for their professional lives,
their romantic lives, and their personal reputation and
sense of self.” 

“If someone is calling you a nasty name or publish-
ing a photo that doesn’t need to be on the Internet,
we don’t think you need to suffer from that kind of
indignity,” he said. “We also believe it is the right of
individuals to know what others are saying about them
and of private individuals to protect themselves from
unintentional, inappropriate, or illegal intrusions into
their privacy.”

However, there are certain steps the company refuses
to take. For example, it will not try to remove news arti-
cles or government records. And, Fertik explained, “We
will not hack sites, use viruses, carry out [denial-of-ser-
vice] attacks, or do anything ‘black hat.’ We’re open
and transparent with our techniques. And our
approach is very civil and very polite.” ■

—George Lawton
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tion to these companies, the OSA
includes vendors such as Centric
CRM and Enterprise DB.

Several large open source ven-
dors—MySQL, Novell, Linux ven-
dor Red Hat, and SugarCRM—have
not joined the OSA. “This will hurt
the alliance,” said Perry Donham,
director of enterprise-integration
research with the Aberdeen Group,
a market research firm. 

Moreover, Donham noted, the
OSA must compete with the 
Interop Vendor Alliance (http://
interopvendoralliance.org), to which

will provide a common way for
users to work with data and will also
let them perform tasks such as log-
ging on to an entire suite of applica-
tions at one time. 

The CCV will also address issues
such as a common look and feel for
open source application interfaces
and real-time synchronization
among programs. 

The prototype will use Talend’s
open source data-integration soft-
ware and expertise from Unisys and
SpikeSource, an open source appli-
cation-management vendor. In addi-

numerous open source and propri-
etary software firms, as well as hard-
ware companies, belong.

To be most useful, he said, the
OSA should focus on open source
applications’ interoperability with
proprietary applications as well as
with other open source software. ■

—Linda Dailey Paulson 

N E W S  B R I E F S

Editor: Lee Garber, Computer,
l.garber@computer.org
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A public dialogue on the role

and reach of NIST as a rule

maker and as a standards

writer for federal cybersecurity

is essential to understanding

the limits of security rule 

making in the present federal

environment. NIST should

delay converting its guidelines

into rules until advances in 

the technology permit such

conversion.

The Case for Flexible
NIST Security Standards

Feisal Keblawi
Independent consultant

Dick Sullivan
Independent consultant

R ecently, the US National Institute of Standards and Tech-
nology (NIST) began issuing a new kind of information
system security (ISS) standards. Responding to the 2002
Federal Information Security Management Act (FISMA),
these mandatory standards regulate ISS processes in fed-

eral civilian agencies and require standardized security controls in
all related federal information systems. 

Experience shows that federal standards aligned with established
commercial practices generally succeed. However, unique gov-
ernment-only standards, such as the Government Open Systems
Interconnection Profile (GOSIP), have achieved poor results. On
the one hand, NIST has contributed to raising the quality of fed-
eral information security by promoting operational norms and by
helping agencies to find model security processes. On the other
hand, by using its rule-making authority to inappropriately impose
standards, NIST—under the pressures associated with imple-
menting FISMA—has the potential to create conflict and unduly
raise costs without equivalent payoffs. 

We seek to initiate a dialogue on the role and reach of NIST as
a rule maker and as a standards writer for federal cybersecurity
that will result in a new understanding about the limits of security
rule making in the present federal environment. 

NIST INVOLVEMENT
Beginning with its founding in 1901 as the National Bureau of

Standards, NIST has played a key role in US commerce through
promotion of various national standards. 

Americans benefit in numerous ways through NIST’s role in
standards, which range from automotive safety and metrics for
international clothing to information technology and security.
NIST delivers its services both directly and through partnerships
with various standards organizations, such as the American
National Standards Institute and the International Organization
for Standardization (ISO). 

In the 1970s, NIST began issuing standards and guidelines for fed-
eral ISS. Generally, NIST products have helped to improve overall
security quality. However, reading and absorbing the growing vol-
ume of standards and guidelines is a significant challenge. Presently,
NIST maintains about 85 ISS guidelines and 15 standards on its Web
pages (http://csrc.nist.gov). Some of these are voluminous. 

The Computer Security Act of 1987 formalized NIST’s role in
setting computer security standards. FISMA replaced the Com-
puter Security Act, and it authorizes the Secretary of Commerce
to prescribe and mandate minimum federal information security
standards. NIST guides this activity in the secretary’s behalf
(http://csrc.nist.gov/policies/FISMA-final.pdf).
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In February 2004, NIST issued Federal Information
Processing Standard Publication 199, Standards for
Security Categorization of Federal Information and
Information Systems (FIPS PUB 199).1 This standard
requires that all federal civilian agencies categorize infor-
mation and information systems according to its newly
established security impact rules. Further, in March
2006, NIST finalized FIPS PUB 200, Minimum Security
Requirements for Federal Information and Information
Systems.2 This second standard mandates minimum
security controls for federal information systems accord-
ing to the impacts established per FIPS PUB 199.

With these two new standards,
NIST will cause the federal civilian
government to launch far-reaching,
complex, and expensive changes.
Because the new security controls
involve operational, managerial, and
technical mechanisms, they could
result in new requirements for staff
in addition to the need for new 
technology. 

Moreover, we are uncertain that commonly used com-
mercial products found in most agencies contain the fea-
tures needed to comply with the new requirements. The
new standards go beyond “stretch goals” and could sim-
ply increase criticism of federal agencies without com-
mensurate security benefits. According to Steve Kerr,
chief learning officer of the General Electric Company,
a stretch goal is “an extremely ambitious goal, which
gets people to perform in ways they never imagined pos-
sible.” (Stretch Goals: The Dark Side of Asking for
Miracles; http://faculty.css.edu/dswenson/web/335artic/
stretch.htm). Kerr made the point that assigning stretch
goals without also providing the resources needed to
achieve them is counterproductive and could damage
people and organizations. 

Conceptually, the new standards seem straightfor-
ward, but this perspective ignores the mammoth size
and complexity of the federal civilian government’s
information and systems. Each affected federal organi-
zation, both large and small, has a unique mission that
deals with complex information and systems—which
have never been categorized under the NIST scheme. 

At a minimum, the new NIST standards have the
appearance of imposing significant new workloads to
determine agreed-to security impacts. Additionally, most
existing federal agencies do not meet the minimum secu-
rity requirements of FIPS PUB 200. Federal managers
will need to begin planning, budgeting, and staffing to
bring systems into FIPS PUB 200 compliance. 

Federal auditors, such as those from the Government
Accountability Office (GAO), will likely apply the new
standards in a pass-fail mode, and the results will
become the basis for criticizing ongoing federal opera-
tions at a time when full compliance might be impossi-

ble and when more limited agency-determined controls
might be sufficient. Recently, chief security officers in
several federal agencies have suggested that system-by-
system auditing, used in required FISMA reporting—
and closely tied to the new NIST standards—might not 
correctly represent the federal cybersecurity posture
(www.gcn.com/print/25_7/40249-1.html).

Had NIST issued guidelines for the conduct of secu-
rity processes instead of issuing standards as in FIPS 199
and FIPS 200, there would be fewer issues to address,
and this article would not have been written. We sug-
gest that a reevaluation of the use of cyber rule-making

might be desirable.

CURRENT FEDERAL 
TECHNOLOGY ENVIRONMENT

The current federal environment
provides a context for assessing appli-
cation of the new NIST standards. 

Congress has long expressed frus-
tration with the high costs, inefficien-
cies, and ineffectiveness of federal

information systems. Laws, such as the Clinger-Cohen Act
of 1996, reflect a desire to improve management of these
systems (www. ed.gov/policy/gen/leg/cca.html). However,
because formidable human, technical, and environmental
factors often conspire to block congressional goals, legis-
lation has not produced the hoped-for results.

Numerous studies reveal recurring patterns of man-
agement and engineering shortfalls, but these cases
might simply reflect human inability to estimate the
challenges facing large federal information technology
projects. Evidence suggests that some megaprojects
might exceed human capabilities to complete them.3

Congressional interference in making changes in infor-
mation system plans and budgets toward its own polit-
ical ends, including the recent problem of growing
earmarks, exacerbates this situation.4

Powerful interest groups from academia, industry,
states, local governments, and the accounting commu-
nity bring external, and often conflicting, pressures into
the federal information systems venue. Education-to-
experience imbalances might exist, where personnel
have either long job experience or necessary technical
education but not both. 

Thus, credible federal mandates must strike a bal-
ance between ideal and practical standards, including
setting realistic expectations for compliance in the huge
base of installed federal systems. Additionally, we must
remember that compliance will be put in jeopardy if
the standards are perceived to be unreasonable or not
viable.

INFORMATION SECURITY PRACTICE
Current ISS practice is as much an art as science, as

reflected in the title of Matt Bishop’s popular textbook,

The new standards could
simply increase criticism 

of federal agencies 
without commensurate 

security benefits.
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Computer Security: Art and Science (Addison-Wesley,
2003). Further, the nature of cyber threats is poorly
understood. On the one hand, reputable security prac-
titioners call for high levels of controls, making a case
that cyberthreats could disable critical national infra-
structures. On the other hand, different experts suggest
that physical assaults can produce greater harm with a
higher likelihood of materializing. 

Placing cyberthreats in the context of the national secu-
rity portfolio and establishing related priorities is a chal-
lenge. For example, in the three years between the
President’s Commission on Critical Infrastructure
Protection and 11 September 2001,
municipal water suppliers placed a
high emphasis on protecting supervi-
sory control and data acquisition sys-
tems. Since 9/11, however, experts
have deemphasized cybersecurity 
and focused more on physical security
to protect against hazardous chemical
and biological contamination.5 To
date, no cyber doomsday scenarios have surfaced.

Historically, ISS has been treated as a specialty engi-
neering discipline, such as human factors and safety, and
it is often isolated from mainstream business and tech-
nology decisions. Thus, while the security community was
expressing reservations about wireless technology, fed-
eral executives were already leveraging wireless agility to
communicate in an anytime, anyplace fashion. When
security professionals raise theoretical instead of practi-
cal concerns, they might be seen as more of a hindrance
than a help with achieving business objectives, and this
could undermine credibility of advice from the security
community. 

Much good work has been accomplished to study and
refine an engineering framework for ISS, but in the end
this work currently relies heavily on hypothesis and
logic. Thus, we lack systematic research and data that
show a clear and measurable relationship between appli-
cation of the new NIST security standards and a reduc-
tion in losses from cyberattacks. We certainly lack a
means to precisely quantify the required number and
strength of control mechanisms.

Despite its high technology setting, cybersecurity is
still a fundamentally human activity that relies on
human judgment to provide the flexibility needed to
defend against likely attacks. This flexibility must
encompass the huge range of federal systems. Some are
small, simple, and isolated; others are large, complex,
and interconnected. Some are new acquisitions, and oth-
ers are scheduled for near-term replacement. 

NIST’s guidelines strike a balance between general
rules of thumb for all agencies and the local knowledge
and expertise of on-the-ground federal officials.
However, fixed, inflexible process standards cannot eas-
ily accommodate all of these situations. 

In summary, the infancy of ISS and its high reliance
on human activity coupled with the rapid changes in
technology make it essential that security doctrine
remains flexible.

NATURE OF SUCCESSFUL 
TECHNOLOGY STANDARDS

In Contemporary Marketing (Harcourt Brace, 1992),
Louis E. Boone and David L. Kurtz indicated that prod-
ucts go through four stages: introduction, growth, matu-
rity, and decline. In early stages, suppliers compete on
innovation, and product features vary significantly

among manufacturers. In later
stages, however, product features
coalesce, and suppliers compete
more on cost, reliability, perfor-
mance, and service aspects. This coa-
lescing allows for the development
of standards that the free market vol-
untarily promotes. Thus, technical
features of first-generation PCs var-

ied substantially among different manufacturers.
Currently, however, differences among PC products are
much less conspicuous, having achieved design consen-
sus with a de facto market standard.

Whether flexible or rigid, standards must be appro-
priate for the activities being regulated, and they must
be mindful of market drivers and required precision.
The precision and specificity in standards vary consid-
erably according to their goals and purposes. For exam-
ple, some technical standards, such as communications
protocols, must be very precise and rigid because of a
need for interoperation among many vendors’ products.
In contrast, ISO 9001, widely used for quality manage-
ment, is a voluntary international standard in which
companies chose to participate because of perceived
market advantage.6 Additionally, ISO 9001 is a flexible
standard owing to the wide diversity of businesses seek-
ing certification. Among other benefits, ISO 9001 could
help companies gain new customers by establishing a
common basis for trusting company products. 

Among nine definitions, Merriam-Webster’s Collegiate
Dictionary describes a standard as “something estab-
lished by authority, custom, or general consent as a
model or example” and as “something set up and estab-
lished by authority as a rule for the measure of quantity,
weight, extent, value, or quality.” Thus, viable standards
need several properties. 

First, standards require reliable metrics to enable
tracking of compliance. Second, they must be introduced
at a specific point in the product life cycle when cus-
tomers seek standard products and manufacturers are
no longer competing on features. Third, there must be
a compelling market benefit supporting use of a stan-
dard. Finally, standards must be appropriate for the
application being standardized. 

Whether flexible or rigid,
standards must be 
appropriate for the 

activities being regulated.
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In computer and networking technology, it is easy to
see how these properties apply, and there are rich exam-
ples of how market-driven standards succeeded when
idealized and mandated standards failed. For example,
federal agencies have abandoned many unique standards
such as the military standards (MIL-STDs) because they
lacked flexibility and led to expensive and complex
acquisitions. In 1994, Secretary of Defense William
Perry essentially prohibited the use of detailed MIL-
STDs.7 These standards sometimes blocked use of highly
desirable but nonconforming tech-
nologies and commercial-off-the-
shelf products. Instead, COTS prod-
ucts and their indigenous standards
are preferred because they are
cheaper to acquire and operate, and
they avoid the need to maintain
warehouses full of unique spare
parts. The Defense System Software
Development Standard (DOD-STD-
2167A) provides another example in
which the government shifted away from mandating a
unique federal standard in favor of industry standards.

In general, systems development has increasingly
emphasized flexibility and integration of COTS prod-
ucts when organizations must make tradeoffs between
available products and agency requirements. Experience
shows that standards mandated in inflexible policy that
does not account for real-world considerations will ulti-
mately fail. Many will recall the “C2 by 92” security
mandate in which policy makers directed federal agen-
cies to achieve the C2 evaluation level of the Trusted
Computer Security Evaluation Criteria (a Common
Criteria predecessor) by 1992. Most observers would
likely agree that affected agencies never came close to
meeting this objective.8

As another example, consider the huge success of the
Internet protocols contrasted with the GOSIP standard,
which NIST published in 1990 with directions for gov-
ernment agencies to adopt it.9 By then, however, the
Internet Protocol family was already leading the com-
mercial networking market, even though it lacked many
of the idyllic features in GOSIP. Many will remember
substantial federal investments in GOSIP, which have
subsequently been converted to Internet protocols at sig-
nificant conversion costs to taxpayers to achieve the sub-
stantial benefits of using lower-priced commercial
products. In some sense, this experience demonstrates
the benefits of selecting market-driven standards as they
arise instead of imposing government-only standards,
which might never find a natural acceptance in the evolv-
ing technology framework.

Arguably, cybersecurity is still in a growth phase
where manufacturers compete on features. Additionally,
we lack reliable metrics for evaluating the contribution
or implementation of process standards. Benefits might

accrue from using security standards, but they might not
presently be compelling enough to dominate other con-
siderations.

Thus, the cybersecurity market might lack the matu-
rity needed to embrace new mandatory federal stan-
dards. Consequently, developing guidance for ISS
processes and best practices might be more effective than
mandating standards. In addition to exploiting an
agency’s expertise in addressing its individual security
situations, such processes will also take advantage of

any organic security that was devel-
oped to meet the market demand for
standardization of security features. 

MISMATCH BETWEEN
EXPECTATIONS AND REALITY

Federal information security has
received considerable public attention
over the past 25 years as computers
and networks have taken an increas-
ing role in society and as related secu-

rity risks have come into clearer focus. Various
stakeholder groups, both inside and outside government,
take alternative positions on appropriate federal security
and advocate their particular views to Congress and the
administration, including NIST. A few individuals persist
with “sky is falling” scenarios and related calls for imme-
diately fixing all security problems. However, experience
shows that perfect security cannot be achieved—at least
with acceptable political and economic costs. Sorting out
the public costs and benefits among the different alter-
natives affecting federal security programs is no easy chal-
lenge. Thus, NIST does not operate in a political vacuum.

During the Clinton administration, the President’s
Commission on Critical Infrastructure Protection began
an exploration of national risks from cyberattacks. The
PCCIP report affirmed the need for a new public policy
focus on securing our critical national infrastructure
(www.emergency.com/pcciprpt.htm). Presidential Decision
Directive Number 63 set in motion various federal initia-
tives to begin addressing the PCCIP findings.10 Following
this early work and especially because of 9/11, the Bush
administration has continued to focus on critical infra-
structure and cybersecurity, and it has launched and 
funded several key initiatives. One of these, the February
2003 National Strategy to Secure Cyberspace identifies
priority areas for attention and greater protection
(www.whitehouse.gov/pcipb). Accordingly, there is a
strong consensus on the need for reducing potential cyber-
risks both inside and outside government, but the overall
approach is still evolving.

In contrast to these goals, government agencies have
been roundly criticized for poor cybersecurity, and this
likely reflects deeper problems relating to the realism of
expectations and measures of success. According to a
report from the House Government Reform Committee

Experience shows that
standards mandated in 

inflexible policy that does not
account for real-world 

considerations will 
ultimately fail.

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageComputerComputer B
A

M SaGEF

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageComputerComputer B
A

M SaGEF

http://www.emergency.com/pcciprpt.htm
http://www.whitehouse.gov/pcipb
http://www.computer.org
http://www.qmags.com
http://www.computer.org
http://www.qmags.com


citing FISMA-required status reporting for 2005, most
federal civilian agencies are rated marginal to failing on
computer security.11 A recent issue of Government Com-
puter News cites Bob Lentz, assistant secretary of defense
(www.gcn. com/print/25_7/40277-1.html), and Bruce
Brody, former chief security officer at the Departments 
of Veterans Affairs and Energy (www.gcn.com/print/
25_7/40249-1.html), regarding problems with FISMA.
Both officials suggest that the FISMA metrics—closely
linked to the NIST standards—might not correctly rep-
resent the federal cybersecurity posture. Specifically, the
present system-by-system approach could divert atten-
tion from corporate security infrastructures, which are
needed to implement effective agency security programs. 

In any event, there has been an overabundance of crit-
icism without balancing analysis about underlying
causes of the poor grades. One likely underlying cause
is that the standards being applied are too ambitious,
too premature, or invalid.

CONCERNS ARISING FROM NEW STANDARDS
Specific concerns arise from the new NIST standards.

Regulating agency processes
We take issue with the use of NIST standards to reg-

ulate agency processes instead of technology. That is,
the NIST documents mandate how an agency will go
about selecting and establishing requirements for spe-
cific types of security controls. This differs from previ-
ous NIST standards, which established technology
regulations such as those for cryptographic algorithms,

time standards, and so on. This also varies from past
successful NIST guidance on best security practices, such
as performing risk assessments. 

The new standards appear to conflict with agency
responsibilities for making decisions about information
security. Agencies must balance ISS controls with other
priorities and programs, which also cost money. 

Had NIST published guidelines instead of standards,
there would be fewer problems because the federal agen-
cies would accept these guidelines as security planning
frameworks.

Weakening risk-management policy
In taking a so-called high-watermark stance that

requires all possible controls, the new standards appear
to undermine agency responsibilities for cost-conscious
security controls. The high-watermark concept repre-
sents a risk-avoidance philosophy that argues for fix-
ing all possible security problems. Rather than being
based on risk avoidance, NIST standards should be
heavily rooted in risk management, which addresses
high priority concerns first. Risk management is the cor-
nerstone of federal security policy, as Office of Manage-
ment and Budget (OMB) Circular A-130 Appendix III
explains (www.whitehouse.gov/OMB/circulars/a130/
a130appendix_iii.html).

Figure 1 shows a NIST chart for applying the new
standards.12 The process begins with impact definition—
shown as security categorization—and proceeds to con-
trol selection before actually conducting risk assessments
in step three. This approach disassociates impacts from
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SP 800-18

Security control
documentation

FIPS 199 / SP 800-60

Security
categorization

FIPS 200 / SP 800-53

Security control
selection

SP 800-53A / SP 800-26 / SP 800-37

Security control
assessment

SP 800-53 / FIPS 200 / SP 800-30

Security control
refinement

SP 800-37

System
authorization

SP 800-37

Security control
monitoring

Security control
implementation

SP 800-70

Starting point

Selects minimum security controls (i.e.,
safeguards and countermeasures) planned or

in place to protect the information system

Defines category of information
system according to potential

impact of loss

Continuously tracks changes to the
information system that may affect security
controls and assesses control effectiveness

Uses risk assessment to adjust minimum control
set based on local conditions, required threat
coverage, and specific agency requirements

Determines risk to agency operations, agency
assets, or individuals and, if acceptable,

authorizes information system processing

In system security plan, provides an
overview of the security requirements for the

information system and documents the
security controls planned or in place

Implements security controls in
new or legacy information

systems; implements security
configuration checklists

Determines extent to which the security
controls are implemented correctly, operating
as intended, and producing desired outcome

with respect to meeting security requirements

Figure 1. Managing enterprise risk.The process begins with security categorization and proceeds to control selection before 
conducting risk assessments.
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potential attacks as is done in traditional risk assess-
ments. That is, according to FIPS 199, impact must be
assigned without regard to feasible attacks based on spe-
cific threats and vulnerabilities. Thus, NIST equates
impact from a cyberattack with the mission value of
information and information systems.

We maintain, however, that mission impacts from
security breaches cannot be assessed until specific threats
and vulnerabilities are known. According to NIST
Special Publication 800-30, a risk constitutes a threat
operating on a vulnerability, and impacts map to these
threat-vulnerability (T-V) pairs. Thus, impact is not
some generalization that arises independent of specific
threats and vulnerabilities.

As NIST SP 800-30 states, risk management consid-
ers both the likelihood and impact of a cyberattack.13

The new standards appear to ignore likelihood (or prob-
ability) and base control selection exclusively upon
impact—albeit without the valid use of T-V pairs. 

At least a part of the new emphasis on impacts seems
to arise from an implied NIST assumption that impact
can be quantified where likelihood cannot. However,
discussions with security analysts suggest that impact 
is often a function of an analyst’s point of view and
knowledge of the system and its information. Different
analysts are likely to have diverging opinions on the
impacts of cyberattacks, so assessment of impact might
be as subjective as assessment of likelihood. 

The FIPS 199 guidance on impacts is ambiguous. Using
quantifying language such as minor, significant, and major
has the appearance of quantification, but these terms are
just as subjective as likelihood because different analysts
might apply these terms differently. Further, we contend
that linking impact to the presence of valid T-V pairs actu-
ally reduces the subjectivity of impact evaluation.

Finally, in focusing on individual systems and infor-
mation instead of agency services, the new standards do

not adequately consider that agencies often
manage risk by providing service in multiple
ways. Taken in isolation, a single system’s com-
promise might lead to a higher assessment of
impact than would otherwise be the case when
all of the backup capabilities supporting service
delivery are considered.

Ignoring life-cycle phases
As Figure 1 shows, NIST contends that the

starting point for enterprise protection is the
security categorization of impacts. While
impacts can be estimated for an existing sys-
tem, the NIST approach is far from adequate
for a system that will be further defined at var-
ious life-cycle phases—where many related
feedback loops exist. 

As Figure 2 illustrates, system acquisition
has distinct and strenuous phases involving

considerable coordination and stakeholder buy-in.
Several years might separate the concept formulation
phase from the implementation and deployment phases.
Stakeholders can identify mission value during concept
formulation, but system risks only clarify through iden-
tification of specific threats, vulnerabilities, likelihoods,
and impacts. Thus, mission value and security impact
cannot be equated as FIPS 199 does.

Rigid accounting standard
Federal inspector generals and the GAO will likely

apply the new NIST standards as rigid and inflexible
accounting standards on a system-by-system basis. Rigid
application of these standards will likely result in unwar-
ranted criticism of federal agencies, and it will ultimately
and unduly increase costs for federal information sys-
tems and unjustifiably undermine public perceptions of
government.

In the private sector, many companies have raised con-
cerns about similar results from the Sarbanes-Oxley Act
of 2002.14 While this law does not address information
security directly, accounting firms and standards orga-
nizations have interpreted its call for financial account-
ability as requiring greatly strengthened information
security controls. 

Some observers believe that the new accounting stan-
dards have not materially improved corporate security,
but they have unquestionably enriched accounting firms
and vendors of security products. If ISS were a solved
problem, detailed standards rather than flexible guide-
lines might be appropriate, but ISS concepts remain in
flux. Clearly, there is agreement about general security
processes that must be in place in federal agencies—for
example, personnel security, physical security, risk man-
agement, separation of duties, and others. However,
applying the new NIST standards will require resource
levels well beyond what current processes and practices

Mission need

Concept formulation

Requirements and investment analysis

Design

Implementation Vu
ln

er
ab
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Deployment

Figure 2. System life cycle with feedback loops. Distinct phases involve
coordination and stakeholder buy-in. Several years might separate the
concept formulation phase from the implementation and deployment
buy-in phases.
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require, and this could divert attention from other higher
priority needs.

In some cases, ISS auditors appear to simply apply the
accounting standards without analyzing and making
judgments about appropriate use, especially regarding
technical controls such as encryption. A more practical
approach might be determination of what security
processes are actually practiced along with the identifi-
cation of weak processes—not specification of actual
controls. Examples include answering questions such as
the following: Do agency managers have a process for
learning about security concerns? Are managers track-
ing and prioritizing significant concerns on a routine
basis? Are managers taking steps to address concerns?
It turns out that the answers to these questions are mate-
rial to security.

No implementation plan
Both FIPS 199 and FIPS 200 are effective immediately.

However, neither one addresses transition issues such as
cost, schedule, size of project, and legacy systems.
Indeed, although federal rule-making generally requires
impact assessments prior to implementation, NIST has
not published any estimates of the cost of implementing
the new standards or a roadmap for achieving them. 

In the technology area alone, it is not clear that avail-
able commercial products can satisfy all of the stated
requirements, especially at the high baseline for security
controls. Consequently, agencies could face conflicts
between meeting the standards and selecting technology
that satisfies agency needs. 

Because the new standards are effective immediately,
they do not give agencies any assistance with legacy sys-
tems. Further, it makes little business sense to apply
expensive retrofits to systems nearing the end of their
service life, but the standards appear to have no flexi-
bility in this respect.

I n exercising its new FISMA powers, NIST appears to
be setting stretch goals that are beyond practical
attainment. The consequences of this approach will

likely be decades of failing grades on federal informa-
tion security. NIST seems to be repeating mistakes from
past efforts at imposing inflexible, government-only
standards such as GOSIP at a time when most of the
country is not ready for security standards. Further, the
new standards might contribute to a rosy picture sug-
gesting that all problems can be solved through more
rules and regulations.

NIST should reconsider the use of FIPS 199 and FIPS
200. It might be advisable to revise the standards to be
more closely aligned with SP 800-30, which has con-
siderable support in the community. Instead of man-
dating standards, NIST could use the more flexible
approach of providing guidance to improve security

processes without mandating them. If there is a need for
top-down regulation of agency processes, as opposed to
technology, the OMB is in a better position to mandate
change while considering the costs associated with new
regulation and also ensuring funding and other resources
for approved initiatives.

NIST should exercise restraint in mandating federal
security standards by applying a cost and feasibility test.
We recommend that NIST produce an impact assess-
ment and use it as a moderating influence prior to
requesting compliance with any new rule. ■
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Best Practices 
for Automated 
Traceability

Automated traceability applies information-retrieval techniques

to generate candidate links, sharply reducing the effort of

manual approaches to build and maintain a requirements trace

matrix as well as providing after-the-fact traceability in legacy

documents.The authors describe nine best practices for

implementing effective automated traceability.

R equirements traceability, defined as the ability to “follow the life of a
requirement in both a forward and backward direction,”1 provides critical
support for software engineers as they develop and maintain software sys-
tems. Traceability helps determine that researchers have refined require-
ments into lower-level design components, built them into the executable

system, and tested them effectively. It further helps analysts understand the impli-
cations of a proposed change and ensures that no extraneous code exists.

Numerous standards include traceability as a recommended or legally required
activity. For example, IEEE Std. 830-1998 states that a software requirements spec-
ification must be traceable. The standard defines an SRS as traceable “if the origin
of each of its requirements is clear and if it facilitates the referencing of each require-
ment in future development or enhancement documentation.” Backward traceability
is required from requirements to “previous stages of development,” while forward
traceability proceeds from requirements to “all documents spawned by the SRS.”2

Further, organizations building safety-critical systems are often legally required to
demonstrate that all parts of the code trace back to valid requirements. Laws such
as the US Sarbanes-Oxley Act of 2002 require organizations to implement change-
management processes with explicit traceability coverage for any parts of a soft-
ware product that potentially impact the balance sheet.

Unfortunately, many organizations fail to implement effective traceability prac-
tices either due to difficulties in creating, assessing, using, and maintaining trace-
ability links or because they succumb to the misconception that traceability practices
return little value for the effort involved.3

Traditionally, traceability links are physically stored in spreadsheets, text files,
databases, or requirements management (RM) tools such as Telelogic’s DOORS or
IBM’s Rational RequisitePro, and such links tend to deteriorate during a project as
time-pressured team members fail to update them.1 Offshoring and outsourcing
exacerbate this problem by creating temporal and physical distance between subject-
matter experts and developers.

Because manual traces are often created in an ad hoc fashion according to the
developers’ whim, they tend to be inconsistent and often incomplete. Current RM
tools provide limited support for link creation and maintenance, offering features
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Romanova
DePaul University
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Siemens Corporate
Research

Stephen Clark 
iRise

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageComputerComputer B
A

M SaGEF

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageComputerComputer B
A

M SaGEF

http://www.computer.org
http://www.qmags.com
http://www.computer.org
http://www.qmags.com


28 Computer

such as drag-and-drop techniques for creating links, sim-
ple visualization for depicting traces, and flagging of
“suspect” links—those for which one of the associated
artifacts has been modified, suggesting that the links
might have become outdated. Unfortunately, this type
of support does not sufficiently ease the burden of man-
aging traceability links, and practitioners often find that
increasingly larger percentages of links become suspect. 

Further, there is almost universal failure to establish
traceability between requirements and supplemental doc-
uments such as stakeholders’ rationales, vision docu-
ments, or other free-form textual documents. For many
organizations seeking to attain a corporate-wide standard
such as Capability Maturity Model Integration (CMMI)
Level 3, achieving traceability in projects for which it was
not initially a systematic part of the development process
can seem like an arduous and often unachievable task.

Automated traceability methods aggressively tackle these
problems by decreasing the effort needed to construct and
maintain a set of traceability links and by providing trace-
ability across a much broader set of documents.

THE AUTOMATED SOLUTION
Automated traceability relies on various information-

retrieval algorithms4-8 that use techniques such as the vec-

tor-space model4 or the probabilistic network model6,7 to
compute the likelihood of a link based on the occurrence
and distribution of terms, as Figure 1 shows. During the
preparsing phase, VSM- and PN-based algorithms remove
stop words such as “this” and “the” representing extremely
common terms from the artifact text and stem remaining
terms to their root forms so that similar words such as “reg-
isters” and “registered” are considered equivalent. For code
and Unified Modeling Language (UML) documents, the
algorithms separate method names that follow standard
conventions of uppercase and lowercase usage and appear
in forms such as “getLastName()” into individual words
such as “get last name.” They also remove program-related
keywords such as “while” and “for.” 

VSM- and PN-based algorithms calculate a similarity
score based upon the frequency and distribution of terms
in the artifacts. Both types of algorithms belong to the
tf-idf (term frequency-inverse document frequency) fam-
ily of information-retrieval methods, which consider
rarer terms to be stronger indicators of a potential link
than more common ones.

Probabilistic network model
To better understand how these algorithms work, con-

sider the PN-based approach. In this model, the basic

 

/* 
 *      
 * @author  Fuhu Liu  
 * @version 5.0  

 * Changed log file to log DB  
 */  

import java.awt.*;  
import java.awt.event .*;  
import javax.swing .*;  

import java.io.*;  
import java.util .*;  
import java.sql.*;  

....  

void UpdateDisplayList () {  
   listModel.removeAllElements ();    
   String mSQL = "SELECT distinct ” +  
      “ SubscriberName  FROM EventDetails ";  

   try {  
      rs = stmt.executeQuery(mSQL );  

      while ( rs.next( )) {  
         String SubsName = rs.getString(1);  
         listModel.addElement(SubsName );  
      }  
      rs.close();  

   } catch (Exception e) {  
      System.out.printIn(”Notification_Processing.java:
      Problem with query:  " + e);    
   }   

}

Figure 1. Automated traceability solutions retrieve links based on the similarity of terms across documents.
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probability of a link between a query q and a traceable
artifact aj is defined as

.

The first two parts of the formula, pr(aj|ti) and pr(q,ti),
represent the dispersion of the term ti within the artifact
aj and query q, respectively. These are estimated by com-
puting the normalized frequency of terms. For example,
pr(aj|ti) is calculated by considering the frequency with
which ti occurs in the artifact, normalized over the total
number of words in the artifact. This is represented as

.

Similarly, pr(q,ti) is calculated by considering the fre-
quency with which term ti occurs in query q, normal-
ized over the total number of potential queries in which
ti occurs. 

In the third part of the formula, pr(q) is computed as

.

using simple marginalization techniques and represents
the relevance of the term ti to describe the query concept
q. The resulting probability is inversely proportional to
the number of artifacts con-
taining the index term, reflect-
ing the assumption that rarer
index terms are more relevant
than common ones in detecting
potential links.4,5

PN-based algorithms trans-
late raw probability scores into
confidence levels that are more
intuitive to a human analyst and
depict the likelihood of each
link being correct.9 Once the
algorithm calculates the confi-
dence scores, it returns a set of
candidate links to the analyst
for assessment. Our experience
indicates that with adequate
supporting documentation, an
analyst can use this information
to quickly make a decision
about the correctness of a link.9

A trace query
Figure 2 shows the results

returned by our Poirot: Trace-
Maker tool for the query “All
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trucks shall display a map of the de-icing route.” Of the
top 10 results displayed on the screen, five were actu-
ally correct; the analyst accepted these and rejected the
other five. Several of the incorrect links were retrieved
because the term “map” was used broadly across a num-
ber of requirements. A filtering feature (not shown) can
be used by an analyst to help remove some of these
extraneous links. 

Experimental results
Researchers have conducted extensive experiments to

assess the effectiveness of automated traceability meth-
ods. Results are typically evaluated using two metrics.10

The recall metric measures the extent to which all of the
desired links are retrieved: 

Correct links � Retrieved links
Correct links

The precision metric measures the percentage of retrieved
links that are relevant:

Correct links � Retrieved links
Retrieved links

There is typically a clear tradeoff between recall and pre-
cision, so that as one increases the other decreases. 

A third metric of particular importance in auto-
mated traceability measures the retrieval algorithm’s
ability to place more good links at the top of the can-

Figure 2. Results from a trace query in Poirot: TraceMaker. Precision in the top 10 results was
50 percent.
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didate list and to place bad links at the bottom. This
can be calculated either by considering precision at
various levels of recall or by utilizing the lag metric,
defined as the average number of false links that occur
in an ordered list of candidate links above each good
link.7

Figure 3 shows experimental results for several data
sets using the PN method. Because industrial applica-
tions of automated traceability are only considered 
successful when they achieve high recall levels, preci-
sion results are reported at a fixed recall level close 
to 90 percent.

The first data set represents the requirements and UML
classes of a system for managing de-icing of roads in a
public works department. The Ice-Breaker System (IBS)
includes 180 functional requirements and 75 primary
classes.6 The second data set represents an event-based
traceability (EBT) system that includes 54 requirements
and 60 classes.5 The third data set, provided by Siemens
Logistics and Automation, represents a system for
automating the layout of product lines in a factory. The
artifacts used in the L&A experiment included business
use cases (BUCs) and system use cases (SUCs), both rep-
resented as relatively terse requirements in RequisitePro.
A subset of SUCs, labeled as “rich” in Figure 3, had addi-
tional associated information modeled in UML activity
diagrams. 

Data sets 1-3 all returned acceptable precision results
ranging from 19 to 32 percent when recall was fixed
close to 90 percent. In contrast, data set 4 performed
poorly, returning an abysmal precision rate of 4 percent
at recall levels of 58 percent.

These results suggest that not every data set will per-
form well. In fact, we have found that although auto-
mated traceability can provide a viable and economically
beneficial solution, returning a good set of candidate
traces requires properly structuring and specifying 
the artifacts. 

BEST PRACTICES
Best practices for automated traceability fall

into three categories. The first category describes
best practices for establishing a traceability envi-
ronment, the second describes the structuring
and content of the artifacts, and the third
describes a process for introducing automated
traceability into an organization.

Traceability environment
The first three best practices relate to estab-

lishing the traceability environment.
Trace for a purpose.During the software devel-

opment life cycle, project stakeholders create
numerous work products that introduce the
potential for a vast number of links. Although
automated methods support after-the-fact trace-
ability of legacy documents, stakeholders can per-

form day-to-day trace tasks more seamlessly if they
determine in advance which types of artifacts they will
trace and which types of artifacts they will trace to. For
each identified traceability path, stakeholders must iden-
tify the artifact type at the origin and destination of each
link, establish where each artifact is physically located,
and determine in what format or third-party case tool it
is stored.3

As an example, consider the traceability framework
established for the L&A project’s requirements. This
project captured several different types of requirements
during the project’s life cycle from several unique role-
oriented viewpoints. These included business goals,
stakeholder requests, minimal marketable features
(MMFs) that defined units of business value, MMF
groups, BUCs, BUCs grouped by life-cycle stages, SUCs,
and concrete system capabilities (CSCs), which were fur-
ther refined into concrete system components. 

A guiding principle during the requirements process
was that it would express domain-specific requirements
in the vocabulary of that domain’s participants. As a
result, stakeholders were interested in different subsets
of artifacts and had different traceability needs. For
example, business end users would need to answer
questions such as “Do all MMFs trace to one or more
business use cases?” or “Are all system requirements
derived from one or more MMFs, and through which
BUCs do they trace?” In contrast, as developers would
need to know how accurately and completely their sys-
tem requirements were aligned with business priori-
ties, they would need support for queries such as “Do
all CSCs trace to one or more SUCs?” Figure 4 shows
the artifacts, traceability paths, and rationales for each
link.   

Making up-front decisions and explicitly modeling the
traceability needs of the project stakeholders provide
the necessary physical infrastructure to support auto-
mated traceability.
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Figure 3.Trace retrieval results for several data sets. Data sets 1-3 all
returned acceptable precision results ranging from 19 to 32 percent
when recall was fixed close to 90 percent, while data set 4 returned an
abysmal precision rate of 4 percent at recall levels of 58 percent.
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Define a suitable trace granularity. Project stake-
holders also must decide on the appropriate level of trace
granularity for each artifact type. For example, when
tracing to UML class diagrams, they could generate a
trace at the package, class, or method level. 

Alexander Egyed and colleagues evaluated the eco-
nomic value of tracing at lower levels of granularity mea-
sured by the effort needed to create the links versus value
returned through tracing at various levels of precision.11

Even ignoring the costs of maintaining links, they found
that the benefits of improving the granularity of trace
links beyond a certain level were very limited. In fact,
their case study showed a tenfold increase in granular-
ity returned only a twofold improvement in precision
(correct links/all retrieved links). 

Granularity must be carefully determined to effectively
support stakeholders in their traceability tasks, while

minimizing the effort involved to analyze and utilize the
set of returned links. This can be especially problematic
in large, weakly structured documents that might not
contain clearly defined components at the desired gran-
ularity level. To mitigate this problem, automated trace-
ability tools can cluster sentences into meaningful
semantically related groups and then generate traces to
those groups.

Support in-place traceability. In a software project,
developers generally use a wide variety of third-party case
tools to manage artifacts, and traceability should be pro-
vided to these artifacts as they reside within their native
environments. We refer to this as in-place traceability.

Poirot delivers in-place traceability through an enter-
prise-level architecture, shown in Figure 5, that uses cus-
tomized adapters to parse and reconstitute data from
within third-party case tools. Each adapter uses the

Business goal
(BG)

Product

Release

1..*

2..*
1..*

1..*

1..*

1..*

Hierarchical

1..*

Hierarchical

2..*

0..*

1..*

1..*

1..*

1..*

Requirements database

Design modeling tool

Text documents

Document versioning system

Could be
contained within

Must be
comprised of

Must be
traced to

Is realized
by

Must be traced to

Arise in the
context of

Must be 
traced to

Will be realized
by existing or
new

Must be
traced to

(B) Which 
SRs address 
which BG?

B: Business-motivated links
IT: IT-motivated links
O: Organization-wide-motivated links

(B) Which MMFs
are members of one 
(or more) logical 
group of features?

(B) Which 
SRs are needed
within which
BUC(s)?

(B) Which MMFs
satisfy which SR(s)? 

(B) Which BUCs 
occur within 
which BUCLS? (O) Which BUCs require

which SUCs? 

(O) Which products and releases
contain which CSCs (and CSComps)? 

Stakeholder request
(meeting minutes,

focus group sessions)
(SR)

Business use case
life-cycle stage

(BUCLS)

Concrete system
component
(CSComp)

Concrete system
capability

(CSC)

System use case
(SUC)

Business use case
(BUC)

Minimal marketable
feature
(MMF)

MMF group
(MMF_Grp)

(IT) Which SUCs implement
which CSCs (and CSComps)? 

Figure 4. Requirements framework developed for Siemens L&A. Making up-front decisions and explicitly modeling the traceability
needs of project stakeholders provide the necessary physical infrastructure to support automated traceability for business-, IT-,
and organization-wide-motivated links.
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third-party case tool’s API to retrieve the traceable data
and transform it into a standard format. The data then
passes to the Poirot server, which removes stop words,
stems terms, counts term frequencies, and carries out
other related activities. Customized adapters are cur-
rently available for a limited number of model types
within various third-party case tools.

To facilitate reuse, an adapter must also allow the user
to define filter conditions to retrieve targeted artifacts
and sift out unwanted ones. For example, the SUCs in
the L&A project represent a subset of activity diagrams
embedded deep within an IBM Rational Rose hierarchy.
A filter based on model types, pathname, partial file-
names, and keywords differentiates SUCS from other
activity diagrams. 

Given the proprietary nature of many third-party case
tools and the complexity that exists in the organization
of artifacts within real-world data sets, it is essential to
use an in-place traceability tool that is capable of estab-
lishing advanced filters and understands the nuances of
specific third-party case tools. More general solutions
such as enterprise-level search engines generally fail in
this respect.

Creating traceable artifacts
In addition to the traceability environment, require-

ments that are well written and organized in meaning-
ful ways also tend to return better traceability results
than those that are haphazardly created. Several require-
ments best practices can significantly improve auto-
mated traceability results.

Use a well-defined project glossary. A well-con-
structed project glossary, defined during initial discovery
meetings with stakeholders and used consistently through-
out product development, will generally increase consis-
tency in term usage and subsequently improve traceability. 

In one of our experiments, we enhanced the basic
probabilistic formula to weight terms found in the glos-

sary more highly than other types of terms.12 In the IBS
project, for which developers used glossary terms
throughout the design process, this enhancement fac-
tor led to precision improvements from 20 to 25 per-
cent at recall values of approximately 95 percent, and
from 55 to 74 percent in the top 5 percent of the
links—that is, the change pushed good links to the top
of the candidate list. In contrast, glossaries created for
other projects at the end of the development phase 
led to no improvement in precision. In related work,
Huffman Hayes and colleagues also showed that using
a project glossary could improve the quality of re-
trieved traces.7

Write quality requirements. Requirements should
exhibit generally accepted qualities of a good specifica-
tion such as being correct, unambiguous, complete, 
consistent, prioritized, verifiable, understandable, iden-
tifiable, and so on. The qualities of completeness and
conciseness are specifically important for automated
traceability. In fact, this could be considered a best prac-
tice for requirements in general, but it is typically only
consistently attainable in an organization that provides
requirements specification training.

Construct a meaningful hierarchy. Including a strong
hierarchy of information, such as headings within a
requirements document or meaningful package names,
can enable a trace retrieval tool to strengthen the seman-
tics of individual requirements and help construct more
accurate links. 

Poirot’s probabilistic formula incorporates hierarchi-
cal information as follows:

,

where paD(aj) represents the set of parents of aj, that is,
higher-level artifacts representing titles, subtitles, pack-
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Figure 5. Poirot delivers in-place traceability through an enterprise-level architecture that uses customized adapters to parse and
reconstitute data from within third-party case tools.
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age names, and so on. The probability pr(aj,g|ti) for any
parent g of aj is computed as

.

where the probability pr(q,ti) is defined as

.

The probability term pr(q|h) is computed as pr(q|h)
= 1/(M[q,h] + 1), with M[q,h] being the distance of the
ancestor from the query. The term pr(q|h) can be
regarded as a measure of the extent to which an ances-
tor document contributes information about a query
q. A closer ancestor, such as a parent, is assumed to
provide stronger information about q than more dis-
tant artifacts in the hierarchical topology.7

The optimal weights �D and �Q shown in these for-
mulas were experimentally discovered as being 0.5 and
1, respectively. Experimental results showed that in cer-
tain data sets containing strong hierarchical informa-
tion such as the IBS system, precision of trace results at
a fixed recall value of 90 percent improved from approx-
imately 26 to 31 percent when the retrieval process
incorporated hierarchical data.

Bridge the intradomain semantic gap. As a single pro-
ject typically includes various groups including customers,
software developers, and systems engineers, stakehold-
ers must often generate traces across domains containing
artifacts developed using very different terminology to
describe the same concepts. The semantic gap can be
resolved by defining intradomain synonyms and utilizing
a tool that can support domain-specific synonym match-
ing. It is also essential to avoid reusing the same term to
describe different concepts in different domains, as this
will ultimately result in the generation of unnecessary
links and decrease traceability result precision.

Create rich content. Elizabeth Hull, Ken Jackson, 
and Jeremy Dick13 described the value of incorporating
rationales and domain knowledge into the traceability
infrastructure, and this approach can be useful for sup-
porting automated traceability. 

For example, the infrastructure shown in Figure 6a
includes no rationale information; the only common terms
shared between user requirement UR21 and the three sys-
tem requirements (SR15, SR32, and SR53) are the stop
words “the,” “shall,” and “to,” and the word “vehicle,”
which is a relatively common term in this particular appli-
cation and would likely return numerous links at fairly low
levels of confidence. In contrast, the satisfaction argument
included in Figure 6b introduces the additional shared
terms “weight,” “clearance,” and “power,” which are suf-
ficient to support automated trace generation from the user
requirement to each of the targeted system requirements.
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The Siemens L&A data set for terse and rich SUCs
illustrates the value of enhancing terse or hard-to-trace
requirements with supporting rationale and domain
information. This data set contained a total of 263 SUCs,
including 221 terse ones containing an average of 5.3
words per requirement and 42 rich SUCs represented as
activity diagrams. The highest achievable recall for the
terse requirements was 58 percent with 4 percent preci-
sion, while the rich requirements achieved 90 percent
recall with 31 percent precision. In the IBS, LC, and EBT
data sets, which had average requirement word counts of
10.3, 17.0, and 13.3, respectively, requirements were
traced successfully without the need for supporting data. 

Introducing automated trace processes
Introducing new methods into an organization usu-

ally requires a planned process improvement initiative.
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UR 21: The driver shall be
able to deploy the vehicle

over terrain type 4A.

SR 15: The vehicle shall
transmit power to all

wheels.

SR 15: The vehicle shall
transmit power to all 

wheels.

SR 32: The vehicle shall
have ground clearance 
of not less than 25 cm.

SR 32: The vehicle shall
have ground clearance
of not less than 25 cm.

SR 53: The vehicle shall
weigh not more than

1.5 tons.

SR 53: The vehicle shall
weigh not more than

1.5 tons.

Terrain type 4A
specifies soft

wet mud,
requiring

constraints
on weight,
clearance,
and power
delivery.

UR 21: The driver shall be
able to deploy the vehicle

over terrain type 4A.

(a)

(b)

&

Figure 6. Rich trace support for automated traceability, as 
illustrated by Hull, Jackson, and Dick.13 (a) The only common
terms shared between the user requirement and system require-
ments are meaningless stop words (italicized) and the word
“vehicle”; automated traceability is not supported. (b) The intro-
duction of additional shared terms (boldface) facilitates success-
ful automated traceability between the system requirements
and the user requirement. Figure adapted with permission.
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This leads to the final best practice: Use a process
improvement plan.

Three basic scenarios describe organizations that wish
to adopt automated traceability methods. 

The first scenario represents an organization with no
traceability process currently in place. This organization
desires to implement cost-effective traceability methods
to more efficiently manage change and possibly meet
more formal process-improvement initiatives. It might
have large amounts of legacy data and no effective
means for tracing it. 

The second scenario represents an organization that
has introduced traceability into a limited subset of arti-
facts such as high-level or critical requirements, code,
and test cases but seeks to broaden its scope to include
supplemental stakeholder documents without signifi-
cantly increasing the effort involved. 

The third scenario represents an organization that has
traceability practices in place but is looking to replace
them with more cost-effective and scalable methods.

Organizations can initiate a move to automated trace-
ability by applying the best practices described here and
implementing a pilot study designed to evaluate the
traceability performance of a given data set. Experiments
should be conducted to compare the results obtained
from automatically created traces with manually cre-
ated ones. Prior studies suggest that 20-35 percent pre-
cision should be achievable at recall levels of 90 percent.
Where necessary, training and process improvement ini-
tiatives can improve results.

W e derived these nine best practices from our
experiences in applying automated traceability
against several data sets. Researchers and prac-

titioners interested in traceability continue to investigate
automated methods to improve the performance of trace
results and to provide increasingly sophisticated tool
support. 

The Center of Excellence for Software Traceability
(www.traceabilitycenter.org), which is currently funded
by the National Science Foundation, Siemens Corporate
Research, and NASA, has been established to advance
traceability research and to transfer traceability solu-
tions to industry. Further information about automated
traceability tools and other traceability support is avail-
able through the COEST Web site. ■

Acknowledgments
The work was partially funded by NSF grant CCR-

0306303. Siemens Logistics and Automation in Grand
Rapids, Mich., provided the Siemens data set. We also
acknowledge the contributions of numerous DePaul
University students who helped develop Poirot, especially
Jun Lin, Rafal Habrat, Scott Bradley, Joseph Amaya,

Grace Bedford, Oussama BenKhadra, Mary Brophy,
Chuan Duan, Chan Chou Lin, Andre Robertson, and
Xuchang Zou.

References
1. O.C.Z. Gotel and A.C.W. Finkelstein, “An Analysis of the

Requirements Traceability Problem,” Proc. 1st IEEE Int’l
Conf. Requirements Eng., IEEE CS Press, 1994, pp. 94-101.

2. IEEE, IEEE Std. 830-1998, IEEE Recommended Practice for
Software Requirements Specifications, 1998; http://stan-
dards.ieee.org/reading/ieee/std_public/description/se/830-
1998_desc.html.

3. B. Ramesh and M. Jarke, “Toward Reference Models for
Requirements Traceability,” IEEE Trans. Software Eng., vol.
27, no. 1, 2001, pp. 58-92.

4. G. Antonio et al., “Recovering Traceability Links between
Code and Documentation,” IEEE Trans. Software Eng., vol.
28, no. 10, 2002, pp. 970-983.

5. J.H. Hayes, A. Dekhtyar, and S.K. Sundaram, “Advancing
Candidate Link Generation for Requirements Tracing: The
Study of Methods,” IEEE Trans. Software Eng., vol. 32, no.
1, 2006, pp. 4-19.

6. J. Cleland-Huang et al., “Goal-Centric Traceability for Man-
aging Non-Functional Requirements,” Proc. 27th Int’l Conf.
Software Eng., ACM Press, 2005, pp. 362-371.

7. J. Cleland-Huang et al., “Utilizing Supporting Evidence to
Improve Dynamic Requirements Traceability,” Proc. 13th
IEEE Int’l Conf. Requirements Eng., IEEE CS Press, 2005,
pp. 135-144.

8. A. Marcus, J.I. Maletic, and A. Sergeyev, “Recovery of Trace-
ability Links between Software Documentation and Source
Code,” Int’l J. Software Eng. and Knowledge Eng., vol. 15,
no. 4, 2005, pp. 811-836.

9. X. Zou et al., “Supporting Trace Evaluation with Confidence
Scores,” Proc. 2005 Workshop Requirements Eng. Decision
Support, IEEE CS Press, 2005, pp. 1-7.

10. G. Salton and C. Buckley, “Term-Weighting Approaches in
Automatic Text Retrieval,” Information Processing and Man-
agement, vol. 24, no. 5, 1988, pp. 513-523.

11. A. Egyed et al., “A Value-Based Approach for Understanding
Cost-Benefit Trade-Offs During Automated Software Trace-
ability,” Proc. 3rd Int’l Workshop Traceability in Emerging
Forms of Software Eng., ACM Press, 2005, pp. 2-7.

12. X. Zou, R. Settimi, and J. Cleland-Huang, “Phrasing in
Dynamic Requirements Trace Retrieval,” Proc. 30th Ann. Int’l
Computer Software and Applications Conf., IEEE CS Press,
2006, pp. 265-272.

13. E. Hull, K. Jackson, and J. Dick, Requirements Engineering,
2nd ed., Springer, 2004.

Jane Cleland-Huang is an assistant professor in the School
of Computer Science, Telecommunications, and Informa-
tion Systems at DePaul University’s Center for Require-
ments Engineering as well as president-elect of the Center
of Excellence for Software Traceability. Her research inter-

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageComputerComputer B
A

M SaGEF

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageComputerComputer B
A

M SaGEF

_______

___________________________________

_________

http://www.traceabilitycenter.org
http://standards.ieee.org/reading/ieee/std_public/description/se/830-1998_desc.html
http://www.computer.org
http://www.qmags.com
http://www.computer.org
http://www.qmags.com


June 2007 35

ests include requirements engineering, traceability, and soft-
ware architectural design. Cleland-Huang received a PhD
in computer science from the University of Illinois at
Chicago. She is a member of the IEEE Computer Society
and IEEE Women in Engineering. Contact her at jhuang@
cs.depaul.edu.

Brian Berenbach is technical program manager for require-
ments engineering at Siemens Corporate Research, Prince-
ton, New Jersey, with responsibilities for research,
consulting, and corporate training. He has worked in the
field of requirements engineering for more than 15 years
and has been involved in requirements definition for a broad
range of systems including medical, baggage-handling, mail-
sorting, automated-warehouse, and embedded automotive
systems.  Berenbach received an MSc in physical chemistry
from Emory University. He is a member of the IEEE Com-
puter Society. Contact him at brian.berenbach@siemens.
com.

Stephen Clark is an enterprise solution manager at iRise,
an application definition software and services company
based in El Segundo, California. His research interests
include requirements traceability, product requirements

engineering methodologies, and organizational transfor-
mation through technology adoption. Clark is a member
of the International Institute of Business Analysts. Contact
him at StephenKClark@yahoo.com.

Raffaella Settimi is an assistant professor in the School of
Computer Science, Telecommunications, and Information
Systems at DePaul University. Her research interests include
information-retrieval methods, Bayesian learning, statisti-
cal methods for knowledge discovering under uncertainty,
and statistical genetics. Settimi received a PhD in statistics
from the University of Perugia, Italy. She is a member of
the American Statistical Association and the Royal Statis-
tical Society. Contact her at rsettimi@cs.depaul.edu. 

Eli Romanova is a master’s student in the School of Com-
puter Science, Telecommunications, and Information Sys-
tems at DePaul University’s Center for Applied Require-
ments Engineering, and is currently interning in the Ultra-
sound Division at Siemens Medical Solutions, Mountain
View, California. Her research interests include require-
ments engineering and human-computer interaction.
Romanova received a BA in computer science from Hunter
College. Contact her at eromanova@gmail.com.

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageComputerComputer B
A

M SaGEF

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageComputerComputer B
A

M SaGEF

______

_________

___________________

________________

__________________

___

________________

_____________________________________________

mailto:jhuang@cs.depaul.edu
mailto:stephenkclark@yahoo.com
mailto:rsettimi@cs.depaul.edu
mailto:brian.berenbach@siemens.com
mailto:eromanova@gmail.com
http://www.qmags.com/clickthrough.asp?url=www.computer.org/standards/&id=12675&adid=P35A1
http://www.computer.org
http://www.qmags.com
http://www.computer.org
http://www.qmags.com


This is the most authoritative archive of Barry
Boehm’s contributions to software engineering.
Featuring 42 reprinted articles, along with an 
introduction and chapter summaries to provide
context, it serves as a “how-to” reference manual
for software engineering best practices. It provides
convenient access to Boehm’s landmark work on
product development and management processes.
The book concludes with an insightful look to the

future by Dr. Boehm.

FEATURED TITLE FROM WILEY AND CS PRESS

Software Engineering:
Barry W. Boehm’s 
Lifetime Contributions to
Software Development,
Management, and
Research

edited by
Richard W. Selby

978-0-470-14873-0
June 2007 • 832 pages
Hardcover • $79.95
A Wiley-IEEE CS Press Publication

To Order:
North America
1-877-762-2974
Rest of the World
+ 44 (0) 1243 843294 

20% Promotion Code

CSCH7

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageComputerComputer B
A

M SaGEF

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageComputerComputer B
A

M SaGEF

http://www.computer.org
http://www.qmags.com
http://www.computer.org
http://www.qmags.com


0018-9162/07/$25.00 © 2007 IEEE June 2007 37P u b l i s h e d  b y  t h e  I E E E  C o m p u t e r  S o c i e t y

C O V E R  F E A T U R E

The resulting Cell design is a heterogeneous, multicore
chip capable of massive floating-point processing opti-
mized for computation-intensive workloads and rich
broadband media applications. As the “Cell BE Archi-
tecture Overview” sidebar describes, the design consists
of one 64-bit Power processor element (PPE), eight accel-
erator processors called Synergistic Processor Elements
(SPEs), a high-speed memory controller, a high-band-
width element interconnect bus, and high-speed memory
and I/O interfaces, all integrated on-chip.

SOFTWARE CHALLENGES
When we first outlined the Cell system’s basic notions,

we immediately realized that this revolutionary micro-
processor design could substantially enhance applica-
tion performance, but the task at hand was massive.
Developing a new architecture has a set of risks that
microprocessor design teams rarely face. Failure to ver-
ify that a new architecture responds to the needs that
led to its conception, or to provide a satisfactory soft-
ware stack to early adopters, usually will result in the
failure of an architecture launch and its eventual demise.

In addition to the traditional challenge of defining a new
microarchitecture, the design team faced the challenge of
ensuring that the architecture can efficiently operate across
a wide range of applications. Given the many innovations
in Cell, it was important to provide early proof-of-concept
to test and refine concepts that form the basis of the Cell
BE Architecture (CBEA) as it is known today and its first
implementation, the Cell Broadband Engine.

The Cell Broadband Engine provides the first implementation of a chip multiprocessor 

with a significant number of general-purpose programmable cores targeting a broad 

set of workloads. Open source software played a critical role in the development of the 

Cell software stack.

Michael Gschwind, IBM T.J. Watson Research Center

David Erb, Sid Manning, and Mark Nutter, IBM Austin

C omputer architects rarely introduce new archi-
tectures because incumbent architectures offer
significant advantages due to tool maturity, pro-
grammer familiarity, and software availability.
New architectures are usually a response to tec-

tonic shifts in technology and market conditions. Thus,
the original System/360 architecture was the first archi-
tecture to respond to mass production of systems. RISC
systems corresponded to the introduction of VLSI man-
ufacturing and the advent of single-chip microprocessors. 

As the era of pure CMOS frequency scaling ends, archi-
tects must again respond to massive technological changes
by more efficiently exploiting density scaling. The Cell
Broadband Engine (Cell BE) answers these challenges by
providing the first implementation of a chip multi-
processor with a significant number of general-purpose
programmable cores targeting a broad set of workloads,
including intensive multimedia and scientific processing.

Jointly developed beginning in 2000 by IBM, Sony,
and Toshiba (STI) for the PlayStation 3 as well as other
data-processing-intensive environments, Cell’s design
goal was to improve performance an order of magni-
tude over that of desktop systems shipping in 2005.1-3

To meet that goal, designers had to optimize perfor-
mance against area, power, volume, and cost in a man-
ner not possible with legacy architectures. Thus, the
design strategy was to exploit application parallelism
through numerous cores that support established appli-
cation models, thereby ensuring good programmability
as well as programmer efficiency.4

An Open Source Environment
for Cell Broadband Engine
System Software 
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Cell BE Architecture Overview 
We created the Cell Broadband Engine Architecture

(CBEA) to address the needs of applications as they
embrace chip multiprocessing. Rather than merely
replicating a core multiple times on a chip, the Cell’s
heterogeneous architecture offers a mix of execution
elements optimized for a spectrum of functions.
Applications execute on this system, rather than a col-
lection of individual cores, by partitioning the applica-
tion and executing each component on the most
appropriate execution element. While supporting differ-
ent execution elements, the architecture also ensures
efficient data sharing by providing a common system
view of addressing, data types, and system functions
across the heterogeneous execution elements. Based on
this common system view, a Cell BE application process
can consist of threads (lightweight processes) on both
types of processor elements.

As Figure A shows, the Cell Broadband Engine, the
first implementation of the CBEA,1 includes a Power
Architecture processor and eight attached processor
elements. An internal high-performance element inter-
connect bus integrates the processor elements.

With a clock speed of 3.2 GHz, the Cell processor has
a theoretical peak performance of 204.8 Gflop/s (single
precision) and 14.6 Gflop/s (double precision). The

element interconnect bus supports a peak bandwidth
of 204.8 Gbytes/s for intrachip data transfers, the
memory interface controller provides a peak band-
width of 25.6 Gbytes/s to main memory, and the I/O
controller provides peak bandwidth of 25 Gbytes/s
inbound and 35 Gbytes/s outbound. 

Power Processor Element
The Power processor element (PPE) consists of a 64-

bit, multithreaded Power Architecture processor with
two concurrent hardware threads. The PPE supports the
Power Architecture vector multimedia extensions to
accelerate multimedia applications using SIMD execu-
tion units. The processor has a memory subsystem with
separate first-level 32-Kbyte instruction and data caches,
and a 512-Kbyte unified second-level cache. By using a
Power Architecture processor as the base building block
of the CBEA, we leveraged our decade-long experience
with this mature and tuned architecture, as well as a
stable software environment.

Synergistic Processor Element 
The eight on-chip synergistic processor elements

(SPEs) provide a significant portion of compute power in
a Cell system.2 An SPE consists of a new processor—the

synergistic processor
unit (SPU)—designed
to accelerate a wide
range of workloads by
providing an efficient
data-parallel architec-
ture and the synergistic
memory flow controller
(MFC), providing
coherent data transfers
to and from system
memory. 

The SPU cannot
access main memory
directly; the SPU obtains
instructions and data
from its 256-Kbyte local
store and it must issue
DMA commands to the
MFC to bring data into
the local store or write
results back to main
memory. In parallel to
MFC data transfers, the
SPU processes data
stored in its private local
store.

Power
processor
element

Power
execution

unit

L1
cache

Power processor unit

16
bytes/
cycle

L2
cache

32
bytes/
cycle Dual

XDRAM
Flex I/O

16 bytes/
cycle

16 bytes/
cycle

16 bytes/
cycle

64-bit Power Architecture with vector media extensions

Memory
interface
controller

Bus
interface
controller

Local
store

Local
store

Local
store

Local
store

Local
store

Local
store

Local
store

Local
store

SXU
SPU

MFC

SPE

SXU
SPU

MFC

SPE

SXU
SPU

MFC

SPE

SXU
SPU

MFC

SPE

SXU
SPU

MFC

SPE

SXU
SPU

MFC

SPE

SXU
SPU

MFC

SPE

SXU
SPU

MFC

SPE

EIB (up to 96 bytes/cycle)

Figure A. Cell Broadband Engine system diagram.The system includes a Power Architecture proces-
sor and eight attached processor elements; an internal high-performance element interconnect bus
integrates the processor elements.
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The local store provides each SPU with private data
access capability, guaranteed data availability, and
deterministic access latency. The local store architec-
ture offers logic simplicity, as cache-hit and coherence
logic do not affect the critical memory access opera-
tions during load and store operations, allowing faster
and more compact implementations. All data accesses
with load and store operations refer directly to physi-
cal locations within an SPE’s local store without further
address translation.

Memory Flow Controller
To access global data shared between threads exe-

cuting on the PPE and other SPEs, each SPE includes an
MFC, which performs data transfers between SPU-local
storage and system memory. The MFC provides the
SPEs with access to system memory by supporting
high-performance direct memory access (DMA) data
transfer between the system memory and the local
store. Data transfers can range in size from a single
byte to 16-Kbyte blocks. 

The MFC transfers copy between local store and
system memory. An MFC transfer request specifies
the local store location as the physical address in
the local store. It specifies the system memory
address as a Power Architecture virtual address,
which the MFC’s memory management logic trans-
lates to a physical address based on system-wide
page tables that the Power Architecture specifica-
tion provides.

Using the same virtual addresses to specify system
memory locations independent of processor element
type enables seamless data sharing between threads
executing on both the PPE and SPE. An application
executing on Cell can pass a PPE-generated pointer to
code executing on the SPE and use it to specify the
source or target in an MFC transfer request. Using full
memory translation also ensures data protection
between processes, as a thread can only access the
system memory mapped into the associated process’s
virtual memory space.

Finally, using virtual addressing makes traditional
operating system services such as demand paging
available to SPE threads. When an SPE thread refer-
ences paged-out memory via its associated MFC,
the MFC’s memory management unit generates a
page-fault exception and delivers it to the PPE. The
PPE then services the page fault on behalf of the
SPE. When the page fault service has completed,
the PPE restarts the MFC transfer that caused the
page fault.

Memory Management
Multiple SPEs can share an address space with PPE

threads in a Cell BE application, but at the same time
other SPEs can reference different virtual memory
spaces associated with respective applications execut-
ing concurrently in the system. To support this, each
MFC includes a memory management unit (MMU) to
provide address translation of system addresses in
transfer requests. The MFC participates in the memory
coherence protocols to ensure page table coherence.

Because each SPE contains an independent MMU, an
SPE can execute independently from the PPE. However,
the SPE is optimized for user-level data processing. Only
the PPE performs privileged operations such as handling
page faults, changing memory translation, and so forth,
providing a centralized system control function. The Cell
BE supports this by forwarding all exception-type events
to the PPE via the on-chip interrupt controller.

Each MFC can be programmed to perform memory
transfers either from the local SPU by placing com-
mands in a 16-deep command queue using so-called
SPU channel instructions or from remote nodes via
memory-mapped I/O (MMIO). In addition to DMA
transfers, the MFCs can also participate in the Power
Architecture load-and-reserve and store-conditional
lock synchronization and execute memory-synchroniz-
ing operations. Finally, the MFC supports list
commands corresponding to an “MFC program” 
specifying a sequence of transfer requests.

Element Interconnect Bus
The element interconnect bus (EIB) provides high-

bandwidth communication with a peak bandwidth of
204.8 Gbytes/s for intrachip data transfers among the
PPE, the SPEs, and the memory and I/O interface con-
trollers. The EIB has separate communication paths for
commands (requests to transfer data to or from
another element on the bus) and data. The EIB com-
mand path consists of a star-network to perform
coherence actions. The EIB data network consists of
four data rings—two rings running clockwise, two
rings running counterclockwise.3

References
1. J. Kahle et al., “Introduction to the Cell Multiprocessor,”
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2. M. Gschwind et al., “A Novel SIMD Architecture for the Cell
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tors for the SPU and a Cell BE full-system simulator
based on Mambo.5

ANATOMY OF A CELL APPLICATION
A Cell application executes in a heterogeneous archi-

tecture consisting of PPE and SPE cores, respectively
implementing the Power Architecture and Synergistic
Processor Architecture. To match this mix of processor
elements, a Cell application consists of two classes 
of instruction streams corresponding to the different
architectures.

In the current software architecture model, each Cell
application consists of a process that can have associated

PPE and SPE threads that are dis-
patched to the corresponding proces-
sors. When an application starts, the
operating system initiates a single
PPE thread, and control resides in the
PPE. The PPE thread can then create
further application threads executing
on both the PPE and SPEs, supported
by a thread management library
based on the pthreads model.

SPE thread management includes
additional functions, such as moving

a Cell application’s SPE component into an SPE’s local
store, transferring application data to and from the local
store, and initiating execution of a transferred executable
at a specified start address as part of thread creation.

Once an application has initiated the SPE threads,
execution can proceed independently and in parallel on
PPE and SPE cores. While the PPE accesses memory
directly using load and store instructions, application
components executing on the SPE use the MFC to per-
form data transfers to the SPE local store before access-
ing application data with load and store instructions.
The MFC is accessible from the PPE via a memory-
mapped I/O interface and from the SPU via a channel
interface.

The CBEA allows a variety of programming models,
including an accelerator model based on a remote pro-
cedure call, function pipelines, and autonomous SPE
execution. The simplest use of the SPE is the accelera-
tor model where the PPE transfers the working set as
part of the invocation and offloads a compute-intensive
function onto one or more SPEs. Developers can also
compose function pipelines where each SPE performs
a set of functions on a data stream and then copies its
output to the next pipeline stage implemented on
another SPE via the MFC. Autonomous SPE execution
occurs when the application starts an SPE thread, and
the thread uses its MFC to independently transfer its
input data set to the local storage and copy result data
to the system memory.

In these programming models, the PPE typically uses its
cache-based memory hierarchy to execute several control

DEVELOPING AN OPEN SOURCE STRATEGY 
To succeed, modern technology solutions require

rapid deployment in the marketplace. To address this
challenge, the design team turned to open source soft-
ware to accelerate the development of an ecosystem for
the Cell architecture. Open source software allowed us
to rapidly deploy an environment to be used both for
architecture exploration and as an early adopter plat-
form for the development of architecture verification
suites, libraries, middleware, and sample applications.

The Cell open source software strategy had four
phases:

• initial proof-of-concept focused
on validating the design goals,
compilation concepts, and pro-
gramming paradigms developed
in conjunction with the architec-
ture definition;

• formative software phase sup-
porting early adopter code for
libraries, middleware, and appli-
cations;

• programming model innovation
phase using a richer set of primi-
tives, tools, and environments to explore the most effi-
cient software development paradigms for the new
platform; and

• transition to a full-fledged Cell ecosystem available
to a steadily growing community of Cell developers
via software development kit distributions. The Cell
SDK is publicly available on IBM alphaWorks at
www.alphaworks.ibm.com/tech/cellsw.

Open source also was used to provide an environment
in which to deploy proprietary tools targeted at specific
high-leverage points in the Cell BE software stack, such
as autoparallelizing compilers based on the IBM pro-
prietary XL C.4 While XL C provides a significant value
proposition beyond open source tool suites, it integrates
with open source assemblers, linkers, debuggers, and
libraries in a seamless mixed environment.

Adopting open source allowed us to reduce the devel-
opment cycle by leveraging a wide developer base with
open source tool skills, leveraging tools designed for
portability across platforms and providing early proto-
typing ability. During the exploratory phase, development
occurred independent of the open source community at
large, and we were able to make decisions based solely
on the technology needs of the emerging architecture.
Later, public distributions reflected changes made as part
of the open source community adoption process and
involved compromises to accommodate the cross-plat-
form nature of the open source projects. 

Open source tools were deployed in a proprietary exe-
cution environment, based on execution-driven simula-

The Cell team turned to 
open source software 

to accelerate 
the development of 

an ecosystem for 
the Cell architecture.

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageComputerComputer B
A

M SaGEF

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageComputerComputer B
A

M SaGEF

http://www.alphaworks.ibm.com/tech/cellsw
http://www.computer.org
http://www.qmags.com
http://www.computer.org
http://www.qmags.com


functions, such as workload dispatch to multiple SPE data-
processing threads, load balancing and partitioning func-
tions, and a range of control-dominated application code.

Data-intensive processing
The SPE programming model is particularly optimized

for the processing of data-processing-intensive applica-
tions, where the application transfers a block of data to
the SPE local store and the SPU operates upon it. Compu-
tation results are stored back to the local store and even-
tually transferred back to system memory or directly to
an I/O device by the MFC. 

This processing model using SPEs to perform data-
intensive regular operations is particularly well suited
for media processing and numerically intensive data pro-
cessing.6 Both the SPE and PPE offer data-parallel SIMD
compute capabilities to further increase the processing
performance of data-processing-intensive applications.
While these facilities increase the data processing
throughput potential of each processor element, the key
is exploiting the 10 execution thread contexts on each
Cell BE chip (two PPE threads and eight SPEs).

Data multibuffering
To hide the memory access latency to the slow exter-

nal memory, data transfers are best performed using data

multibuffering (double buffering or even triple buffer-
ing). With double buffering, software pipelining is per-
formed at the memory transfer level: The SPU operates
on one data set in one data buffer, while the MFC trans-
fers the next data set into another data buffer. Data
multibuffering maps onto and exploits the compute-
transfer parallelism in each SPE with its independent
SPU execution and MFC data transfer threads.7

Application loading
Figure 1 illustrates application execution on the het-

erogeneous cores in the Cell BE. Initially, the image
resides in external storage. The executable is stored in an
object file format such as extensible linking format
(ELF), consisting of text (read-only) and data (read/
write) sections. In addition to instructions and read-only
data, the text section also contains copies of one or more
SPE execution images specifying the operation of one
or more SPE threads.

To start the application, the operating system loads
the Power Architecture object file, and (1) execution of
the Power Architecture program thread begins. The
application then initiates execution of application
threads on the SPEs. To accomplish this, the application
PPE must first transfer a thread execution image to an
SPE’s local store. (2) The PPE initiates a transfer of a
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.text:
ppu_main:
…
spuid0 = spe_create_thread(group, spu0, …);
…
spuid1 = spe_create_thread(group, spu1, …);
…

printf:
…

spu0:

spu1:

.data:
…
…

EIB

PPE

PXUL1

PPU

L2

SPE

.text:
main:

…
…

.data:
…

SXU
SPU

MFC

LSLS

SMF

LS

SXU

SMF

LS

SXU

SMF

LS

SXU
SPU

MFC

.text:
main:

…
…

.data:
…

.text:
main:

…
…

.data:
…

Integrated executable in system memory

Figure 1. Execution start of an integrated Cell Broadband Engine application. (1) Power Architecture image loads and executes; (2)
PPE thread initiates MFC transfer; (3) MFC data transfer occurs; (4) PPE instructs MFC to initiate SPU execution at specified address;
and (5) MFC starts SPU execution.
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thread execution image by programming the MFC to
perform a system memory-to-local storage block trans-
fer, which is queued in the MFC command queues. (3)
The MFC schedules the MFC request and performs a
coherent data transfer. 

The PPE can repeat these steps to transfer multiple
additional memory-image segments containing either
SPE application code, SPE libraries shared between
threads, or SPE application data. When it has transferred
the image, (4) the PPE issues an MFC request to start
SPU execution. (5) The SPU starts
execution at a specified address. 

In addition to integrated executa-
bles consisting of PPE and SPE
threads, Cell also can execute tradi-
tional unmodified Power Architecture
executables for compatibility with
industry-standard Power Architecture
processors, as well as a new class of
Synergistic Processor executables
called spulets. A spulet is a Synergistic
Processor Element-only program exe-
cuting in a protected virtualized environment provided by
the Power Architecture protection and translation model.

COMPILING FOR A PERVASIVELY DATA-
PARALLEL ARCHITECTURE

The first tool to provide any proof-of-concept proto-
typing capability for Cell systems, in particular the novel
SPU architecture, was an execution-driven ISA simula-
tor based on a preliminary architecture specification pro-
posal. To simplify the development and prototyping
flow, this simulator read assembly source code, and early
library deployment occurred by loading multiple assem-
bly source files. 

The GNU C compiler (GCC) provided the first testing
ground for the open source strategy and offered an early
confirmation and proof-of-concept of many ideas intro-
duced in the Cell BE. Before the final proposal was com-
plete, we started development of a compiler based on
GCC to demonstrate and explore the concepts intro-
duced in the SPU—in particular, its SIMD-based archi-
tecture and the scalar layering used to implement a
pervasively data-parallel computing architecture. This
configuration also provided the first programming envi-
ronment for library development and the first media-
processing and encryption/decryption kernels that
validated the newly defined architecture’s performance
on these critical functions.

To implement a compiler showing the feasibility of
concepts the SPU architecture introduced, we lever-
aged the entire GCC front end, including the Power
Architecture SIMD extension interface, and rewrote a
back end from the ground up to support this new com-
puting concept. This allowed us to quickly support the
entire semantics of the C language, its GCC exten-

sions, and the SIMD vector-programming intrinsic
interface.

Scalar layering 
One major concept of the Synergistic Processor

Architecture that we needed to validate was scalar layer-
ing. Unlike prior architectures, the SPU architecture does
not provide separate resources to support execution of
scalar computations; instead, the compiler generates code
sequences to compute scalar results with the SIMD data

paths. We refer to an architecture
using SIMD execution resources for
scalar operations as a pervasively
data-parallel computer architecture.

In the SPU architecture, all instruc-
tions take their operands from a uni-
fied 128-bit-wide vector register file
with 128 architected registers.
Compilers and programmers can use
these instructions either to imple-
ment data-parallel SIMD operations
or to produce scalar results by per-

forming a wide result and using only the result returned
in a single slot. To support scalar layering, instructions
that use a single scalar input also read their operand
from a 128-bit register and use the value from the “pre-
ferred slot,” the vector register’s first 32-bit vector ele-
ment slot. This includes memory operations, which
expect the memory address in the preferred slot, and
branch instructions that can access a condition value or
target address in the preferred slot. 

In the SPU, all memory accesses operate on aligned
quadwords, which must reside at addresses that are mul-
tiples of 16 bytes. To facilitate reading and writing of
data values shorter than a quadword, the architecture
supports efficient extract and merge operations, and
memory accesses to retrieve an aligned quadword ignore
the low-order four bits. Using a quadword-based mem-
ory interface simplifies the data-alignment logic and
reduces operation latency. If the program is to perform
access to a data value smaller than a quadword, the low-
order bits indicate the data location within the quad-
word. The compiler expands such functionality and
generates code to extract and format data explicitly
using the simple SIMD RISC primitives that the archi-
tecture provides.

Although this alignment sequence requires several
instructions, it reduces the overall data-flow latency
because properly aligned scalar and vector data do not
require alignment in most cases. For misaligned vector
data, the compiler can optimize data-access patterns
across loop iterations to generate more efficient align-
ment sequences. This new architectural concept elimi-
nates the separate scalar execution units typically found
in processors to support execution of scalar operations.
Scalar layering reduces SPE area and design complexity

Using a quadword-based 
memory interface 
simplifies the data 

alignment logic 
and reduces 

operation latency.
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and increases the number of SPEs that can be placed 
on a same-sized chip, which improves overall system 
performance.

Compiler prototype
By leveraging the GCC infrastructure, we could con-

centrate on developing compiler support for the novel
SIMD RISC architecture features rather than undertak-
ing the lengthy and costly process of developing an entire
compiler from scratch. Using this compiler, we demon-
strated the feasibility of generating
appropriate sequences to implement
data alignment in software instead of
in hardware and demonstrated that
hardware complexity reduction and
efficient instruction scheduling result
in an overall faster implementation. 

The GCC also served as a vehicle
to prototype an application binary
interface (ABI) by experimenting
with calling conventions and stack
frame layouts and prototyping a first
set of support libraries. The SPU ABI adopts the pre-
ferred-slot concept for passing scalar variables as func-
tion arguments and results and for allocating scalar
variables in globally allocated registers as the default
location for scalar data within a register file. Advanced
compilers with intraprocedural optimization capabili-
ties can optimize placement of scalar data in any slot.

To provide a consistent language interface for pro-
grammers between the PPE and SPE code, we adopted
the same language interface to vector data types for the
SPE as was already provided for the PPE. Similar to the
Power Architecture vector specification, the SPU pro-
gramming model also uses polymorphic intrinsics where
the data type specifies the intrinsic operation—much as
the operator “+” specifies either integer or floating-point
operation based on its operands’ data type.

Seeding Cell application development
The development of the GCC-based SPU compiler

proved the viability of the SPU architecture concept.
Library and application developers adopted the com-
piler soon after it could compile the first programs and
before full functionality became available. This had the
desired effects of seeding a high-level-language (HLL)-
based library and kernel development effort (which
evolved into the SDK distribution), as well as giving
valuable feedback from application developers to the
Cell software and architecture teams. 

By providing an early high-level development envi-
ronment, the open source strategy also addressed a
form of Clayton Christensen’s innovator’s dilemma8 by
preventing the emergence of a tuned assembly code
base. Invariably, such an assembly code base would
have outperformed any nascent, unoptimized HLL

codes, drawing attention and efforts from the develop-
ment of the HLL code, slowing or even completely
forestalling development of the HLL library code.
Using HLLs ultimately provides advantages in terms
of programmer productivity and ease of adoption of
new algorithms and data structures;  thus, it delivers
significant returns in performance or functionality.

Cell GCC became available in 2001, and we used it 
for all code development for the first two years until the
XLC compiler became available. GCC-based compilers

continue to be an important part of
the Cell BE software ecosystem.

HETEROGENEOUS
ARCHITECTURE TOOLS

Supporting software development
in a heterogeneous architecture rep-
resents a set of challenges surpassing
traditional application build envi-
ronments. Integrating tools across
different architectures is key to
allowing programmers to focus on

application development and ensuring their productiv-
ity. To address this need for a cohesive application devel-
opment and build environment, we used a multipronged
approach, reflecting the options available for different
tools.

The initial tool environment started out hand in hand
with the architecture definition work. A small team con-
centrated on developing key functionality and explor-
ing the new architecture. The first programming
support specific to the Cell BE targeted the SPU to
explore the new architecture. Software and hardware
development occurred in parallel, and we developed the
SPU specification, compiler, and simulator infrastruc-
ture in parallel as we explored different design choices. 

As the architecture evolved and the developers wrote
longer programs, they needed a more robust develop-
ment environment. We accomplished this by porting the
GNU binutils to the SPU, providing a robust assembler,
linkage, and binary manipulation utilities. 

At the same time, integration between PPE and SPE
to support advanced application development became
more pressing. Ideally, this environment would provide
a single, common interface for PPE and SPE program
build with the ability to specify the target processor 
element on the command line. In a next step, a compiler
would then automatically build Cell applications, parti-
tion the program into functions to be executed on the
PPE and SPEs, respectively, and insert thread synchro-
nization and data transfer as necessary for the correct
execution of the program.

Integrated compilation
We defined the compiler to share a common vector

programming model and support migration of applica-
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tion source code between the different processor element
types. Based on the common type system to represent
vector data, we provided low-level intrinsics to access
the specific architecture features of the two processor
elements.

To compile an application for a Cell BE processor,
portions of the program must be compiled specifically
for each processor type. To accomplish this, compilers
are provided for both processor ele-
ment targets with separate executa-
bles for PPE and SPE, which are
built from common source code.
This makes traditional compiler
optimizations and newly developed
SIMD vectorization support avail-
able for both processor elements. To
provide a common compilation
interface for PPE and SPE, the com-
piler driver can invoke the proper
executable for each target type based
on a specified target architecture.

Building integrated executables
The GNU binutils provide a highly portable binary

utilities tool chain with architecture versioning support.
Thus, we chose to provide assembler and linker support
for both PPE and SPE targets with a single binary. The
linker generates object files in ELF format for both PPE
and SPE. Finally, as Figure 1 shows, we developed an
embedder program to build an integrated executable by
including SPE executables in PPE executables, such that
a thread executing on a PPE can initiate a thread exe-
cuting the code the SPE binary specifies. 

The embedder reads one or more fully compiled and
linked SPE ELF binaries and embeds the SPE program
in the integrated Cell executable in ELF format. The
resulting PPE executable contains the PPE code, multi-
ple embedded SPE executables, and management func-
tions for transferring the SPE code to an SPE.

To embed an SPE executable in a PPE program, the
embedder reads the fully linked SPE executable, extracts
the memory image (both instruction and data), and gen-
erates C code containing data arrays corresponding to
the memory image (data and text segment). It then
invokes the PPE compiler to generate an object file with
the data array holding the executable, which can be
linked to PPE object files to give a single Power Archi-
tecture executable containing SPU object modules. 

USING LINUX IN HETEROGENEOUS
ARCHITECTURES

The Linux operating system played a central role in
the STI development process. We based the initial port
to the Cell BE on the Linux 2.4 kernel’s 64-bit Power
Architecture distribution and bootstrapped it on the
Mambo full system simulator long before the design was

finished. A key advantage of this approach was that it
allowed exploration of heterogeneous execution mod-
els and evaluation of software support for proposed
architecture functionality.

Porting Linux to the Cell BE involved addressing two
important challenges. From a programming model per-
spective, we had to explore programming paradigms to
enable applications to efficiently use the SPEs; from an

operating system design perspective,
the engineering challenge revolved
around the dramatic break with the
kernel’s expectations—namely, that
each processor would be handling its
own memory-mapping needs. While
centralizing system management
functions (such as virtual memory
management) is one of the enablers
of Cell’s efficiency, special considera-
tion must be given to this aspect in
porting legacy operating systems. 

We experimented with several generations of SPE
enablement in Linux to derive the most efficient and pro-
grammer-friendly model. From a programmability per-
spective, a key challenge was making SPEs easily
accessible without imposing numerous constraints that
would complicate application development. As we
addressed these issues, we provided several experimen-
tal prototypes to early adopters to gather feedback.
Based on real-world programming requirements and
feedback from those developers, we evolved a generic
and flexible SPE thread model. We based this model on
the familiar pthreads concepts using the Linux 2.6.3 ker-
nel source base and providing a heterogeneous light-
weight thread model where a system call could spawn an
SPU process, as Figure 2 shows.

Fault handling
From an operating system design perspective, a key

challenge was to handle exceptions delivered on behalf
of SPEs. This was a novel architectural mechanism,
which had not been planned for in the internal Linux
architecture. This model broke with traditional operat-
ing system kernels in one significant way: In normal sym-
metric multiprocessor system kernels, exceptions are
associated with the currently scheduled process and can
deliver only a single exception to the operating system
at a time. In contrast, a Cell system could simultane-
ously deliver eight SPE exceptions to a single PPE, which
also must handle its own PPE-related exceptions.

To address page-fault handling, we adopted an inno-
vative deferred SPE exception approach in which the
exception handler collects and preserves the relevant
SPE fault information. A new deferred SPE page-fault
handler then uses this information, executing in a ker-
nel thread and implementing a Power Architecture-
compliant page-fault handling routine—acquiring

We experimented with 
several generations 
of SPE enablement 
in Linux to derive 

the most efficient and 
programmer-friendly model.
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spinlocks, sleeping, and so forth, as needed.
Because the kernel thread executes the page-
fault code at noninterrupt priority, it can spin
on locks or sleep while waiting on a page trans-
fer from external storage without causing dead-
locks that might be introduced if multiple
page-fault handlers were active simultaneously.

Thread management
To support a flexible SPE programming envi-

ronment and provide a familiar programming
abstraction, we created an SPE thread manage-
ment API similar to the Posix pthreads library.
This API supports both the creation and termi-
nation of SPE tasks and atomic update primi-
tives for ensuring mutual exclusion. The API
can access SPEs using a virtualized model
wherein the OS dynamically assigns SPE threads
to the first available SPE. This API completely
virtualizes SPEs and the number of SPEs pro-
vided in a specific CBEA implementation or
hypervisor-created partition. Optionally, appli-
cations can use a program-specified affinity
mask to assign SPE threads to specific SPEs.

Interelement thread communication and syn-
chronization architecture features (mailboxes,
signal delivery, and so on) can be accessed either
through a set of system calls or by allowing the
user application to map an SPE’s memory-
mapped control block into its application space.
In the CBEA, the SPE control block actually
consists of three separate control blocks corre-
sponding to functions to be accessed by a user
space application, an operating system, and a
hypervisor. Using the user-accessible function
control block, an application can perform direct
MMIO operations between processor elements to com-
municate between SPEs and remote elements (either
SPEs or the PPE) and avoid the overhead associated with
system calls. 

When the application requests creation of a thread, the
SPE thread library requests the OS to allocate an SPE and
creates SPE threads from SPE ELF object format files
wrapped into an integrated Cell executable. To offload
a portion of thread initialization onto the SPE, the PPE
can use a “miniloader” executing on the SPE to perform
SPE program loading. The miniloader, a 256-bit SPE pro-
gram, downloads the application ELF segments from the
host thread’s effective address space to the SPU local
store. Using an SPE-side miniloader is advantageous
because it offloads the PPE from having to pace program
loads and it can use the SPE miniloader to preinitialize
registers with application/OS parameter values.

This is attractive because multiple SPEs can load
threads simultaneously, and SPEs have deeper fetch
queues to hold multiple block transfer requests associ-

ated with loading a thread. In addition, communication
within a processor element’s scope—that is, between the
SPU and its associated MFC—is more efficient than
interprocessor element communication between the
MFC in an SPE and the PPE using MMIO. 

Debugging integrated executables 
The Cell BE requires an advanced debugging envi-

ronment to allow developers to track applications exe-
cuting on up to nine cores in a heterogeneous
environment. Application developers working on a Cell
BE application need to be able to follow the flow of con-
trol from one processor element to another processor
element, from the PPE to a task spawned on the SPE, or
from one SPE to the next. 

The Cell debugging environment is built on the GNU
debugger (GDB) and is the Cell debugging solution for
both the GCC open source compiler and the IBM pro-
prietary XL C compiler. The Cell debugging environ-
ment, however, goes far beyond a simple port of the
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Application source
and libraries

PPE object files SPE object files

Physical SPEs

Cell Linux
SPE Virtualization / Scheduling Layer

SPE software threads (LWPs)PPE software threads 
    (LWPs)

Physical PPE

PPE
T1 T2 SPESPE SPE SPE
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Figure 2. Application development and execution for a heterogeneous
chip multiprocessor such as the Cell BE. An application program and
libraries are partitioned into a set of functions executing on the PPE and
SPE and compiled into object files for the PPE and SPE, respectively.The
object files are then linked into an integrated executable (shown in Fig-
ure 1).The PPE object files contain code for several PPE software threads,
and the SPE files contain code for several SPE software threads. When the
application executes on a Cell-aware operating system (such as Cell
Linux), it creates software threads using the thread library and the oper-
ating system services providing software threads (“lightweight
processes” or LWPs) for the PPE and SPE.The operating system then
maps the software threads to the available hardware threads in a Cell
system. In the first implementation, each Cell BE chip offers two PPE
hardware threads using hardware multithreading in the PPE core and
eight single-threaded SPEs.
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GDB debugging tool. To take advantage of the Cell BE’s
unique characteristics, the environment exploits addi-
tional system services to offer application debugging in
a heterogeneous multicore architecture. When a Cell
BE application spawns an SPE thread, GDB will follow
that newly created SPE thread with the ability to prop-
erly interpret executables for the SPU architecture.

As both PPE and SPE debuggers are based on the
common GDB source, PPE and SPE debuggers offer a
consistent user interface. Initially, starting a thread
instantiated a new processor-element-specific instance
of the debugger; more recent versions support PPE and
SPE debugging with a single heterogeneous debugger.
Unless the developer selects an assembly language view
of the program, the source-level debugger makes Cell’s
heterogeneous architecture completely transparent,
allowing the developer to concentrate on the applica-
tion behavior without regard to underlying instruction
set architecture.

The Cell multicore debugging environment is based
on several components:

• a GUI tracking multiple threads on the PPE and SPEs
(an alternative text-based debugging environment is
also available);

• GDB as the debugger engine, allowing developers to
follow the execution of code across the PPE and SPEs, 
set breakpoints, and display data values stored in 
registers and memory; and

• debugging support in the system software stack that
allows GDB sessions to gain control of a thread
when it is initiated as well as interfaces to implement
state inspection and modification.

The heterogeneous debugger architecture depends on
support in the ABI—specifically, the thread creation
interfaces provided in libspe.a, the SPU support library.
Thus, all applications built with the standard Cell BE
libraries automatically benefit from transparent het-
erogeneous debug support. To accomplish this, libspe.a
and the dynamic library loader (ld.so) include support
(during SPE thread creation) to allow ppu-gdb to obtain
control at predictable points and retrieve information
necessary to debug code in a newly created SPE thread.
We have also included support for the debug environ-
ment in the SPU linker (spu-ld) by generating context
information. This allows the debugger to find the sym-
bol tables and other debugging information for each
SPE thread when an application developer initiates an
spu-gdb session. 

The architecture, operating systems, and Cell system
ABIs tightly integrate heterogeneous debug support. As
an example, programmers can set arbitrary breakpoints
in an SPU program at the source level. The GDB then
translates this breakpoint into a location in the SPU local
store and inserts an SPU “stopd” instruction. When the

SPU attempts to execute this instruction, the SPE deliv-
ers an interrupt to the PPE. In response to this interrupt,
the kernel will perform a context save of the SPU thread
state and send a SIGSTOP signal to the tracing process,
allowing the debugger to take control when the appli-
cation reaches a breakpoint. 

The SPU GDB supports access to both the program
state of user programs in the SPU and access to SPE state
to provide a comprehensive view of application execu-
tion in a Cell system. In addition to SPU application state,
this includes other SPE state corresponding to program-
initiated operations such as mailbox communications,
DMA transfers maintained in the MFC, and so forth.

W e used open source software across the entire
system stack to explore novel architecture con-
cepts and their software enablement. We archi-

tected the software stack to present a high-level
language programming environment abstracting spe-
cific architecture choices. The software environment
allows application developers to focus on exploiting
application parallelism to deliver the superior Cell per-
formance as actual application performance. Using
open source software has allowed accelerating archi-
tecture validation and debugging in a full-fledged soft-
ware environment. In addition to being highly useful
during the later stages of architecture definition and
refinement, this approach also has provided an envi-
ronment for early Cell adopters. 

We have benefited—in real-world applications and in
real time—from the feedback of Cell adopters in explor-
ing programming abstractions for an integrated hetero-
geneous environment as pioneered by the Cell
Broadband Engine Architecture. Many of the tools that
formed the basis of the Cell BE infrastructure are still in
use today, while others have served as a testbed and will
coexist with commercial tools in a rich Cell software
ecosystem. Adopting an open software strategy has
allowed us to accelerate the market deployment of a new
architecture offering innovations to improve efficiency
and performance across the entire architecture stack by
prototyping innovative software solutions while build-
ing on a familiar environment.

Finally, the Cell BE software environment allows
application programmers to deliver high performance
by focusing on applications, not the architecture or
an unfamiliar tools environment. The true success of
the Cell software environment is to allow the devel-
opment of new, previously unseen applications for the
Cell BE. ■
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chip level. In turn, this enables cost benefits from
reduced component count. Additionally, enhanced
resource sharing leads to better performance. On-chip
components can now be easily shared to improve
resource utilization, such as core sharing via hyper-
threading, shared caches, and I/O interfaces. However,
the same features of multicore processors that offer ben-
efits can also present drawbacks. In particular, the
increased levels of consolidation and integration lead to
important isolation concerns—for performance, secu-
rity, and fault tolerance. 

Fault tolerance is an area of major concern. This is a
particularly important issue given that recent studies have
shown dramatic increases in the number of hardware
errors when scaling technology to smaller feature sizes.4

Developers have encountered two main kinds of errors.
First, defects in the silicon cause permanent or intermit-
tent hardware faults, resulting in wear out over time and
leading to hard errors. Second, electrical noise or exter-
nal radiation can cause transient faults when, for exam-
ple, alpha radiation from impurities or gamma radiation
from outside changes random bits, leading to soft errors.

With CMPs, the fault-tolerance problem is com-
pounded because a fault in any single component can
lead to the failure of the entire chip. The failure in time
(FIT) of cores, caches, memory, or I/O components com-
bines to provide a high FIT for the CMP. Future CMP

Resource sharing in modern chip multiprocessors (multicores) provides many cost and 

performance benefits. However, component sharing also creates drawbacks for fault,

performance, and security isolation.Thus, integration of components on a multicore chip

should also be accompanied by features that help isolate effects of faults, destructive

performance interference, and security breaches.

Nidhi Aggarwal, University of Wisconsin-Madison

Parthasarathy Ranganathan and Norman P. Jouppi, Hewlett-Packard Laboratories

James E. Smith, University of Wisconsin-Madison

T echnology scaling and power trends have led to
the widespread emergence of chip multiproces-
sors (CMPs) as the predominant hardware par-
adigm.1 Multiple cores are being integrated on
a single chip and made available for general-

purpose computing. Intel and AMD manufacture dual-
core processors and, more recently, quad-core proces-
sors. From a system viewpoint, CMPs provide higher
levels of integration, typically including multiple pro-
cessing cores, caches, memory controllers, and even
some I/O processing—all in a single socket. The Sun
Niagara processor, for example, includes eight cores, a
shared second-level cache, and integrated memory con-
trollers and I/O interfaces. The IBM Power5 dual-core
processor has an on-chip memory controller.

Trends toward multiple cores will likely continue.
Indeed, at a recent Intel Developer Forum, the company
announced an aggressive roadmap of multicore proces-
sors with on-chip integration, including an 80-core pro-
totype chip. AMD and other processor vendors have
similar roadmaps. Further research in the academic com-
munity focuses on processors with a much larger num-
ber of cores,2 as well as interesting variations in the
design of multicore chips to include asymmetric and con-
joined multicore processors.3

This scaling to include more cores allows for greater
computational capability and system integration at the

Isolation in 
Commodity
Multicore Processors 
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designs must offer the capability to isolate the faulty
components and map them out so that the chip can be
used with the remaining fault-free components.4

Figure 1 shows a conventional CMP architecture with
eight cores, P0 … P7, each with private L1 caches, an 
eight-way banked, shared L2 cache, four memory con-
trollers, and coherent links—such as Hypertransport—
to other CMP sockets or I/O hubs. In this architecture, a
bidirectional ring connects the processors and cache
banks, but other configurations with more complex 2D
arrangements, such as meshes and interleaved layouts,
are possible.

As the number of cores in a CMP increases geometri-
cally with lithographic scaling, a failure in one part of

the conventional organization affects
increasingly larger amounts of computa-
tional capability. For example, if the system
shares all L2 cache banks and employs low-
order address interleaving among the
banks, a transient fault in the cache con-
troller state machine can lead to an erro-
neous coherence state. Using error detecting
codes on a coherence bit does not help in
this case because the fault lies in the cache
controller logic, before the coherence bits
are set. Such a fault affects an entire chip’s
availability. Similarly, a fault in a memory
controller, or anywhere in the ring inter-
connect, affects all the cores.

As the “Examining Current Commodity
CMPs for Fault Isolation” sidebar describes,
in the past when individual processors, mem-
ory controllers, and cache memory SRAMs
provided the basic system building blocks, sys-
tem designers could achieve good fault isola-
tion by combining these chip-level compo-
nents into redundant configurations at the
board level. When necessary, designers can
incorporate small amounts of application-spe-
cific integrated circuit (ASIC) glue logic. For
example, the HP NonStop Advanced Archi-
tecture implements process pairs and fault-
containment boundaries at the socket level. 

With multicore approaches, however,
socket-level isolation is no longer an attrac-
tive solution, and neither is using off-chip
glue logic, especially for small systems. With
growing numbers of cores at the socket
level, implementing redundant configura-
tions using different parts of a single multi-
core processor has become increasingly
desirable. However, the lack of fault isola-
tion in current multicore processors makes
this impossible. 

CHALLENGES
Static isolation, in which independent computers are

fabricated on the same die, is a very straightforward
approach to providing isolation in multicore processors.
As Figure 2 shows, each computer has its own memory
controller and I/O connections. This architecture has
several disadvantages, however. The static partitioning
of cache resources—which inhibit any interprocessor
sharing—significantly reduces overall system perfor-
mance and has not been used in proposed CMP designs.
Similarly, static partitioning of chip interfaces and pins
uses off-chip bandwidth inefficiently, making such a
design unattractive for high-volume applications in
which performance rather than high availability is the
objective. Therefore, this offers a poor design choice for
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Figure 1. Conventional chip multiprocessor architecture.This CMP architec-
ture has eight cores, P0 ... P7, each with private L1 caches; an eight-way
banked, shared L2 cache, B0 … B7; four memory controllers; and coherent
links to other sockets or I/O hubs; FBD, IMM = fully buffered dual in-line mem-
ory module, Link adpt = link adapter, and  Mem ctrl = memory controller.

Mem

Ctrl
Link

Adpt

FBDIMM

FBDIMM

L1 D1

Mem

Ctrl
Link

Adpt

FBDIMM

FBDIMM

L1 D1

Mem

Ctrl
Link

Adpt

FBDIMM

FBDIMM

L1 D1

B0

FBDIMM

FBDIMM

FBDIMM

FBDIMM

P0

L1 D1

B1

FBDIMM

FBDIMM

FBDIMM

FBDIMM

P1

L1 D1

B7

FBDIMM

FBDIMM

FBDIMM

FBDIMM

P7

L1 D1

Link
adpt

Mem
ctrl

Link
adpt

Mem
ctrl

Link
adpt

Mem
ctrl

Figure 2. Static isolation. Independent computers are fabricated on the same
die, and each computer has its own memory controller and I/O connections.
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balancing the tradeoffs between isolation and the ben-
efits from shared resources. 

The challenge therefore is to design techniques for
configuring “off-the-shelf” CMPs with relatively little
added on-chip hardware and complexity into high-avail-
ability, redundant systems. This can enable configuring

the levels of sharing dynamically, allowing isolation to
be selectively turned on when needed.

CONFIGURABLE ISOLATION
We propose CMP implementations with configurable

isolation—a set of techniques for dynamically config-

June 2007 51

Examining Current Commodity CMPs for Fault Isolation
We analyzed the reliability and availability features of

five commodity multicore architectures from key ven-
dors: IBM’s Power5,1,2 AMD’s Opteron,3 Sun’s Niagara,4

and Intel’s Xeon5 and Montecito.6 Figures A shows the
five commodity CMP architectures.

AMD’s Opteron 64-bit microprocessor has an on-
chip memory controller and three HyperTransport
links. The links connect an Opteron to other Opteron
processors without additional chips. The Opteron has
error-correcting codes (ECC) and protects large storage
arrays like caches and memory. Hardware scrubbers
are implemented for the L1 data cache, L2 cache tags,
and DRAM, which supports chip kill ECC.

Sun Niagara is a CMP of multithreaded cores that
supports 32 threads, with four threads per core. All the
cores share a single floating-point unit. The memory
system consists of an on-chip crossbar, L2 cache, and
memory controllers. Each L2 bank connects to one
memory controller. Niagara also supports ECC, chip
kill, and memory scrubbing to protect against errors in
the storage arrays. In addition, the chip has extensive
support for per-thread trap detection and notification.

In the Northbridge, Intel Xeon-based 64-bit multi-
processors have multiple cores sharing a single external
memory controller. The Xeon also supports ECC, par-
ity, and scrubbing to protect the storage arrays.

The IBM Power5 is a dual-core, two-way SMT
processor with an on-chip memory controller. Power5-
based multiprocessors have extensive error checking
and also include reliability features such as support for
CPU sparing, chip kill, ECC, and parity for the memory
hierarchy. 

Intel Montecito is an Itanium-based dual-core and
dual-threaded processor. Montecito provides parity
protection for register files in addition to the ECC,
scrubbing, and parity protection in the memory 
hierarchy. It also supports steering logic to isolate hard
errors in the L3 cache lines.

Key Components
We divided each CMP into different components

and then characterized whether they satisfied key
requirements for fault tolerance: fault isolation, fault
detection, and online repair. These three requirements
are typically satisfied by employing redundancy. Continued on the next page
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Figure A. High-level architectural block diagrams of the vari-
ous commodity processors studied. Diagrams 1-5 correspond-
ingly approximate the IBM Power5, AMD Opteron, Sun
Niagara, Intel Xeon, and Intel Montecito.
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Cores 
Inside the core, currently transient fault detection 

is mainly restricted to the register file via parity or ECC.
Montecito provides an exception with its built-in lockstep
support and internal soft-error-checking capabilities.
Opteron, Xeon, and Niagara have no fault isolation, so an
error originating in any core can propagate to all other
cores through the shared system components. Power5
and Montecito provide some degree of isolation for cores
in different logical or electrical partitions, respectively. 

In summary, all the commodity CMP architectures are
vulnerable to soft errors, except Montecito in its lockstep
configuration.

Caches
Most architectures are resilient to errors in the cache

array and provide ECC or parity checking at all cache
levels. However, Opteron and Xeon cannot tolerate
errors that are not correctable by ECC alone, such as
multibit errors. Niagara, Power5, and Montecito have
more redundancy and fault isolation and can tolerate
important classes of multibit errors. These CMPs usually
share at least one level of the cache hierarchy, either
across cores or contexts. However, none of the com-
modity CMPs can tolerate errors in the associated cache
control circuitry.

Memory
Memory is perhaps the most fault-tolerant resource 

in commodity CMP systems. All the conditions for fault
tolerance are satisfied in the memory arrays. This also
reflects that historically memory is a system’s most 
error-prone component.

All the architectures have sophisticated techniques
like chip kill, background scrubbing, and DIMM-
sparing to tolerate failures. However, there is no tol-
erance to failures in memory access control circuitry.
A failure in any memory controller or anywhere in the
interconnect would affect all the cores. For example,
in a design like the Xeon, an error in one memory
controller in the shared Northbridge memory con-
troller hub can affect multiple cores. On the other
hand, in Opteron the failure of an on-chip memory
controller can potentially be isolated to the cores in
that chip. 

Summary
Overall, we find that existing transient fault detection

is limited to storage arrays such as register files, cache,
and memory arrays. The lack of system-level fault isola-
tion poses the biggest problem. Shared components do
not have adequate fault isolation because a fault in one
shared component can affect all cores on the chip. This

Table A. IBM zSeries.

Component Redundancy Fault isolation Fault detection Online repair  

Core 8 spare processors Processors checkstops Mirrored pipeline, ECC, and Dynamic core sparing, checkpoint 
(in 4 books) on failure parity with retry in register at each instruction boundary, 

files concurrent book add, checkpoint 
transplant to spare processor, 
separate register file for checkpoint 

Cache Active redundant Special uncorrectable L1 - parity protected, Capability to add new cache at L2 
L2 cache, redundant error codes L2 - ECC protected, ring interface, retry
L2 rings XOR checking of control 

signals from L2 chips 
Memory Spare DRAM chips, Isolation of erroneous TMR for store keys, ECC, memory Concurrent book add, chip kill, ECC 

redundant main storage DRAM chip and store scrubbing, extra ECC code space, 
controller, redundant key special uncorrectable error (UE)
store protect keys codes to indicate error source 

I/O Redundant memory bus Single memory bus Parity protection, command Operation retries, concurrent book 
adapters (per book), adapter clockstep reject request, forced hang, add
I/O resources shared design special UE tag for known 
across all partitions uncorrectable data 

System data Redundant buses Independent buses, Parity protected tag bit for Call for repair
and control immediate checkstop uncorrectable data
buses on control bus UE, 

regeneration of ECC 
across interfaces 
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Table B. HP NonStop.

Component Redundancy Fault isolation Fault detection Online repair  

Core Dual or triple modular Isolated to a CPU Compare results of I/O Reintegration of new processing 
redundancy element, dedicated reintegration 

link
Cache Dual or triple modular Isolated to cache Compare results of I/O Replace processor slice 

redundancy
Memory Dual or triple modular Isolated to memory, Compare results of I/O, symmetric Replace processor slice  

redundancy no shared memory handling of interrupts for memory 
coherence across replicas 

I/O Dual redundant SAN Independent fabrics Self-checked circuits Online replacement of logical 
synchronization units

System data Redundant buses Independent buses CRC checksums Replace processor slice  
and control 
buses

is true even if the system is running programs in a dual-
modular redundant (DMR) or triple-modular redun-
dant (TMR) configuration. 

Comparing High-End, High-Availability Systems
We also examined two state-of-the-art systems, the

IBM zSeries, shown in Table A, and the HP NonStop,
shown in Table B. Enterprise-class applications that
demand continuous availability use both of these
systems.

The NonStop systems are DMR or TMR fault-
tolerant servers built from standard HP four-way SMP
Itanium server processor modules, memory boards,
and power infrastructure. The processors communi-
cate with each other and with shared I/O adapters
through the ServerNet system area network (SAN).
Each row of processors in a dual-mode or triple-mode
redundant configuration forms one logical processor,
which is made up of processor elements, one from
each of the slices. The logical processor is the self-
checked member of the cluster. Each processor ele-
ment is a microprocessor running its own instruction
stream and has a portion of the slice memory dedi-
cated to its use. There are no synchronized clocks
among the slices. The system compares all outputs
from the servers at the I/O operation level (both IPC
and device I/O) for 100 percent detection of faults.
The voters themselves are self-checked. 

The IBM zSeries servers incorporate extensive
reliability, availability, and serviceability features to
prevent both hard and soft errors. The zSeries
pipeline is duplicated and each instruction checked
before committing its results to an architected
state. The servers have extensive redundancy in all
components, including processors, L2 rings, L2

cache, and memory bus adapters. Most of the
redundant components can be deployed dynami-
cally, with no downtime, using techniques like
Concurrent Book Add and Dynamic CPU Sparing.
Wendy Bartlett and Lisa Spainhower provide an
excellent discussion of the evolution of the
NonStop and zSeries systems.7
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uring the system with different isolation levels by con-
trolling resource sharing. Figure 3 shows one such 
system.

The key difference between the system in Figure 3
and the one in Figure 1—the baseline architecture—is
the introduction of low-cost configurable isolation at
the interconnect, caches, and memory controller lev-
els. For example, the ring interconnect in Figure 1 has
been cut apart and reconfigured to create multiple log-
ically independent rings using configuration cross-
links similar to the ring configuration units (RCU)
shown in Figure 4. Physically, the ring is expected to
form the chip’s central spine, so the crosslinks should

be less than a millimeter long, and their
activation requires inserting a multiplexer
at the input of a ring interface incoming
data port. The crosslinks and input multi-
plexers introduce a small additional fixed
cost in terms of area and power, which
does not significantly increase the design’s
cost for system configurations in which
higher availability is not an objective.

As shown, an RCU can be implemented
using multiplexers. Under software config-
uration control, the multiplexers can pass
signals through to create a larger ring, or
they can divide the larger ring into separate
segments. The crosslinks are also expected
to be shorter than the ring segments
between cores, so the crossconnects should
operate at least as fast as core-to-core or
bank-to-bank ring segments.

Because the cross-links and input multi-
plexers are shared and can form a single

point of failure, they must be implemented using self-
checked logic if the design requires stringent fault tol-
erance. At the cache level, providing configurable
isolation requires small changes to the ring and bank
addressing. When the system software partitions the
intercore interconnect, fewer address bits are required
for interleaving among L2 cache banks within a single
domain. Therefore, the L2 cache size available in a
domain is inversely proportional to the number of
domains.

Providing reconfiguration capabilities for cache banks
and memory controllers requires the addition of two
mode bits and extra tag bits. The first mode bit and one
extra tag bit enable caching lines from the bank con-
nected to the same memory controller. Another mode
and two tag bits can enable caching lines from banks
connected to a different memory controller. Overall, the
number of extra bits required in a bank to enable
caching of lines from any other bank in the system is
log2 (number of banks).

This architecture offers the advantage that the system
can be partitioned into separate domains on the fly, start-
ing, for example, with Figure 1, and using configurable
isolation to separate faulty domains from working
domains. If there is a core fault, system software can iso-
late it within its domain and continue functioning with
cores in the remaining, working domains. Further, the pro-
posed architecture can continue functioning in the event
of faults in cache banks, memory controllers, and the inter-
connection network. For example, if a fault occurs in a
cache bank—say, B0 in Figure 1—then all the lines in that
bank can be cached in the bank that shares the memory
controller with the faulty bank—in this case B1. Should a
memory controller fault occur, lines cached by both the
B4 and B5 banks, connected with the memory controller,

Mux

Mux

Mux

Mux

Figure 4. Ring configuration units. Physically, the ring forms the
chip’s central spine, so the cross-links should be less than a mil-
limeter long.Their activation requires inserting a multiplexer at
the input of a ring interface incoming data port.
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Figure 3. Configurable isolation.The introduction of low-cost configurable
isolation at the interconnect, caches, and memory-controller levels provides
a set of techniques for configuring the system with different isolation levels
by controlling resource sharing.
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can be cached by two other banks connected
to a fault-free memory controller: B6 and B7.
Similarly, link adapter and interconnect fail-
ures can be tolerated by isolating the faulty
components and reconfiguring the system to
use the remaining fault-free components.

The architecture in Figure 3 offers another
advantage. Because system software can now
divide the multicore processor into separate
isolated domains, the separate domains can
execute redundant copies of the same soft-
ware to check for soft or transient errors. For
example, Figure 5 shows how the system can
be configured into two domains. The system
employs resources from two domains to run
dual-modular redundant (DMR) process
pairs, with computations in the one domain
(red in the figure) replicated in the second
(green) domain when higher availability is
required. In this design, self-checked voters
compare the output of the redundant execu-
tion to detect errors.

For highest availability, voters can be
implemented in I/O hubs connected to
adapters from the redundant domains, sim-
ilar to the hardware voters in the Nonstop
Advanced Architecture.5 For lower-cost, lower-avail-
ability solutions, hypervisors that communicate between
the redundant domains through I/O can implement the
voter.6 Similarly, we could start with Figure 3 and use
three isolated domains to enable a triple modular redun-
dant (TMR) configuration. Further, the number of
domains need not be static if the RCUs are self-checked,
and they can be changed as system needs evolve. 

BENEFITS
Configurable isolation in a CMP lets reconfiguration

map out the faulty component and provides graceful
performance degradation. We evaluated the impact of
hard faults and subsequent reconfiguration on the sys-
tem’s computing capacity over its lifetime by compar-
ing three architectures:

• Shared. A completely shared system similar to pro-
posed CMPs, as shown in Figure 1.

• Static isolation. A completely private system with full
isolation, as shown in Figure 2.

• Configurable isolation. Our proposed architecture,
with reconfiguration and configurable isolation, as
shown in Figure 3. 

Because the configurable-isolation architecture does
not contain any modification to the cores, the size of the
working set and its effect on cache behavior is the most
important workload characteristic. Using SPEC bench-
marks, we constructed three workloads with large,

mixed, and small memory footprints. Over the course
of a simulation run, as cores become unusable due to
hard faults, benchmarks drop from the workloads,
reflecting the loss of computing capability. 

The fault model is based on state-of-the-art technol-
ogy and derived from detailed and confidential micro-
processor vendor models. We used HP-internal fault-
analysis experiments to calibrate the fault model. The
fault data includes FIT rates and distributions for hard
and soft errors per component. We modeled five differ-
ent regions that represent the granularity of reconfigu-
rations: core and L1 cache, L2 circuitry, L2 banks,
memory controller circuitry, and link controller. 

On the shared system, any hard fault leads to system
failure. This means that after a failure, such a system’s
throughput drops to zero for all workloads. On the sta-
tically isolated system, any single fault leads only to the
loss of throughput from the benchmark mapped to that
private system. For example, even a fault in the bank asso-
ciated with a core leads to that core being unusable. On
a configurable isolated system, a fault—in a memory con-
troller, for example—leads to loss of performance from
the banks connected to the memory controller, but not
the loss of a workload. Only when a core fails does a
benchmark drop from the workload. Thus, the entire sys-
tem becomes unusable in the configurable isolated archi-
tecture only when the last component of any type fails.

To make evaluation feasible, we used a two-phase
methodology to simulate the performance of different
processor configurations for various fault-arrival 
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Figure 5. Dual fault domains.The system can be configured into two domains
to run a dual-modular redundant process pair, with computations in the one
domain (red) replicated in a second (green) domain when the system requires
higher availability.
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scenarios. First, using more than one machine-year, we
ran a full-system simulator to exhaustively simulate the
possible system configurations and compute the
throughput of all configurations, subject to specific poli-
cies. Second, we performed a Monte Carlo simulation
using a detailed component-level fault model. By run-
ning the Monte Carlo simulation for 10,000 runs, we
simulated fault injection in a total of 10,000 systems,
with each run comprising 100,000 simulated hours—
approximately 11 years, as Figure 6 shows.

All simulations were done using a full system x86/x86-
64 simulator based on AMD SimNow, which can boot
an unmodified Windows or Linux OS and execute com-
plex application programs. We used a timing model with
a memory hierarchy similar to that supported by an
AMD Opteron 280 processor, except with smaller L2
cache sizes to match the workloads’ working set.1

As Figure 6a shows, performance degrades more
gracefully with respect to hard faults in a system with
configurable isolation. The average performance of the
configurable isolation architecture degrades by less than
10 percent over 10 years. In contrast, the fully shared
configuration degrades by almost 60 percent over the
same period. 

Figure 6b provides an alternate view of configurable
isolation’s benefits, showing the number of component
replacements for each of the three approaches. We assume
that the system continues to stay operational until the
performance dips below a certain threshold, after which
the entire multicore component must be replaced and the
performance reinitialized to that of the no-fault configu-
ration. The simulation then continues for the remainder
of the 100,000 hours with the new system.

We consider three cases in which the performance
threshold is set to 90, 75, and 50 percent of initial per-
formance. The total number of replacements across
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Figure 7.Three dual-modular redundant (DMR) configuration
architectures: shared, statically isolated, and configurable iso-
lation.The benefits of configurable isolation for providing
graceful performance degradation in the event of hard faults
(for DMR systems with transient fault protection) are shown
across three memory workloads: (a) small, (b), mixed, and (c)
large.
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Figure 6. Evaluating the benefits of reconfiguration. Normal-
ized performance from Monte Carlo hard-fault simulation over
an 11-year period generated the results shown for three archi-
tectures—a baseline conventional system with full sharing; the
proposed system, with configurable isolation; and a system
with static isolation: (a) Performance over time and (b) normal-
ized component replacements.
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10,000 Monte Carlo runs for a statically isolated and
configurable isolated system is normalized with respect
to the total number of replacements for a fully shared
system. In such a system, every fault leads to system
replacement because the performance drops to zero.
These results show that the architecture with config-
urable isolation dramatically reduces the need to replace
components irrespective of performance thresholds.

Figure 7 presents results for the three architectures
when used in a DMR configuration. In this configura-

tion, a core failure would lead to loss of throughput
from both copies of the benchmark. Since memory foot-
print affects performance significantly in this configu-
ration, we present results for the large, mixed, and small
memory workloads in Figures 7a, b, and c, respectively.

As expected, the shared system performs worst, with a
dramatic degradation in average performance of 30 to
35 percent during the first two years, and degradation
close to 50 percent by the end of five years. The statically
isolated configuration is more resilient to failures and pro-
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Other Benefits from Isolation
In addition to fault isolation that enables more

graceful degradation of performance in the pres-
ence of faults, isolation offers other benefits. 

Power Reprovisioning
Isolation can lead to optimizations that are

otherwise impossible. For example, with suitable
fault-isolation support, the power budget could
be dynamically reprovisioned by reassigning the
power allotments of faulty components to the
remaining fault-free components. Figure B shows 
the results assuming a future fault-model when 
a failed core’s power budget can be reallocated
dynamically to increase the clock frequency of 
the remaining cores, leading to improved system
performance.

Trust and Performance
Other kinds of isolation include trust and perfor-

mance. Consider, for example, scenarios in which
workloads of different priorities compete for shared
resources or have destructive interference—such as
a background virus scanner running in parallel with
an interactive user application. Support for isolation can
ensure that the system partitions resources for the two
workloads dynamically to avoid conflict. Similarly, in
environments where the same computing platform
hosts multiple workloads with different service-level
agreements, configurable isolation can be used to 
partition resources to end users based on priority.

Recent studies describe the need for and benefits of
performance isolation in a CMP.1,2 Kyle Nesbit and
colleagues2 propose a virtual private machine system
that allocates a set of CMP resources—processors,
bandwidth, and memory resources—to individual
tasks. Virtual private machines isolate performance 
for coscheduled tasks in a CMP and ensure that the
performance does not vary significantly regardless of
the load placed on the system by other tasks.

Even if performance is not an issue, from a security
and trust viewpoint, isolation could still prove useful to

avoid malicious attacks from one user or application
affecting other users or applications hosted on the
same multicore. Dong Woo and Hsien-Hsin Lee3 sug-
gest active monitoring to identify denial-of-service
attacks and point out the challenges in differentiating
attack scenarios from normal heavy-usage cases.
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vides more gradual performance degradation. Over five
years, the net performance loss is only 10 to 15 percent. 

The results for the large memory workload in Figure
7c are particularly interesting. Here, the isolated con-
figurations (statically isolated and configurable isolated),
by virtue of having private caches, initially underper-
form the shared configuration. However, compared to
the fully shared system, the statically isolated system
becomes performance competitive at around two years,
the crossover point in the curves in Figure 7c. 

Figure 8 presents the results for the number of com-
ponent replacements required for the three architectures
across all three workloads. The configurable isolation
system consistently achieves the best performance across
all workloads. With configurable isolation, resources
can still be shared within a given fault domain.
Additionally, dynamically repartitioning the resources
leads to the most graceful degradation across all three
workloads.

Several enhancements to the configurable isolation
architecture provide additional benefits. For example,
we assumed a single process per core. Overloading
processes on remaining cores in a given working domain
can potentially mitigate some of the performance degra-
dation from losing a core in that domain. Similarly,
when remapping fault domains, we assume arbitrary
remapping of the fault domains and assignment of
processes to cores. More advanced policies, aware of
workload requirements and latency effects, could
improve performance further. For example, prior work
on heterogeneous multicore architectures demonstrates
significant benefits from intelligently mapping work-
loads to available hardware resources.2

Configurable isolation also offers the ability to dynam-
ically reconfigure the system’s availability guarantees.
The approach we propose lets the system be configured
to a spectrum of choices, from no-fault isolation to mul-

tiple smaller domains. For example, in utility-comput-
ing environments, a server can be provisioned as a pay-
roll server with high levels of availability turned on, then
it can be redeployed later as a Web server with lower
availability levels. Isolation in CMP environments also
has benefits beyond availability; the sidebar on “Other
Benefits from Isolation” discusses some of these.

M ultiple cores will provide unprecedented compute
power on a single chip. However, integration of
several components on a chip must be accompa-

nied by features that enable isolation from fault effects,
destructive performance interference, and security
breaches. These features must ideally be low cost in terms
of power and area and not impact the performance of
the system adversely. 

Here, we focus on isolation from faults. Future proces-
sors will be increasingly susceptible to hardware errors.
The impact of errors on a conventional CMP with exten-
sive sharing will likely be severe because the shared
resources lack system-level fault isolation. Much of the
recent architecture research in fault-tolerant systems has
focused on tolerating errors originating in the core, such
as DIVA,7 AR-SMT,8 chip-level redundantly threaded
processor with recovery (CRTR),9 dynamic reliability
management,10 total reliability using scalable servers,11

and several others that use the extra cores or contexts
available in a CMP. Other system-level recovery solu-
tions for SMPs, such as NonStop5 and zSeries,12 handle
errors in the interconnection network and the cache
coherence protocol, but they do not deal with the lack
of fault isolation in CMPs.

For reliability at the system level, all components of
the chip must be protected and faults must be isolated
to smaller fault domains than the entire socket. Our
design requires minimal hardware changes and retains
the commodity economics and performance advantages
of current CMPs. Further, we believe that there are excit-
ing research opportunities in the area of enabling low-
cost isolation features in CMPs that can enable them to
be used as building blocks for high-performance,
dependable, and secure systems.■
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• It provides online real-time monitoring. For exam-
ple, when the system is capturing events, the static
sensors can immediately inform users where the
events are occurring, and the mobile sensors can later
provide detailed images of these events. 

• It’s event-driven, in the sense that only when an event
occurs is a mobile sensor dispatched to capture images
of that event. Thus, iMouse can avoid recording
unnecessary images when nothing happens. 

• The more expensive mobile sensors are dispatched to
the event locations. They don’t need to cover the
whole sensing field, so only a small number of them
are required. 

• It’s both modular and scalable. Adding more sophis-
ticated devices to the mobile sensors can strengthen
their sensing capability without substituting exist-
ing static sensors.

Because mobile sensors run on batteries, extending
their lifetime is an important issue. We thus propose
a dispatch problem that addresses how to schedule
mobile sensors to visit emergency sites to conserve
their energy as much as possible. We show that if the
number of emergency sites is no larger than the num-
ber of mobile sensors, we can transform the problem
to a maximum matching problem in a bipartite graph;
otherwise, we group emergency sites into clusters 

Incorporating the environment-sensing capability of wireless sensor networks into video-

based surveillance systems can provide advanced services at a lower cost than traditional

surveillance systems.The integrated mobile surveillance and wireless sensor system

(iMouse) uses static and mobile wireless sensors to detect and then analyze unusual events

in the environment.

Yu-Chee Tseng, You-Chiun Wang, Kai-Yang Cheng, and Yao-Yu Hsieh
National Chiao Tung University

T he remarkable advances of microsensing micro-
electromechanical systems (MEMS) and wire-
less communication technologies have pro-
moted the development of wireless sensor
networks. A WSN consists of many sensor

nodes densely deployed in a field, each able to collect
environmental information and together able to sup-
port multihop ad hoc routing. WSNs provide an inex-
pensive and convenient way to monitor physical envi-
ronments. With their environment-sensing capability,
WSNs can enrich human life in applications such as
healthcare, building monitoring, and home security.

Traditional surveillance systems typically collect a
large volume of videos from wallboard cameras, which
require huge computation or manpower to analyze.
Integrating WSNs’ sensing capability into these systems
can reduce such overhead while providing more
advanced, context-rich services. For example, in a secu-
rity application, when the system detects an intruder, it
can conduct in-depth analyses to identify the possible
source. The “Related Work in Wireless Surveillance”
sidebar provides additional information about other
work in this area.

Our integrated mobile surveillance and wireless sen-
sor system (iMouse) consists of numerous static wire-
less sensors and several more powerful mobile sensors.
The benefits of iMouse include the following: 

iMouse: An Integrated
Mobile Surveillance and
Wireless Sensor System
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so that one mobile sensor can efficiently visit each
cluster.

SYSTEM DESIGN
Figure 1 shows the iMouse architecture, which con-

sists of static and mobile sensors and an external server.
The static sensors form a WSN to monitor the environ-
ment and notify the server of unusual events. Each sta-
tic sensor comprises a sensing board and a mote for
communication. In our current prototype, the sensing
board can collect three types of data: light, sound, and
temperature. We assume that the sensors are in known
locations, which users can establish through manual set-
ting, GPS, or any localization schemes.1

An event occurs when the sensory input is higher or
lower than a predefined threshold. Sensors can com-
bine inputs to define a new event. For example, a sen-
sor can interpret a combination of light and
temperature readings as a potential fire emergency. To
detect an explosion, a sensor can use a combination
of temperature and sound readings. Or, for home 
security, it can use an unusual sound or light reading.

To conserve static sensors’ energy, event reporting is
reactive.

Mobile sensors can move to event locations, exchange
messages with other sensors, take snapshots of event
scenes, and transmit images to the server. As Figure 2
shows, each mobile sensor is equipped with a Stargate pro-
cessing board (www.xbow.com/Products/productsdetails.
aspx?sid=229), which is connected to the following:

• a Lego car (http://mindstorms.lego.com/eng/
default.asp), to support mobility; 

• a mote, to communicate with the static sensors;
• a webcam, to take snapshots; and 
• an IEEE 802.11 WLAN card, to support high-speed,

long-distance communications, such as transmitting
images.

The Stargate controls the movement of the Lego car
and the webcam. 

The external server provides an interface through
which users can obtain the system status and issue com-
mands. It also maintains the network and interprets the
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Figure 1.The iMouse system architecture.Three main components make up the iMouse architecture: static sensors, mobile sensors,
and an external server.The user issues commands to the network through the server (1). Static sensors monitor the environment
and report events (2). When notified of an unusual event, the server notifies the user and dispatches mobile sensors (3), which
move to the emergency sites, collect data, (4) and report back to the server (5).
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tures, which the server suspects to indicate a fire emer-
gency in the sensors’ neighborhoods. 

The server notifies the users and dispatches mobile
sensors to visit the sites. On visiting A and C, the mobile
sensors take snapshots and perform in-depth analyses.
For example, the reported images might indicate the
fire’s source or identify inflammable material in the vicin-
ity and locate people left in the building.

Each static sensor runs the algorithm in Figure 3. The
server periodically floods a tree-maintenance message
to maintain the WSN. It also records each static sensor’s
location and state, which is initially set to normal. Tree-
maintenance messages help the static sensors track their
parent nodes. To distinguish new from old messages,
tree-maintenance messages are associated with unique
sequence numbers. The goal is to form a spanning tree
in the WSN.

When a sensor receives an input above a threshold, indi-
cating an event, the sensor reports that event to the server.
To avoid sending duplicate messages, each sensor keeps a
variable event flag to indicate whether it has already
reported that event. When a sensor detects an event and
the event flag is false, the sensor reports that event and sets
the flag to true. The server collects multiple events and
assigns them to mobile sensors in batches. When a mobile
sensor visits an event site, it asks the local sensor to clear
its event flag.

Mobile sensor dispatch and 
traversal problems

Because mobile sensors are battery powered, we assign
them to emergency sites to conserve their energy as much

as possible. Specifically,
we consider a set L of m
emergency sites to be vis-
ited by a set S of n mobile
sensors, where each site
must be visited by one
mobile sensor. We allow
an arbitrary relationship
between m and n. The
goal is to maximize the
mobile sensors’ total
remaining energy after
sites are visited.

Our dispatch solution
depends on the relation-
ship of m and n. When 
m <= n, we can convert
the problem to one of
finding a maximum
matching in a weighted
bi-partite graph G = (S �
L, S � L), where the ver-
tex set is S � L and the
edge set is the product S

meanings of events from sensors. On detecting a poten-
tial emergency, the server dispatches mobile sensors to
visit emergency sites to obtain high-resolution images of
the scene. The dispatch algorithm also runs on the server.

System operations and control flows
To illustrate how iMouse works, we use a fire emer-

gency scenario, as Figure 1 shows. 
On receiving the server’s command, the static sensors

form a treelike network to collect sensing data. Suppose
static sensors A and C report unusually high tempera-

Figure 3.The algorithm executed by static sensors.Three types of messages activate a static
sensor: tree-maintenance message, sensory input, and event message.

Sensory inputTree-maintenance message Event message

No

No

No

Yes
Yes

Yes

Start

Check incoming messages/events

Send a status-change message
to the server; set eventflag=TRUE

Above threshold?

eventflag=TRUE

New sequence
number?

Set the sender as
its parent node

Rebroadcast the
tree-maintenance message

Relay the message
to its parent node

Lego
infrared tower

WLAN card

Mote

Stargate

Lego car

Webcam

Infrared ray
receiver

USB hub

Light detector

24 cm

24 cm

Figure 2.The mobile sensor. Attached to the Stargate 
processing board are a mote, a webcam, and an IEEE 802.11
WLAN card. A Lego car provides mobility.
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� L = {(si, lj)|si � S, lj � L}. We set the
weight of (si, lj) to ei – emv � d(si, lj),
where ei is the current energy of si; emv

is the energy cost for a mobile sensor
to move by one unit; and d(si, lj) is the
distance from si’s current location to lj .
The solution is the maximum match-
ing P of G, which we can find through
traditional maximum-weight match-
ing solutions.2 Alternatively, we can
set our objective to minimizing mobile
sensors’ total moving distances. We
can also use maximum-matching to
achieve this by setting the weight of
(si, lj) to –emove � d(si, lj).

When m > n, some mobile sensors
must visit multiple sites. To solve this
problem, we divide emergency sites
into n clusters (for example, by the
classical K-means method) and assign
each group to one mobile sensor. In
this case, each mobile sensor’s cost
will include moving to the closest site
in each group and then traversing the
rest of the sites one by one. Given a
set of locations to be visited, we can
use a heuristic to the traveling sales-
man problem2 to determine the tra-
versal order.

IMPLEMENTATION AND 
EXPERIMENTAL RESULTS

Our static sensors are MICAz
motes (www.xbow.com/Products/
productdetails.aspx?sid=164). A
MICAz is a 2.4-GHz, IEEE 802.15.4-
compliant module allowing low-
power operations and offering a
250-Kbps data rate with a direct-
sequence spread-spectrum (DSSS)
radio.

The Stargate processing platform
consists of a 32-bit, 400-MHz Intel
PXA-255 XScale reduced-instruc-
tion-set computer (RISC) with a 64-
Mbyte main memory and 32-Mbyte
extended flash memory. It also has a
daughterboard with an RS-232 serial
port, a PCMCIA slot, a USB port,
and a 51-pin extension connector,
which can be attached to a mote. It
drives the webcam through a USB
port and the IEEE 802.11 WLAN
card through its PCMCIA slot. The
Stargate controls the Lego car via 
a USB port connected to a Lego
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Related Work in Wireless Surveillance
Traditional visual surveillance systems continuously videotape scenes to

capture transient or suspicious objects. Such systems typically need to
automatically interpret the scenes and understand or predict actions of
observed objects from the acquired videos. For example, Wu-chi Feng
and his colleagues proposed a video-based surveillance network in which
an 802.11 WLAN card transmits the information that each video camera
captures.1

Researchers in robotics have also discussed the surveillance issue.2

Robots or cameras installed on walls identify obstacles or humans in the
environment. These systems guide robots around these obstacles. Such
systems normally must extract meaningful information from massive
visual data, which requires significant computation or manpower.

Some researchers use static WSNs for object tracking.3,4 These systems
assume that objects can emit signals that sensors can track. However,
results reported from a WSN are typically brief and lack in-depth informa-
tion. Edoardo Ardizzone and his colleagues propose a video-based 
surveillance system for capturing intrusions by merging WSNs and video-
processing techniques.5 The system complements data from WSNs with
videos to capture the possible scenes with intruders. However, cameras 
in this system lack mobility, so they can only monitor some locations. 

Researchers have also proposed mobilizers to move sensors to en-
hance coverage of the sensing field6 and to strengthen the network 
connectivity.7 Other work addresses the pursuer-evader game, in which 
a pursuer must intercept an evader in the field with the assistance of
WSNs.8 To our knowledge, no one has adequately addressed the integra-
tion of WSNs with surveillance systems, which motivates us to propose
the iMouse system.
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infrared tower, as Figure 2 shows. An infrared ray
receiver on the front of the Lego car receives commands
from the tower, and two motors on the bottom drive
the wheels.

Navigating a mobile sensor or robot
is difficult without some auxiliary
devices. David Johnson and colleagues
used wallboard cameras to capture
mobile sensors’ locations,3 while Jang-
Ping Sheu and his colleagues suggested
using signal strength to do so.4

Our current prototype uses the light
sensors on the Lego car to navigate
mobile sensors. We stick different col-
ors of tape on the ground, which lets us
easily navigate the Lego car on a board.
In our prototyping, we implemented an
experimental 6 � 6 grid-like sensing
field, as Figure 4 shows. Black tape rep-
resents roads, and golden tape repre-
sents intersections. We constructed the
system by placing two mobile sensors
and 17 static sensors on the sensing
field. For static sensors, a light reading
below 800 watts simulates an event, 
so we cover a static sensor with a box to

model a potential emergency.
We use a grid-like sensing field and a grid-like static

sensor deployment only for ease of implementation. In
general, the static WSN’s topology can be irregular. 

Three factors affect the mobile sensors’ dispatch time: 

• the time that a mobile sensor takes to cross one grid-
unit (about 26 centimeters), 

• the time that a mobile sensor takes to make a 90-
degree turn, and 

• the time that a mobile sensor takes to make snap-
shots and report the results. 

In our current prototype, the times are 2.5, 2.2, and
4.0 seconds, respectively. 

Figure 5 shows experimental results with one mobile
sensor initially placed at (0, 0) and two mobile sensors
placed at (0, 0) and (5, 5). We generate some random
events and evaluate the dispatch time (from when the
server is notified of these events to when all event sites
are visited) and the average time of each site (from when
an event is detected to when a mobile sensor visits the
site). Clearly, using two mobile sensors significantly
reduces dispatch and waiting times.

At the external server, users monitor the system’s sta-
tus and control mobile sensors through a user interface,
as Figure 6 shows. The user interface includes six major
components:

• The configure area lets users input system configu-
ration information, such as mobile sensors’ IP
addresses, ports, and sensors’ positions.

• The system-command area provides an interface to
let users control the overall system, such as issuing a

Figure 4. A 6 � 6 grid-like sensing field used in our experiment. Colored tape placed
on the floor (black for roads, golden for intersections) is used to navigate the Lego
car.

Figure 5. Experimental performance of (a) dispatch time and
(b) average waiting time. As the graphs show, using two mobile
sensors reduces dispatch and waiting times.
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tree-maintenance message, adjusting the WSN’s topol-
ogy, and connecting and disconnecting a specified
mobile sensor.

• The sensor-status area shows the current status of a
static sensor being queried. 

• The action-control area lets users control the mobile
sensors’ actions, including movement and taking
snapshots.

• The monitor area shows the WSN’s network topology
and the mobile sensors’ patrolling paths. When a sen-
sor detects an event, a fire icon appears in the corre-
sponding site. 

• The log area displays some of the system’s status mes-
sages.

SIMULATION RESULTS
Our experiments considered only grid networks. To

help us understand the sensor dispatch problem in gen-
eral irregular WSNs, we developed a simulator. We eval-
uated the average waiting time for an event location
being visited and mobile sensors’ total energy con-
sumption. We compared a greedy algorithm against the
K-means algorithm. 

Given a set S of mobile sensors and a set L of emer-
gency sites, the greedy algorithm contains a sequence of
iterations. In each iteration, we assigned the mobile sen-
sor with the smallest distance to the nearest location.
We repeated this process until all mobile sensors were
assigned to locations. If there were unvisited locations,
the first mobile sensor reaching its destination picked its
next location in the same greedy manner. This continued
until all locations were visited. 

In our simulation, the sensing field was 15 � 15 meters.
We assumed that moving one meter takes one Joule and
10 seconds. A mobile sensor moves in a straight line
from one location to another. Each experiment had 100
rounds, and in each round a certain number of events
were generated at random locations. After each round,
mobile sensors stayed at their final destinations and
waited for the next schedules. We marked each simula-
tion result with a 90 percent confidence interval.

Our comparison results under different numbers of
event sites and mobile sensors showed that the greedy
algorithm performs better than the K-means algorithm
because of its time-critical nature. The K-means algorithm
gives mobile sensors unbalanced job assignments, caus-
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Figure 6. User interface at the external server.The interface consists of six areas through which the user can monitor the system’s
status and control the mobile sensors.
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ing some event sites to wait longer even when some
mobile sensors are idle. On the other hand, the K-means
algorithm is more energy-efficient because of its cluster-
ing approach, which exploits event locality.

T he iMouse system integrates WSN technologies into
surveillance technologies to support intelligent
mobile surveillance services. We can enhance or

extend iMouse in several ways. First, we can improve
mobile sensor navigation by, for example, integrating
localization schemes to guide mobile sensors instead of
using color tapes. Second, we can exploit coordination
among mobile sensors, especially when they’re on the
road. Finally, we need to further investigate how we can
use mobile sensors to improve the network topology. ■

Acknowledgments
Yu-Chee Tseng’s research is cosponsored by Taiwan’s

Ministry of Education ATU Program; National Science
Council of Taiwan grants no. 93-2752-E-007-001-PAE,
96-2623-7-009-002-ET, 95-2221-E-009-058-MY3, 95-
2221-E-009-060-MY3, 95-2219-E-009-007, 95-2218-
E-009-209, and 94-2219-E-007-009; Taiwan’s Ministry
of Economic Affairs under grant no. 94-EC-17-A-04-
S1-044; the Industrial Technology Research Institute of
Taiwan; Microsoft; and Intel.

References
1. T. He et al., “Range-Free Localization Schemes for Large-Scale

Sensor Networks,” Proc. 9th ACM Int’l Conf. Mobile Com-
puting and Networking (MobiCom 03), ACM Press, 2003,
pp. 81-95.

2. J.R. Evans and E. Minieka, Optimization Algorithms for Net-
works and Graphs, 2nd ed., Marcel Dekker, 1992.

3. D. Johnson et al., “Mobile Emulab: A Robotic Wireless and
Sensor Network Testbed,” Proc. 25th Ann. IEEE Conf. Com-
puter Comm. (Infocom 06), IEEE Press, 2006.

4. J.P. Sheu, P.W. Cheng, and K.Y. Hsieh, “Design and Imple-
mentation of a Smart Mobile Robot,” Proc. IEEE Int’l Conf.
Wireless and Mobile Computing, Networking and Comm.
(WiMob 05), IEEE Press, 2005, pp. 422-429.

Yu-Chee Tseng is chair of the Department of Computer 
Science at National Chiao Tung University. His research
interests include mobile computing, wireless communica-
tion, network security, and parallel and distributed com-
puting. Tseng received a PhD in computer and information
science from the Ohio State University. He is a member of
the ACM and a senior member of the IEEE. Contact him
at yctseng@cs.nctu.edu.tw.

You-Chiun Wang is a postdoctoral research associate in the
Department of Computer Science at National Chiao Tung
University. His research interests include wireless commu-
nication and mobile computing, QoS management and
wireless fair scheduling, mobile ad hoc networks, and wire-
less sensor networks. Wang received a PhD in computer sci-
ence from National Chiao Tung University. Contact him at
wangyc@cs.nctu.edu.tw.

Kai-Yang Cheng is a master’s student in the Department of
Computer Science at National Chiao Tung University. His
research interests include wireless communication and
mobile computing, mobile ad hoc networks, and wireless
sensor networks. Cheng received an MS in computer sci-
ence and information engineering from National Chiao
Tung University. Contact him at kycheng@cs.nctu.edu.tw.

Yao-Yu Hsieh is a graduate student in the Department of
Computer Science at National Chiao Tung University. His
research interests include wireless communication and
mobile computing, mobile ad hoc networks, and wireless
sensor networks. Hsieh received a BS in computer science
and information engineering from National Chiao Tung
University. Contact him at shiehyyg@cs.nctu.edu.tw.

www.computer.org/join/
Complete the online application and get

• immediate online access to Computer
• a free e-mail alias — you@computer.org
• free access to 100 online books on technology topics
• free access to more than 100 distance learning course titles
• access to the IEEE Computer Society Digital Library for only $118

Join the IEEE Computer Society online at 

Read about all the benefits of joining the Society at 

www.computer.org/join/benefits.htm

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageComputerComputer B
A

M SaGEF

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageComputerComputer B
A

M SaGEF

_________________

_________________

________________

________________

_________________

http://www.qmags.com/clickthrough.asp?url=www.computer.org/join/&id=12675&adid=P66A1
http://www.qmags.com/clickthrough.asp?url=www.computer.org/join/benefits.htm&id=12675&adid=P66A2
mailto:yctseng@cs.nctu.edu.tw
mailto:wangyc@cs.nctu.edu.tw
mailto:kycheng@cs.nctu.edu.tw
mailto:shiehyyg@cs.nctu.edu.tw
mailto:you@computer.org
http://www.computer.org
http://www.qmags.com
http://www.computer.org
http://www.qmags.com


Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageComputerComputer B
A

M SaGEF

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageComputerComputer B
A

M SaGEF

___________________________

_____________________________________________________ 

http://www.qmags.com/clickthrough.asp?url=http://dsonline.computer.org/author.html&id=12675&adid=P67A1
http://www.qmags.com/clickthrough.asp?url=http://dsonline.computer.org&id=12675&adid=P67A2
http://www.computer.org
http://www.qmags.com
http://www.computer.org
http://www.qmags.com


0018-9162/07/$25.00 © 2007 IEEE68 Computer P u b l i s h e d  b y  t h e  I E E E  C o m p u t e r  S o c i e t y

R E S E A R C H  F E A T U R E

word-based authentication methods are susceptible to
attacks if used on insecure communication channels like
the Internet. Meanwhile, complex passwords might get
lost or stolen when users write them down, defeating
the purpose of constructing secure password-based
authentication schemes in the first place.

COMMON MECHANISMS 
AND SECURITY CONCERNS

Transmitting a password in plaintext from the user to
the server is the simplest (and most insecure) method of
password-based authentication. To validate a user pass-
word, the server compares it with a password (either in
plaintext or an image of the password under a one-way
function) stored in a file. However, this method lets an
adversary passively eavesdrop on the communication
channel to learn the password.

Challenge-response protocol
To secure against passive eavesdropping, researchers

have developed challenge-response protocols.1 To initi-
ate a challenge-response protocol, Entity A sends a mes-
sage containing A’s identity to Entity B. Then B sends A
a random number, called a challenge.

A uses the challenge and its password to perform some
computation and sends the result, called a response, to
B. Then B uses A’s stored password to perform the same
computation and verify the response. Since B chooses a
different challenge for every run of the protocol, an

Password-based authentication is susceptible to attack if used on insecure communication

channels like the Internet. Researchers have engineered several protocols to prevent

attacks, but we still need formal models to analyze and aid in the effective design of 

acceptable password protocols geared to prevent dictionary attacks.

Saikat Chakrabarti and Mukesh Singhal
University of Kentucky

A uthentication provides a means of reliably
identifying an entity. The most common veri-
fication technique is to check whether the
claimant possesses information or character-
istics that a genuine entity should possess. For

example, we can authenticate a phone call by recogniz-
ing a person’s voice and identify people we know by rec-
ognizing their appearance.

But the authentication process can get complicated
when visual or auditory clues aren’t available to help
with identification—for example, when a print spooler
tries to authenticate a printer over the network, or a
computer tries to authenticate a human user logging in.

A computer can authenticate humans through

• biometric devices such as retinal scanners, finger-
print analyzers, and voice-recognition systems that
authenticate who the user is;

• passwords that authenticate what the user knows;
• and smart cards and physical keys that authenticate

what the user has.

Because they’re cheap and convenient, passwords
have become the most popular technique for authenti-
cating users trying to access confidential data stored in
computers. However, password-based authentication is
vulnerable to several forms of attack.

People generally select short, easily memorized pass-
words to log in to a server without considering that pass-

Password-Based
Authentication: Preventing
Dictionary Attacks 
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adversary can’t simply eavesdrop, record messages,
and resend them at a later time (a replay attack) to
impersonate an entity.

Dictionary attacks
The challenge-response protocol is vulnerable to

a password-guessing attack. In this kind of attack,
we assume that an adversary has already built a
database of possible passwords, called a dictionary.
The adversary eavesdrops on the channel and
records the transcript of a successful run of the pro-
tocol to learn the random challenge and response.
Then the adversary selects passwords from the dic-
tionary and tries to generate a response that matches
the recorded one. If there’s a match, the adversary
has successfully guessed A’s password. 

After every failed matching attempt, the adver-
sary picks a different password from the dictio-
nary and repeats the process. This noninteractive
form of attack is known as the offline dictionary
attack.

Sometimes an adversary might try different user
IDs and passwords to log in to a system. For pop-
ular Internet services like Yahoo!, the adversary can
trivially choose any reasonable user ID due to the large
number of registered users. An adversary can also find
user IDs within interactive Web communities such as
auction sites. If the system rejects the password as being
incorrect for that particular user, the adversary picks a
different password from the dictionary and repeats the
process. This interactive form of attack is called the
online dictionary attack.

Other security issues
Password-based authentication also can involve other

security issues. Let’s consider a scenario in which two
entities, A and B, are trying to authenticate each other
through a password protocol. An adversary can inter-
cept messages between the entities and inject his own
messages. In this man-in-the-middle attack, the adver-
sary’s goal is to play the role of A in the messages he sends
to B and the role of B in the messages he sends to A.

In an insider attack, a legitimate user might try to
attack other accounts in the system. Any additional
information regarding a certain user might help in guess-
ing that user’s password. 

PREVENTING OFFLINE DICTIONARY ATTACKS
Seeking convenience, people tend to choose weak

passwords from a small sample space, which an adver-
sary can easily enumerate. Thus, systems need some-
thing stronger than simple challenge-response protocols
that can use these cryptographically weak passwords to
securely authenticate entities. Such an authentication
protocol would be deemed secure if, whenever an entity
accepts an authentication session with another entity, 

it should have indeed participated in the authentication
session.2

Guarantees of mutual authentication are essential for
remote users trying to access servers over insecure net-
works like the Internet. The goal of a password-based
authentication protocol aimed at preventing offline dic-
tionary attacks is to produce a cryptographically strong
shared secret key, called the session key, after a success-
ful run of the protocol. Both entities can use this session
key to safely encrypt subsequent messages.

Encrypted key exchange 
Steven Bellovin and Michael Merritt3 made the first

attempt to protect a password protocol against offline
dictionary attacks. They developed a password-based
encrypted key exchange (EKE) protocol using a combi-
nation of symmetric and asymmetric cryptography.
Algorithm 1 in Figure 1 describes the EKE protocol, in
which users A and B serve as the participating entities in
a particular run of the protocol, resulting in a session
key (stronger than the shared password) the users can
later apply to encrypt sensitive data.

In Step 1, user A generates a public/private key pair
(EA,DA) and also derives a secret key Kpwd from his pass-
word pwd. In Step 2, A encrypts his public key EA with
Kpwd and sends it to B. In Steps 3 and 4, B decrypts the mes-
sage using the stored password of A, and uses EA together
with Kpwd to encrypt a session key KAB and sends it to A.

In Steps 5 and 6, A uses this session key to encrypt a
unique challenge CA and sends the encrypted challenge
to B. In Step 7, B decrypts the message to obtain the chal-
lenge and generates a unique challenge CB.
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1. A : (EA,DA).
2. A → B : A, Kpwd(EA).
3. B : Compute EA = K-1

pwd (Kpwd(EA)). Generate random
secret key KAB.

4. B → A : Kpwd (EA (KAB)).
5. A : KAB = DA(K-1

pwd(Kpwd(EA(KAB)))). Generate unique
challenge CA .

6. A → B : KAB (CA).
7. B :Compute CA = K-1

AB(KAB (CA)) and generate unique
challenge CB.

8. B → A : K AB (C A,CB).
9. A: Decrypt message sent by B to obtain CA and C B.

Compare the former with his own challenge. If they
match, go to next step, else abort.

10. A → B : KAB (CB).
11. B : Decrypt message A sends and compare with chal-

lenge CB. If they match, B knows that A has the abil-
ity to encrypt subsequent messages using key KAB.

Figure 1. Algorithm 1: Encrypted key exchange.The EKE protocol uses
a combination of symmetric and asymmetric cryptography.
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Secure remote password
Thomas Wu1 combined zero-knowledge proofs with

asymmetric key-exchange protocols to develop secure
remote password (SRP), a verifier-based protocol that
eliminates plaintext equivalence. If the password is a pri-
vate key with limited entropy, we can think of the cor-
responding verifier as a public key. It’s easy to compute
the verifier from the password, but deriving the pass-
word, given the verifier, is computationally infeasible.

However, unlike with a public key, the entity doing
the validation can keep the verifier secret. All SRP com-
putations are carried out on the finite field Fn, where n
is a large prime. Let g be a generator of Fn. Let A be a
user and B be a server. Before initiating the SRP proto-
col, A and B do the following:

• A and B agree on the underlying finite field.
• A picks a password pwd and a random salt s, and

computes the verifier v = gx, where x = H(s, pwd) is
the long-term private key and H is a cryptographic
hash function.

• B stores the verifier v and the salt s corresponding to
A. Now, A and B can engage in the SRP protocol.

Alorithm 2 in Figure 2 describes the SRP protocol,
which works as follows: 

In Step 1, A sends its username A to server B. In Step
2, B looks up A’s verifier v and salt s and sends A the
salt. In Steps 3 and 4, A computes its long-term private-
key x = H(s, pwd), generates an ephemeral public key
KA = ga where a is randomly chosen from the interval
1 < a < n and sends KA to B. 

In Steps 5 and 6, B computes ephemeral public-key
KB = v + gb where b is randomly chosen from the inter-
val 1 < a < n and sends KB and a random number r to A.
In Step 7, A computes S = (KB – gx)a + rx = gab + brx
and B computes S = (KAvr)b = gab + brx. The values of
S that A and B compute will match if the password A
enters in Step 3 matches the one that A used to calcu-
late the verifier v that is stored at B.

In Step 8, both A and B use a cryptographically strong
hash function to compute a session key KAB = H(S). In Step
9, A computes CA = H(KA, KB, KAB) and sends it to B as
evidence that it has the session key. CA also serves as a
challenge. In Step 10, B computes CA itself and matches it
with A’s message. B also computes CB = H(KA; CA; KAB). In
Step 11, B sends CB to A as evidence that it has the same
session key as A. In Step 12, A verifies CB, accepts if the ver-
ification passes and aborts otherwise.

Unlike EKE, the SRP protocol doesn’t encrypt mes-
sages. Since neither the user nor the server has access to
the same secret password or hash of the password, SRP
successfully eliminates plaintext equivalence. SRP is
unique in its swapped-secret approach to developing a
verifier-based, zero-knowledge protocol that resists
offline dictionary attacks.5

In Step 8, B then encrypts both CA and CB with the ses-
sion key KAB and sends it to A. In Step 9, A decrypts this
message to obtain CA and CB and compares the former
with his own challenge. A match verifies the correctness
of B’s response.

In Step 10, A encrypts B’s challenge CB with the session
key KAB and sends it to B. In Step 11, B decrypts this mes-
sage and compares it with his own challenge CB. If they
match, B knows that A can use KAB to encrypt subse-
quent messages. 

Bellovin and Merritt also developed augmented EKE
(A-EKE),4 which stores passwords under a one-way func-
tion. The objective is to prevent an adversary who obtains
the one-way encrypted password file from mimicking the
user to the host. They implemented A-EKE using digital
signatures and a family of commutative one-way func-
tions. Researchers subsequently developed a gamut of
protocols that provide stronger security guarantees than
EKE and have additional desirable properties.

The EKE protocol and its variants (except A-EKE) suf-
fer from plaintext equivalence, which means the user
and the host have access to the same secret password or
hash of the password. Intuitively, there are disadvan-
tages to plaintext equivalence. 

Imagine a simple case in which entity A (the user)
enters his password in the client software, which uses a
one-way function to hash the password and sends the
hashed password over the network to entity B (the
server). An adversary can eavesdrop on the channel to
obtain entity A’s hashed password and can impersonate
entity A by resending the hashed password later. 

To understand the problem of plaintext equivalence,
we can extend the simple case to more complex chal-
lenge-response protocols, like EKE. This vulnerability
will arise whenever two entities share a secret and per-
form symmetric operations, however complex, based on
the shared secret and exchanged messages.

1. A → B : A.
2. B → A : s.
3. A : x = H(s, pwd); KA = ga.
4. A → B : KA .
5. B : KB = v + gb.
6. B → A : KB; r.
7. A : S = (KB -gx)a+rx and B : S = (KAvr)b.
8. A, B : KAB = H(S).
9. A → B : CA = H(KA,KB,KAB).

10. B verifies CA and computes CB = H(KA,CA,KAB).
11. B → A : CB.
12. A verifies CB. Accept if verification passes; abort

if not.

Figure 2. Algorithm 2: Secure remote-password protocol. SRP
successfully eliminates plaintext equivalence.
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A formal approach to prevention
Password protocols need more than heuristic argu-

ments to provide security guarantees. The use of formal
methods to analyze and validate security issues is of
paramount importance in constructing “acceptable”
password protocols.

Shai Halevi and Hugo Krawczyk2 carried out the first
rigorous security analysis of password-based authenti-
cation protocols, examining the use
of password protocols for strong
authentication and key exchange in
asymmetric scenarios.

In an asymmetric scenario, the
authentication server can store a pri-
vate key for public-key encryption,
but the client uses a weak password
and doesn’t have a means to authen-
ticate the server’s public key via a
trusted third party. Halevi and
Krawczyk presented and analyzed the security of sim-
ple and intuitive password-based authentication proto-
cols—like a generic encrypted challenge-response
protocol and a mutual authentication/key exchange pro-
tocol. They also proved that every authentication pro-
tocol that attempts to resist offline dictionary attacks
needs public-key encryption and demonstrated that they
could build a secure key-exchange protocol, given any
such password protocol.

Standard model
Other researchers including Mihir Bellare and his col-

leagues6 subsequently proposed formal models for pass-
word-authenticated key exchange. However, the formal
validations of security don’t constitute proofs in the stan-
dard model. For example, Bellare used ideal ciphers to
achieve provable security. The standard model is com-
monly used in modern cryptography.

Since we still don’t have proofs that any of the stan-
dard cryptographic building blocks have computational
lower bounds, achieving common cryptographic goals
requires making some complexity-theoretic hardness
assumptions.7 Examples of such assumptions include
the following:

• Factoring the product of large primes is hard.
• Computing the discrete logarithm is hard in certain

sufficiently large groups.
• The Advanced Encryption Standard (AES) is a good

pseudorandom permutation.

Although the proofs performed under the standard
model use such assumptions, the cryptographic com-
munity widely accepts the standard model.

Alternative models
When constructing proofs, researchers often resort to

an alternative when proofs in the standard model are
unappealing or provably impossible (http://eprint.iacr.
org/2005/210.pdf). One such model is the random-
oracle model, which constitutes a public random func-
tion that takes any string s �{0,1}* as input and outputs
n bits. For every input string, the output is uniform and
independent of all other outputs. Powerful as it is, the
random oracle doesn’t exist in the real world. A cryp-

tographic hash function usually
instantiates it. 

Another alternative, the ideal-
cipher model, uses a block cipher, an
algorithm that accepts a fixed-length
block of plaintext and a fixed-length
key as input and outputs a block of
cipher text that’s the same length as
the block of plaintext. The block
cipher is constructed with a k-bit key
and an n-bit block size and is chosen

uniformly from the set of all possible block ciphers of
the same form. Somewhat analogous to the random ora-
cle model, a practical block cipher must instantiate the
ideal-cipher model’s black box.

If a password-authenticated key-exchange protocol
uses the random-oracle model or the ideal-cipher model
to construct a formal analysis of its security and achieves
provable security under that model, what guarantees do
we get once we instantiate those alternative models?

Some cryptographers have doubted protocols using
such alternative models to claim provable security. There
are cases where instantiations of idealized models have
resulted in erroneous outcomes. Zhu Zhao and his col-
leagues7 presented examples of real ciphers that resulted
in broken instantiations of Bellare and his colleagues’
password protocol.

To the best of our knowledge, achieving provable
security in a password-based authentication protocol
(preventing offline dictionary attacks) based on the stan-
dard model is still an open problem. At the current stage
of research, the best we can do is aim for achieving prov-
able security under a formal model, maybe an idealized
one, and not construct a protocol claiming security
attributes based on heuristic arguments.

PREVENTING ONLINE DICTIONARY ATTACKS
Password-based authentication will continue to be the

most commonly used authentication technique, and
hacking and identity thefts will be the wave of the future.
However, several techniques are available to help with-
stand online dictionary attacks, where the adversary tries
to impersonate a user to the server by repeatedly trying
different passwords from a dictionary of passwords.

Prevention techniques and drawbacks
In 2002, online dictionary attacks were blamed for

eBay accounts being taken over and used to set up 
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fraudulent auctions (http://news.zdnet.com/2100-9595_
22-868306.html). Users clearly found this vulnerability
unacceptable. The attacks pointed to the need for coun-
termeasures, and Benny Pinkas and Tomas Sander
responded with several mechanisms.8

Delayed response.After receiving a user ID/password
pair, the server sends a slightly delayed response. This
prevents an adversary from checking a sufficiently large
number of passwords for a user ID in a reasonable
amount of time.

However, just as a server can process several user
logins in parallel, an adversary can try several login
attempts in parallel to work around the delayed-response
approach. For popular Internet services like Yahoo!, the
adversary can trivially choose a user ID due to the large
number of users. User IDs also can be found in interac-
tive Web communities like auction sites.

Account locking. To prevent an adversary from try-
ing many passwords for a particular user ID, systems
can lock accounts after a certain number of unsuccess-
ful login attempts. However, an adversary can mount a
denial-of-service attack by choosing a valid user ID and
trying several passwords until the account gets locked.
This would cause a great inconvenience to the owners

of locked accounts, and setting up cus-
tomer service to handle user calls regard-
ing locked accounts wouldn’t be
cost-effective.

Performing extra computation. Origi-
nally developed to combat junk e-mail, this
technique requires a user to perform some
nontrivial computation and send proof of
it while trying to log in.9 The idea is that the
computation would be negligible for a sin-
gle login attempt, but too expensive for a
large number of login attempts.

For example, a server could require the
following computation to be performed for
every login attempt: Choose a value x so
that the last 20 bits of H(x, user ID, pass-
word, time) are all 0, where H is a crypto-
graphic hash function like SHA. If we
assume H to be preimage resistant (given a
message digest y, it’s computationally infea-

sible to find x, such that y = H(x)), it would be necessary
to check 219 values for x on the average to satisfy the
condition.

A legitimate user might do this computation once, pre-
senting a negligible overhead. However, performing this
computation repeatedly for a large number of trial login
attempts would present an extreme burden. The user’s
computer must run special software for the computa-
tion. In addition, the adversary might have a more pow-
erful computer, and since the computation shouldn’t be
too time-consuming for a legitimate user, the adversary
might have an edge in performing the dictionary attack.

Pinkas and Sander8 observed that an automated pro-
gram must carry out such interactive forms of attacks,
whereas legitimate users are humans. Thus, any login
attempt must involve a test that a person can easily pass
but an automated program can’t.

Reverse Turing tests
Colorful images with distorted text have become com-

monplace at Web sites like Yahoo!, Hotmail, and PayPal.
They’re called reverse Turing tests (RTT) or Completely
Automated Public Turing Tests to Tell Computers and
Humans Apart (Captcha; http://captcha.net). Humans
can easily pass the tests, but computer programs can’t,
even if they’re knowledgeable about complete descrip-
tions of the algorithms that created such tests.

Pinkas and his colleagues have implemented RTTs to
prevent dictionary attacks. People can easily use the login
accompanied by the RTT, but automated programs trying
to carry out an online dictionary attack can’t. The RTT
should constitute a test with a small probability of a ran-
dom guess producing a correct answer. For example, a test
asking the user to identify whether an image is a man or
a woman wouldn’t be permissible since a random guess
produces a correct answer with 50 percent probability.

Figure 3. A Gimpy is a Captcha based on optical-character recognition.

Figure 4.Yahoo! uses EZ-Gimpy, which presents a distorted
image over a textured background.
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Figure 3 shows Gimpy, a Captcha
based on optical-character recogni-
tion. It renders a distorted image con-
taining 10 words (some repeated),
overlaid in pairs. Human users can
easily read three different words from
the distorted image, but computer
programs can’t.

Yahoo! uses an easier version called
EZ-Gimpy, which presents a distorted
image of a single word presented on a
cluttered textured background, as
Figure 4 shows.

Figure 5 illustrates Bongo, a Captcha
that presents a visual pattern-recogni-
tion problem. Bongo asks users to dis-
tinguish between two blocks, then
presents a single block and asks the user
to determine whether it belongs to the
right or left block.

A basic password-based authentication protocol using
RTTs requires the user to pass an RTT before entering the
user ID and password. This method has some drawbacks
because it’s demanding to ask users to solve an RTT for
every login attempt. Currently, RTTs are more commonly
generated for filling out online registration forms.

It’s unknown whether the algorithm-generating RTTs
can scale up to be used for every login attempt. Pinkas
assumed that users log in from a limited set of comput-
ers containing activated cookies. So instead of using
RTTs for every login, the user is asked to pass an RTT
when initially trying to log in from a new computer or
when entering a wrong password. The decision whether
to present an RTT or not is a deterministic function of
the entered user ID/password pair.

Stuart Stubblebine and Paul van Oorschot10 observed
that RTT-based protocols are vulnerable to RTT relay
attacks. Suppose an adversary wants to perform an online
dictionary attack at the eBay Web site. For this, it needs
correct responses to the RTTs. But an adversary can hack
a high-volume Web site such as cnn.com and install attack
software, which initiates a fraudulent attempt to login 
at ebay.com when a visitor goes to cnn.com. The RTT
challenge is redirected to the user trying to view the
cnn.com page.

Many nontechnical users will solve the RTT, unaware
that the attack software will relay the answer to eBay,
thus solving the RTT challenge. Solving the RTT, along
with a sufficient number of password guesses, can crack
an eBay account password. To counter these kinds of
RTT relay attacks, Stubblebine developed a protocol
based on a user’s login history, suggesting modifications
to Pinkas’s RTT-based protocol.

Stubblebine suggested that only trustworthy machines
store cookies. He also recommended that systems track
users’ failed-login attempts and set failed-login thresh-

olds. His analysis of the protocol showed that it’s more
secure and user friendly.

Engineers or security architects wanting to select
appropriate authentication techniques should be care-
ful if they want to implement Captchas commercially.
Hewlett-Packard holds a US patent on several forms of
Captchas11 and Yahoo! has applied for a patent on an
image-verification system to prevent messaging abuse.12

P assword-based authentication should continue to
be the most common technique for user verification,
as will attacks on it through a combination of hack-

ing and identity theft. Password protocols preventing
offline dictionary attacks need more than heuristic argu-
ments to provide a guarantee of security. Although
researchers have developed formal models for password-
authenticated key exchange, the formal validations of
security don’t constitute proof in the standard model.
While RTTs serve as tests that humans, but not automated
programs, can pass, it’s demanding to ask users to solve
an RTT for every login attempt. Consequently, effective
design of password protocols using RTTs requires a good
balance between tight security and user friendliness. ■
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HEWLETT-PACKARD COMPANY has
an opportunity for the following position
in Miami, FL. Territory Sales Special-
ist. Reqs. exp. in selling; customer rela-
tions; selling strategies & designing
strategies. Reqs. incl. Bachelor’s degree or
foreign equiv. in Business Admin., Busi-
ness Mgt. or related & 5 yrs of related
exp. Send resume & refer to job
#MIARGO. Please send resumes with job
number to: Hewlett-Packard Company,
19483 Pruneridge Ave., MS 4206, Cuper-
tino, CA 95014. No phone calls please.
Must be legally authorized to work in the
U.S. without sponsorship. EOE.

HEWLETT-PACKARD COMPANY has
an opportunity for the following position
in San Diego, California. ITO Consul-
tant III - Master. Responsible for repre-
senting Enterprise Application Org. tower
during the company’s new deal pursuit
process. Reqs. SAP cert. incl. latest tech-
nologies; project mgt skills/exp.; presen-
tation skills; leadership skills; willing to
travel to other companies and/or cus-
tomer sites in US & Canada. Reqs. incl.
Bachelor’s degree or foreign equiv. in CS,
CE or related & 8 years of related exp.
Send resume & refer to job #SANSNA.
Please send resumes with job number to:

Hewlett-Packard Company, 19483
Pruneridge Ave., MS 4206, Cupertino, CA
95014. No phone calls please. Must be
legally authorized to work in the U.S.
without sponsorship. EOE.

COMPUTER PROGRAMMER sought by
Ruxmann LLC, N. Bergen, NJ, w/2 yrs.
exp. Bachelors MIS or Comp. Sci. to plan
& support hotel info processing needs.
Eval, dvlp, coord & implmt new systms
for host data & telecom. Maintain inven-
tories, propose & create new systms to
integrate w/bus., maintain, monitor &
troubleshoot in-house systms, oversee
telecoms systms. Resume to Attn: Mahesh
Ratanji, Ruxmann LLC, 1270 Tonnelle
Ave, N. Bergen, NJ 07047.

PROGRAMMER ANALYST. Install, con-
figure, administer, tune, troubleshoot and
upgrade Sybase Replication Server 11.5.1
and SQL servers using Async I/O. Trans-
fer data between various servers using
BCP. Add logins, roles, users, and groups
to the Sybase SQL Server and maintain
security procedures. Perform data mod-
eling-logical and physical design and cre-
ate logical devises and databases. Req:

Master’s in Comp. Sci, Comp. Eng., or
Electrical Eng. 40 hr/wk. Job/Interview
Site: Naperville, IL. Send Resume to:
LUCEO, Inc. @ 1631 Kallien Ave,
Naperville, IL 60540.

PROGRAMMER ANALYST. Develop
web pages using ASP/HTML/VBscript/
Javascript, created COM components
using Visual Basic, Turning SQL scripts for
website performance optimization, client
interaction. Create test plans & conduct
unit /integration testing. Identify logical
errors and modify programs. Provide pro-
duction support, website configuration
and release management. Perform data-
base backup procedures and restoration
procedures. Req: Master’s Deg. in Comp
Sci, Comp Eng or Elec Eng. 40 hr/wk.
Job/Interview Site: Newport Beach, CA.
Send resume to: Restoration Media, Inc
@ 15143 Woodlawn Ave. Tustin, CA
92780.

COMPUTER ENGINEER. Design, code,
test, and debug different modules of our
custom software products. Prepare tech-
nical reports and other documentation.
Encode, test, debug and install the oper-
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C A R E E R  O P P O R T U N I T I E S
C A R E E R  O P P O R T U N I T I E S

SUBMISSION DETAILS: Rates are $299.00 per
column inch ($320 minimum). Eight lines per col-
umn inch and average five typeset words per
line. Send copy at least one month prior to pub-
lication date to: Marian Anderson, Classified
Advertising, Computer Magazine, 10662 Los
Vaqueros Circle, PO Box 3014, Los Alamitos, CA
90720-1314; (714) 821-8380; fax (714) 821-4010.
Email: manderson@computer.org.

In order to conform to the Age Discrimination in
Employment Act and to discourage age discrim-
ination, Computer may reject any advertisement
containing any of these phrases or similar ones:
“…recent college grads…,” “…1-4 years maxi-
mum experience…,” “…up to 5 years experi-
ence,” or “…10 years maximum experience.”
Computer reserves the right to append to any
advertisement without specific notice to the
advertiser. Experience ranges are suggested min-
imum requirements, not maximums. Computer
assumes that since advertisers have been noti-
fied of this policy in advance, they agree that any
experience requirements, whether stated as
ranges or otherwise, will be construed by the
reader as minimum requirements only. Computer
encourages employers to offer salaries that are
competitive, but occasionally a salary may be
offered that is significantly below currently
acceptable levels. In such cases the reader may
wish to inquire of the employer whether exten-
uating circumstances apply.

NVIDIA Corporation, market leader in graphics and digital media
processors, has employment opportunities for engineering professionals
at our facilities in the following areas:
Santa Clara, CA • Austin, TX • Bellevue, WA • Durham, NC.

Analyst, Business Systems (ABS00)
Applications Engineer (APPENG00)
Architecture Engineer (ARCENG00)
ASIC Design Engineer (ASICDE00)
Compliance Engineer (COMPE00)

Development Relations Engineer (DRE00)
Engineer, Information Systems (ISENG00)

Hardware Engineer (HW00)
Human Resources Business Partner Coordinator (HRBP00)

Program Manager (PROGM00)
Programmer Analyst (PROGA00)

Signal Integrity Engineer (SIGE00)
SAP Programmer Analyst (SAP00)

Software Engineer (SWE00)
System Bios Engineer (SBE00)

System Design Engineer (SYSDE00)
Systems Software Manager (SWMGR00)

Systems SW Engineer (SSWE00)

Current openings for various levels include:

These opportunities require various education and experience
backgrounds. If interested, please reference job code and forward
your resume to: NVIDIA Corporation. ATTN: MS04 (D. Lopez), 2701 San
Tomas Expressway, Santa Clara, CA 95050.
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ating programs and procedures. Perform
tests on utility software, development
software, and diagnostic software.
40hrs/wk. Req: Bachelor's in Comp Sci,
MIS, CIS, Eng., or Electronics Eng., or For-
eign Equiv. *A 3 yr. foreign bachelor's
equiv. to a U.S. Bachelor's will meet
requirement. Job/Interview Site:
Hawthorne, CA. Send resume to Abacus
Security Services, Inc. @ 12509 Crenshaw
Blvd, Hawthorne, CA 90250.

INDUSTRY SOLUTION PRINCIPAL
sought by Ascendant Technology, Austin,
TX. Req.: BS (or for. equiv.) in Engg. or
Tech. field + 5yr. IT exp. incl. prog. mgmt.
Resume only attn.: C. Jones (File
#071097) 10215 161st Pl. NE Redmond,
WA 98052. Job Order: #6021076.

ANALYST. Amgen has an opportunity for
a Business Analyst II. Requires related
Master’s & 3 yrs exp. or Bachelor’s & 5
yrs. exp; and exp. with. Siebel; Cognos
Reportnet; data interfaces/file transfer;
reporting and analysis skills, documenta-
tion management; project management;
technical diagram/process flow charting
including Popkin, RUP, UML; MS Office
Applications including MS Project; and

MS Windows. Job site: Thousand Oaks,
CA. Applicants send resume and refer-
ence #6MQREW to: Kyle Foster, Amgen,
Inc., One Amgen Center Drive, Mailstop
19-1-A Thousand Oaks, CA  91320. No
phone calls or e-mails please. Must be
legally authorized to work in the U.S.
without sponsorship. EOE.

SOFTWARE ENGINEER wanted to dvlp
tools for monitoring n/work & systm per-
formance. Must have Bach deg in Comp
Sci or related field & 2yrs exp in job offd.
Mail resumes to: United Computer Solu-
tions, Inc., Attn: Mohammed Ahmed,
5215 Church St, Skokie, IL 60077. Ref to
Code 105-11745-B. No calls.

SYSTEMS ANALYST (Accounting).
Design, develop, & test Info Systems for
financial & accounting projects using
Oracle based programming languages/
technologies to meet specific business
requirement. Identify logical errors &
modify systems as required. Test the
applications performance, data integrity
& validations issues Design, analyze,
develop & implement the different
accounting rules. Troubleshoot servers
related to FSG, ADI, & Data Interfacing

and Batch payments used in production,
testing and development environment.
Req: MBA w/courses in Acctg, or Master's
in Comp. Sci. 40hr/wk. Job/Interview
Site: Monrovia, CA. Send resume to: MSN
Solutions, Inc. @ 150 N Santa Anita Ave,
Suite # 300, Arcadia, CA 91006.

ENGINEERING. Nokia Inc. has the fol-
lowing exp/degree position in Irving, TX.
Travel to unanticipated U.S. worksites
may be required. NA Sales Area Alloca-
tion Manager: Develop, manage and
coordinate supply chain operational
processes including deploying, testing
and supporting planning applications.
ID# 07-TX-SAM. Send resumes to
nokusjobs1@nokia.com, and reference
ID#. Equal Opportunity Employer.

HEWLETT-PACKARD COMPANY has
an opportunity for the following position
in Roseville, California. Systems/Soft-
ware Engineer VI. Reqs. BS in CS, CE,
EE or related and 5 yrs related exp.
Knwldge of Fibre channel expertise; Fibre
channel analyzer usage and debug capa-
bility; knwldge of operating systems such
as Linux, HPUX, AIX, Solaris, VMWare,
Netware; knwldge of Oracle and Syman-
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tec (Veritas suite); knwldge of Enterprise
Storage Arrays architecture and function-
ality; knwldge of Storage Area Networks
and Switch tech; knwledge of HBA drivers
and firmware/architecture; knwldge of
multi-pathing native and 3rd Party soft-
ware solutions. Send resume referencing
# ROSADI. Please send resumes with ref-
erence number to Hewlett-Packard Com-
pany, 19483 Pruneridge Ave., MS 4206,
Cupertino, CA 95014. No phone calls
please. Must be legally authorized to work
in the U.S. without sponsorship. EOE.

HEWLETT-PACKARD COMPANY is ac-
cepting resumes for the position of Soft-
ware Designer in Vancouver, WA (Ref-
erence # VANATO). Please send resumes
with reference number to: Hewlett-
Packard Company, 19483 Pruneridge
Avenue, Mail Stop 4206, Cupertino, Cal-
ifornia 95014. No phone calls please.
Must be legally authorized to work in the
U.S. without sponsorship. EOE.

COMPUTER SYSTEMS ANALYST
sought by Import/Export Co. in Chino,
CA. Req'd degree. Respond by resume
only to Wendy Wong-Controller M/L-
#10. Advance Components Specialist,
Inc., 13971 Norton Ave., Chino, CA
91710.

HEWLETT-PACKARD COMPANY has
an opportunity for the following position
in San Diego, California. Engineering
Project Manager III. Reqs. MS in CS,
CE, Engineering or related and 4 yrs
related exp. Knowledge of Enterprise soft-
ware development; Software develop-
ment  life cycle; JavaScript; and Enterprise
level service management applications.
Send resume referencing #SANMDR.
Please send resumes with reference num-
ber to: Hewlett-Packard Company, 19483
Pruneridge Ave., MS 4206, Cupertino, CA
95014. No phone calls please. Must be
legally authorized to work in the U.S.
without sponsorship. EOE.

HEWLETT-PACKARD COMPANY has
an opportunity for the following position
in San Diego, California. SW Designer
V – Research Scientist to work with
customers, prdct dvlprs and prdct mgrs
to define and dvlp core analytic capabili-
ties that are embedded in company's
DecisionCenter SW. Reqs. MS in Com-
puter Science, Operations Research, Infor-
mation Technology, Engineering or
related and 6 yrs related exp. Exp. w/ Lin-
ear/Logistic Regression or Neural Net-
works, Linear and Non-Linear Program-
ming, Clustering, Decision Tree, Data

Cleaning, SAS, MatLab, and Scripting/
Parsing language. Send resume referenc-
ing #SANGBA. Please send resumes with
reference number to: Hewlett-Packard
Company, 19483 Pruneridge Ave., MS
4206, Cupertino, CA 95014. No phone
calls please. Must be legally authorized to
work in the U.S. without sponsorship.
EOE.

HEWLETT-PACKARD COMPANY is ac-
cepting resumes for the following posi-
tions in San Diego, California. Hardware
Engineer (Reference # SDCTH). Business
Strategy Manager (Reference # SDHMI).
Please send resumes with reference num-
ber to: Hewlett-Packard Company, 19483
Pruneridge Avenue, Mail Stop 4206,
Cupertino, California 95014. No phone
calls please. Must be legally authorized to
work in the U.S. without sponsorship.
EOE.

HEWLETT-PACKARD COMPANY is ac-
cepting resumes for the following posi-
tion in Cupertino, CA. Financial Ana-
lyst (Reference # CUPAMA). Please send
resumes with reference number to:
Hewlett-Packard Company, 19483
Pruneridge Avenue, Mail Stop 4206,
Cupertino, California 95014. No phone
calls please. Must be legally authorized to
work in the U.S. without sponsorship.
EOE.

HEWLETT-PACKARD COMPANY has
an opportunity for the following position
in Cupertino, California. Systems/Soft-
ware Engineer. Reqs. exp. w/ Ethernet
drivers dev.; exp. w/HP-UX; knowledge
of Ethernet, DLPI & transport; knowledge
of PCI-X bus standards; knowledge of
PCI-express standard; exp. w/ Logic and
Protocol analyzers; knowledge of HP
Server archit. on I/O concepts; & good
understanding of product life cycles.
Reqs. incl. Bachelor’s degree or foreign
equiv. in CS or related & 5 yrs of related
exp. Send resume & refer to job
#CUPRNA. Please send resumes with job
number to: Hewlett-Packard Company,
19483 Pruneridge Ave., MS 4206, Cuper-
tino, CA 95014. No phone calls please.
Must be legally authorized to work in the
U.S. without sponsorship. EOE.

CONSULTANT/PROGRAMMER ANA-
LYST wanted f/t in Poughkeepsie, NY. M-
F, 40hr/wk. Bach deg or equiv in Engg or
Comp Sci & 2 yrs exp testing applics
using Oracle, Visual Basic, Java & J2EE.
Send resume: Indotronix International
Corp., Attn: Recruiting (VSS), 331 Main
St, Poughkeepsie, NY 12601.

HEWLETT-PACKARD COMPANY is
accepting resumes for the following posi-
tions in Palo Alto, CA. IT Optimization
Leader (Technical Analyst) (Reference #
PALMMA). Research Scientist (Reference
# PALJWY). Please send resumes with ref-
erence number to: Hewlett-Packard Com-
pany, 19483 Pruneridge Avenue, Mail
Stop 4206, Cupertino, California 95014.
No phone calls please. Must be legally
authorized to work in the U.S. without
sponsorship. EOE.

CONSULTANT/PROGRAMMER ANA-
LYST F/T (Poughkeepsie, NY). Must have
Bach deg or equiv in Comp Sci, Engg or
related & 1 yr exp dvlpg DTS packages.
Send resume: Indotronix International
Corporation, Recruiting (MM), 331 Main
St, Poughkeepsie, NY 12601.

HEWLETT-PACKARD COMPANY has
an opportunity for the following position
in Cupertino, California. Systems/Soft-
ware Engineer VI. Reqs. BS in Com-
puter Engineering, Electrical Engineering,
Electronics Engineering or related and 5
yrs related exp. Reqs. Driver dvlpmnt skills
in a Unix kernel environment. Multi-
processor Kernel issues. SAS and RAID
protocol dvlpmnt. SCSI protocol.
Dvlpmnt of virtualization technologies.
SCSI protocols and ability to read and
interpret SCSI protocol analyzer traces.
Send resume referencing #CUPALN.
Please send resumes with reference num-
ber to Hewlett-Packard Company, 19483
Pruneridge Ave., MS 4206, Cupertino, CA
95014. No phone calls please. Must be
legally authorized to work in the U.S.
without sponsorship. EOE.

DATA ADMINISTRATOR. China Times
Printing, Inc in San Gabriel seek db
admin. Design/implement. Coordinate
data/codes/tests. Customize db for com-
pany business. Enforce data integrity. Cal-
culate optimum values for db parameters.
Specify user access. Good in Chinese ver-
bal & writing, Exp.& MS deg. in Comp.
Sci. Req. Pls. send CV to G.M. 626-308-
2037.

HEWLETT-PACKARD COMPANY has
an opportunity for the following position
in San Ramon, California. Account
Delivery Manager. Resp. for serving as
the technical/service liaison between the
company/client and the company and
client software end users. Reqs. exp.
w/ERP applications & PeopleSoft Hosting
Model.  Reqs. incl. Bachelor’s degree or
foreign equiv. in CS, CE, EE, Elect. &
Comm. Eng. or related & 5 yrs of related
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exp. Send resume & refer to job #SAN-
BCH. Please send resumes with job num-
ber to: Hewlett-Packard Company, 19483
Pruneridge Ave., MS 4206, Cupertino, CA
95014. No phone calls please. Must be
legally authorized to work in the U.S.
without sponsorship. EOE.

COMPUTER NETWORK ARCHITECT
(NJ) Dsgn innovative application-layer
middleware solutions for optimizing
communication as well as caching &
load-balancing in distributed multi-com-
ponent applics. Implmt algorithms in Ser-
vice-Oriented Architecture; eval perfor-
mance w/web svc benchmarks. Ph.D. in
Comp Sci or Comp Engg req. Knowl/exp
of: protocols for distributed coordination,
group communication & data consis-
tency; dsgn, implmtn, testing & mea-
surement of large, distributed s/ware sys-
tems; dsgn & implmtn of n/work
protocols at the applic & transport lay-
ers; dsgn of algorithms for publish-sub-
scribe communication & content-based
routing; technologies for overlay net-
working & peer-to-peer n/works;
Unix/Linux system internals & admin;
Unix system prgmg; Service-Oriented
Architecture & Web Svcs technologies; C,

C++, Java, & Perl prgmg. Mail resume to
Ms. Mansour, NEC Laboratories, 4 Inde-
pendence Way, Princeton, NJ 08540
(Code: CNA-01).

PEROT SYSTEMS TSI (AMERICA)
INC., has positions in sales and business
development, project management, pro-
gramming and software engineering in
Plano, TX, Longmont, CO, and Santa
Clara, CA. Master's degree or Bachelor’s
degree with experience required based
on position. Follow this link to apply
online: www.perotsystems.com/careers/
jo11689.

HEWLETT-PACKARD COMPANY has
an opportunity for the following position
in Cupertino, California. Systems/Soft-
ware Engineer V. Reqs. BS in Com-
puter Engineering, Electrical Engineering,
Mechanical Engineering or related and 5
yrs related exp. Reqs. Device Driver Devel-
opment skills, Unix operating environ-
ment, Software Development Lifecycle, C
programming language, Kernel debug-
ging tools, HP-UX Kernal Internals. Send
resume referencing #CUPSPR. Please send

resumes with reference number to:
Hewlett-Packard Company, 19483
Pruneridge Ave., MS 4206, Cupertino, CA
95014. No phone calls please. Must be
legally authorized to work in the U.S.
without sponsorship. EOE.

UGS CORP and its subsidiaries including
Tecnomatix Technologies, Inc. have posi-
tions in software/implementation engi-
neering, sales engineering, PLM and tech-
nical/software marketing in various
locations including Plano, TX, Richardson,
TX, Cypress, CA, San Jose, CA, Milford,
OH, Ann Arbor, MI, Detroit, MI metro-
politan area and Seattle, WA metropoli-
tan area. Ph.D., Master's degree or Bach-
elor's degree with experience required
based on position. Send resumes to UGS
Corp. at PLMCareers@ugs.com and list
location of interest. Job code J05 must be
referenced in email subject line. EOE.

SENIOR SOFTWARE ENGINEER, Jack-
sonville, Fl: Analyze, design, develop
sophisticated web based applications
using ASP.NET, VB.NET, ADO.NET, C#,
Visual Basic, COM, SQL Server,
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JavaScript, VB Script, ASP, IIS, Visio,
ERWin, MS Project, Oracle, DB2, Sybase,
XML. Coordinate team of 2-3 program-
mers. Troubleshoot, maintain existing
applications.  Reply to: Global Infonet,
Inc., 7236 Merrill Road, Jacksonville, FL
32277.

ENGINEERING. Nokia Siemens Net-
works US LLC has the following exp/
degree position in Irving, TX. Travel to
unanticipated U.S. worksites may be
required. System Specialist: Programming
involving analysis of hardware/software
testing and verification, fault manage-
ment, competence transfer, integration
testing, troubleshooting, and field trial
activities. Send resumes to nokusjobs1@
nokia.com, and reference ID# 07-TX-SS.
Equal Opportunity Employer.

OPERATIONS RESEARCH ANALYST
(Manh). Engage in biz ops analysis &
dvlpmt of computerized, intl supply chain
mgmt system w/full WAN integration in
all global mkts & w/managerial back-end
interfaces w/suppliers to create a "pull"
just-in-time supply chain & managerial
acctg controls; perform on-going mgmt
analysis of all biz operations. B.S. in Comp
Sci or Ops Research w/5 yrs exp req.
Knowl in both h/ware & s/ware:

SAS/other quantitative analyses s/ware,
proficient in LAN & WAN systems, in
scripting skills (PERL, shell scripting), Java
or C/C++ & relational d/bases a+. Resume
to Sung Su Jo, Eastern Nationwide Sup-
ply, Inc, 22 W. 32nd St, Ste 201, NY, NY
10001.

SYSTEMS ANALYST. Amgen has an
opportunity for a Senior Associate Pro-
grammer/Analyst. Requires related Mas-
ter’s; 2 yrs. exp.; and exp. with SDLC in a
regulated industry; GLP, GCP, GMP
requirements, 21 CFR Part 11 regulations;
flowcharting business analysis, process
mapping, testing and application sup-
port; change management and configu-
ration management. Job site: Thousand
Oaks, CA. Applicants send resume and
reference #6GMV4B to: Kyle Foster,
Amgen, Inc., One Amgen Center Drive,
Mailstop 19-1-A Thousand Oaks, CA
91320. No phone calls or e-mails please.
Must be legally authorized to work in the
U.S. without sponsorship. EOE.

SOFTWARE DEVELOPER (Cimnet, Inc./
Robesonia, PA): responsible to enhance
& maintain web based reporting tool
based on mfr’g plant floor data. Work
performed utilizing SQL 2000, Oracle 9i,
Microsoft.Net technologies VB.Net &

C++. S/ware development will be pri-
marily in the area of developing reports
using Data Dynamic Components. Req:
Masters deg in comp sci + 1yr exp in job
offered or 1 yr exp as a programmer,
s/ware developer or analyst. Must have
significant exp developing reports using
Data Dynamic Components. Must have
exp w/ VB.Net, C++, Microsoft.Net, Ora-
cle 9i & SQL 2000. 40 hrs/wk 8-5; Salary
commensurate w/exp. Send resume to
IEEE Computer Society, 10662 Los Vaque-
ros Circle, Box# COM31, Los Alamitos,
CA 90720.

COMPUTERS: Senior Programmer Ana-
lyst position avail. in the Princeton, NJ
area for qual. candidates. Duties include:
Analyze, design, develop & test client
server & web-based application software,
GUI, & Object Oriented Objects. Work
w/Oracle Developer, Oracle PL/SQL, EDI,
Visual C++, Crystal Reports, ASP &
COBOL. Travel req. & reloc. may be req.
Send res. to Attn: Tom Martucci, Inter-
pool, Inc., 211 College Road East, Prince-
ton, NJ 08540.

ENTERPRISE APPLICATION DEVEL-
OPER for credit union network. Job site
San Dimas, CA. Send resume to Job #
jsmith@wescorp.org.

Mid Atlantic (product/recruitment)
Dawn Becker
Phone: +1 732 772 0160
Fax: +1 732 772 0161
Email: db.ieeemedia@ieee.org

New England (product)
Jody Estabrook
Phone: +1 978 244 0192
Fax: +1 978 244 0103
Email: je.ieeemedia@ieee.org

New England (recruitment)
John Restchack
Phone: +1 212 419 7578
Fax: +1 212 419 7589
Email: j.restchack@ieee.org

Connecticut (product)
Stan Greenfield
Phone: +1 203 938 2418
Fax: +1 203 938 3211
Email:  greenco@optonline.net

Midwest (product)
Dave Jones
Phone: +1 708 442 5633
Fax: +1 708 442 7620
Email: dj.ieeemedia@ieee.org

Will Hamilton
Phone: +1 269 381 2156
Fax: +1 269 381 2556
Email: wh.ieeemedia@ieee.org

Joe DiNardo
Phone: +1 440 248 2456
Fax: +1 440 248 2594
Email: jd.ieeemedia@ieee.org

Southeast (recruitment)
Thomas M. Flynn
Phone: +1 770 645 2944
Fax: +1 770 993 4423
Email:flynntom@mindspring.com

Midwest/Southwest (recruitment)
Darcy Giovingo
Phone: +1 847 498-4520
Fax: +1 847 498-5911
Email: dg.ieeemedia@ieee.org
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Steve Loerch
Phone:   +1 847 498 4520
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Email: steve@didierandbroderick.com

Northwest (product)
Peter D. Scott
Phone: +1 415 421-7950
Fax: +1 415 398-4156
Email: peterd@pscottassoc.com
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Marshall Rubin
Phone: +1 818 888 2407
Fax: +1 818 888 4907
Email: mr.ieeemedia@ieee.org

Northwest/Southern CA (recruitment)
Tim Matteson
Phone: +1 310 836 4064
Fax: +1 310 836 4067
Email: tm.ieeemedia@ieee.org

Southeast (product)
Bill Holland
Phone: +1 770 435 6549
Fax: +1 770 435 0243
Email: hollandwfh@yahoo.com

Japan
Tim Matteson
Phone: +1 310 836 4064
Fax: +1 310 836 4067
Email: tm.ieeemedia@ieee.org

Europe (product/recruitment) 
Hilary Turnbull
Phone: +44 1875 825700
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Email: impress@impressmedia.com
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C A L L  A N D  C A L E N D A R

CALLS FOR IEEE CS PUBLICATIONS
IEEE Internet Computing magazine is seeking arti-

cles for a special issue on creating and managing virtual
organizations. The March/April 2008 issue addresses
flexible networks of independent, globally distributed
entities (individuals or institutions) that share knowl-
edge and resources and work toward a common goal.

Possible topics include the management of trust rela-
tionships in dynamic virtual organizations, quality-of-
service issues, and resource allocation and provisioning.

Submissions are due by 15 July 2007. To view the
complete call for papers, visit www.computer.org/
portal/pages/internet/content/cfp.html.

IEEE Computer Graphics and Applications magazine
is seeking articles for a special issue on computational
aesthetics. The March/April 2008 issue addresses the
study of computational methods for eliciting a specified
emotional response from a human.

Possible topics include image analogies, style transfer
methods, sketching, visual balance, and nonphotoreal-
istic rendering. Also welcome are papers that describe
empirically based metrics of aesthetic attributes.

Submissions are due by 20 August 2007. To view the
complete call for papers, visit http://www.computer.
org/portal/site/cga/index.jsp.

CALLS FOR PAPERS

WICSA 2008, Working IEEE/IFIP Conf. on Software
Architecture, 18-21 Feb., Vancouver, Canada; Sub-
missions due 17 Sept. www.wicsa.net

EDCC 2008, 7th European Dependable Computing
Conf., 7-9 May, Kaunas, Lithuania; Submissions due 20
Sept. http://edcc.dependability.org/call-for-contributions/
call-for-papers

CALENDAR
JUNE 2007

3-4 June: MSE 2007, Int’l Conf. on Microelectronic
Systems Education (with DAC 2007), San Diego;
www.mseconference.org

3-6 June: SWTW 2007, 17th Ann. IEEE Semiconductor
Wafer Test Workshop, San Diego; www.swtest.org

6-8 June: TASE 2007, IEEE & IFIP Int’l Symp. on
Theoretical Aspects of Software Eng., Shanghai;
www.sei.ecnu.edu.cn/TASE2007

11-15 June: ICAC 2007, 4th IEEE Int’l Conf. on
Autonomic Computing, Jacksonville, Fla; www.
autonomic-conference.org

13-15 June: Policy 2007, 8th IEEE Int’l Workshop on
Policies for Distributed Systems & Networks, Bologna,
Italy; www.policy-workshop.org

18 June: IWAS 2007, IEEE WoWMoM Workshop on
Autonomic Wireless Access (with WoWMoM), Helsinki;
www.netlab.tkk.fi/IWAS2007

18-20 June: DCOSS 2007, Int’l Conf. on Distributed
Computing in Sensor Systems, Santa Fe, N.M.; www.
dcoss.org/dcoss07/index.php

18-20 June: WETICE 2007, 16th IEEE Int’l Work-
shops on Enabling Technologies: Infrastructures for
Collaborative Enterprises, Paris; www-inf.int-evry.
fr/WETICE

18-21 June: WoWMoM 2007, IEEE Int’l Symp. on 
a World of Wireless, Mobile and Multimedia Net-
works, Helsinki; www.tml.tkk.fi/IEEE-wowmom/index.
html

18-23 June: CVPR 2007, IEEE Conf. on Computer
Vision & Pattern Recognition, Minneapolis; http://
cvpr.cv.ri.cmu.edu/

19-20 June: SOCA 2007, IEEE Int’l Conf, on Service-
Oriented Computing and Applications, Newport Beach,
Calif.; http://linux.ece.uci.edu/soca07

21-22 June: WISES 2007, Fifth Workshop on Intelligent
Solutions in Embedded Systems, Madrid, Spain; www.
enti.it.uc3m.es/wises07/

25 June: VisSoft 2007, 4th IEEE Int’l Workshop 
on Visualizing Software for Understanding & Analysis
(with ICPC), Banff, Canada; www.program-
comprehension.org/vissoft07

25-27 June: Arith 2007, 18th IEEE Symp. on Com-
puter Arithmetic, Montepellier, France; www.lirmm.fr/
arith18

25-28 June: DSN 2007, Int’l Conf. on Dependable
Systems & Networks, Edinburgh; www.dsn.org

Submission Instructions
The Call and Calendar section lists conferences, 

symposia, and workshops that the IEEE Computer
Society sponsors or cooperates in presenting.

Visit www.computer.org/conferences for
instructions on how to submit conference or call
listings as well as a more complete listing of 
upcoming computer-related conferences.
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25-29 June: ICDCS 2007, 27th IEEE Int’l Conf. on
Distributed Computing Systems, Toronto; www.eecg.
utoronto.ca/icdcs07

26-29 June: ICPC 2007, 15th IEEE Int’l Conf. on Pro-
gram Comprehension, Banff, Canada; www.cs.ualberta.
ca/icpc2007

29 June: IWSAWC 2007, 7th Int’l Workshop on Smart
Appliances and Wearable Computing (with ICDCS),
Toronto; www.mis.informatik.tu-darmstadt.de/events/
iwsawc2007

JULY 2007

1-4 July: ISCC 2007, 12th IEEE Symp. on Computers
& Comm., Aveiro, Portugal; www.av.it.pt/iscc07

2-5 July: ICME 2007, IEEE Int’l Conf. on Multimedia 
& Expo, Beijing; http://research.microsoft.com/
conferences/icme07

9-13 July: ICWS 2007, IEEE Int’l Conf. on Web Services,
Salt Lake City; http://conferences.computer.org/icws/2007

9-13 July: SCC 2007, IEEE Int’l Conf. on Services
Computing (with ICWS), Salt Lake City; http://
conferences.computer.org/scc/2007

11-13 July: ICIS/COMSAR 2007, 6th IEEE Int’l Conf.
on Computer & Information Science (with 2nd
IEEE/ACIS Workshop on Component-Based Software
Eng., Software Architecture, & Reuse), Melbourne;
http://acis.cps.cmich.edu:8080/ICIS2007

11-14 July: ICECCS 2007, 12th IEEE Int’l Conf. on Eng.
of Complex Computer Systems, Auckland, New Zealand;
www.cs.auckland.ac.nz/iceccs07

12-13 July: DIMVA 2007, 4th Int’l Conf. on Detection
of Intrusions & Malware, and Vulnerability Assessment,
Lucerne, Switzerland; www.dimva2007.org

12-14 July: NCA 2007, 6th IEEE Int’l Symp. on Network
Computing and Applications, Cambridge, Mass; www.
ieee-nca.org

18-20 July: ICALT 2007, 7th IEEE Int’l Conf. on Ad-
vanced Learning Technologies, Niigata, Japan;
www.ask.iti.gr/icalt/2007

24-27 July: COMPSAC 2007, 31st Annual Int’l
Computer Software and Applications Conf., Beijing;
http://conferences.computer.org/compsac/2007

24-27 July: EMOBS 2007, First IEEE Int’l Workshop on
Eng. Mobile-Based Software and Applications (with
COMPSAC), Beijing; http://conferences.computer.org/
compsac/2007/workshops/EMOBS07.html

AUGUST 2007

19-23 Aug: Crypto 2007, 27th Int’l Cryptology 
Conf., Santa Barbara, Calif.; www.iacr.org/conferences/
crypto2007

27-30 Aug: ICGSE 2007, Int’l Conf. on Global Software
Eng., Munich; www.inf.pucrs.br/icgse

SEPTEMBER 2007

10-14 Sept: SEFM 2007, 5th Int’l Conf. on Software Eng.
& Formal Methods, London; www.iist.unu.edu/
SEFM07

12-13 Sept: BWA 2007, Broadband Wireless Access
Workshop (with NGMAST), Cardiff, Wales, UK; http://
bwaws.nginet.de

15-19 Sept: PACT 2007, 16th Int’l Conf. on Parallel
Architectures & Compilation Techniques, Brasov,
Romania; http://parasol.tamu.edu/pact07

17-20 Sept: Cluster 2007, IEEE Int’l Conf. on Cluster
Computing, Austin, Texas; www.cluster2007.org

Crypto 2007
The 27th International Cryptology Conference

brings together researchers and practitioners of all
forms of cryptology.

Organizers have solicited original research papers
on the technical aspects of encryption, cryptography,
decryption, and other aspects of cryptology, including
software schemes and other computer-based
approaches. Conference events include invited talks,
refereed papers, and birds-of-a-feather sessions. An
informal “rump session” features short, entertaining
presentations in an informal atmosphere.

Crypto 2007 is sponsored by the IEEE Computer
Society Technical Committee on Security and Privacy
in cooperation with the International Association for
Cryptologic Research and the Computer Science
Department of the University of California, Santa
Barbara.

Crypto 2007 will take place in Santa Barbara,
California, from 19-23 August.

Visit www.iacr.org/conferences/crypto2007/cfp.
html for further conference details, including registra-
tion and activities information.
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20-21 Sept: ESEM 2007, Int’l Symp. on Empirical
Software Eng. & Measurement, Madrid; www.
esem-conferences.org

24-26 Sept: GSEM 2007, 4th Int’l Conf. on Grid Services
Engineering and Management, Leipzig, Germany;
www.ict.swin.edu.au/conferences/gsem2007

24-27 Sept: MSST 2007, 24th IEEE Conf. on Mass
Storage Systems & Technologies, San Diego; http://
storageconference.org/2007

30 Sept-1 Oct: SCAM 2007, 7th IEEE Int’l Working
Conf. on Source Code Analysis and Manipulation, Paris;
www2007.ieee-scam.org

OCTOBER 2007

2-5 Oct: ICSM 2007, 23rd IEEE Int’l Conf. on Software
Maintenance, Paris; http://icsm07.ai.univ-paris8.fr

3-5 Oct: CRITIS 2007, 2nd Int’l Workshop on Critical
Information Infrastructures Security, Malaga, Spain;
http://critis07.lcc.uma.es

8-10 Oct: WiMob 2007, 3rd IEEE Int’l Conf. on Wireless
& Mobile Computing, Networking, & Comm., White
Plains, N.Y.; www.gel.usherbrooke.ca/WiMob2007

9-11 Oct: ATS 2007, 16th Asian Test Symp., Beijing;
http://ats07.ict.ac.cn

10-12 Oct: Tabletop 2007, 2nd IEEE Int’l Workshop on
Horizontal Interactive Human-Computer Systems,
Newport, R.I.; www.ieeetabletop2007.org

10-13 Oct: FIE 2007, Frontiers in Education Conf.,
Milwaukee, Wis.; www.fie-conference.org/fie07

11-13 Oct: IPC 2007, Int’l Conf. on Intelligent Pervasive
Computing, Jeju, Korea; www.sersc.org/IPC2007

11-13 Oct: ISWC 2007, Int’l Symp. on Wearable
Computers, Boston; http://iswc.net

12-13 Oct: WRTLT 2007, 8th Workshop on RTL &
High-Level Testing (with ATS), Beijing; http://
wrtlt07.ict.ac.cn

14-21 Oct: ICCV 2007, 11th IEEE Int’l Conf. on
Computer Vision, Rio de Janeiro; www.research.
rutgers.edu/~iccv2007

15-17 Oct: BIBE 2007, IEEE 7th Symp. on
Bioinformatics & Bioengineering, Boston; www.cs.
gsu.edu/BIBE07

15-18 Oct: LCN 2007, 32nd IEEE Conf. on Local
Computer Networks, Dublin, Ireland; www.ieeelcn.org

15-18 Oct: LCN ON-MOVE 2007, IEEE Workshop On
User Mobility and Vehicular Networks (with LCN),
Dublin, Ireland; www.ieeelcn.org

15-19 Oct: EDOC 2007, 15th IEEE Enterprise
Distributed Object Computing Conf., Annapolis,
Maryland; www.edocconference.org

15-19 Oct: RE 2007, 15th IEEE Int’l Requirements Eng.
Conf., Delhi, India; www.re07.org

16-19 Oct: CIT 2007, IEEE 7th Int’l Conf. on Computer
and Information Technology, Aizu, Japan; www.
u-aizu.ac.jp/conference/cit07

20-23 Oct: FOCS 2007, IEEE 48th Ann. Symp. on
Foundations of Computer Science, Providence, R.I.;
www.focs2007.org

24-27 Oct: SBAC-PAD 2007, 19th Int’l Symp. on Com-
puter Architecture and High-Performance Computing,
Gramado, Brazil; www.sbc.org.br/sbac/2007

Events in 2007
JULY 2007

1-4 . . . . . . . . . . . . . . . . . . . . . . .ISCC 2007
2-5  . . . . . . . . . . . . . . . . . . . . . .ICME 2007
9-13  . . . . . . . . . . . . . . . . . . . . .ICWS 2007
9-13  . . . . . . . . . . . . . . . . . . . . . .SCC 2007
11-13 . . . . . . . . . . . . . .ICIS/COMSAR 2007
11-14 . . . . . . . . . . . . . . . . . . .ICECCS 2007
12-13  . . . . . . . . . . . . . . . . . . .DIMVA 2007
12-14  . . . . . . . . . . . . . . . . . . . . .NCA 2007
18-20  . . . . . . . . . . . . . . . . . . . .ICALT 2007
24-27  . . . . . . . . . . . . . . . .COMPSAC 2007
24-27 . . . . . . . . . . . . . . . . . . .EMOBS 2007

AUGUST 2007
19-23  . . . . . . . . . . . . . . . . . . .Crypto 2007
27-30 . . . . . . . . . . . . . . . . . . . .ICGSE 2007

SEPTEMBER 2007
10-14  . . . . . . . . . . . . . . . . . . . .SEFM 2007
12-13  . . . . . . . . . . . . . . . . . . . .BWA 2007
15-19  . . . . . . . . . . . . . . . . . . . .PACT 2007
17-20  . . . . . . . . . . . . . . . . . . .Cluster 2007
20-21  . . . . . . . . . . . . . . . . . . . .ESEM 2007
24-26  . . . . . . . . . . . . . . . . . . .GSEM 2007
24-27  . . . . . . . . . . . . . . . . . . . .MSST 2007
30 Sept-1 Oct:  . . . . . . . . . . . .SCAM 2007
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Editor: Bob Ward, bnward@ computer.org

COMPUTER SOCIETY CONNECTION

Society Introduces New
Technical Task Forces

T he IEEE Computer Society
Technical Activities Board
recently created two new
collaborative bodies for
furthering participation in

society activities. Computer Society
Technical Committees, Technical
Councils, and Task Forces form an
international network of professionals who share com-
mon interests in computer hardware, software, appli-
cations, and other related fields. They serve as the focal
point for the Computer Society’s activities within a tech-
nical discipline and directly influence Society policy on
standards development, conferences, publications, and
educational initiatives.

IEEE COMPUTER SOCIETY 
TASK FORCE ON HAPTICS

The IEEE Technical Committee and Task Force on
Haptics was founded in 2006 under the joint sponsor-
ship of the IEEE Computer Society and the IEEE
Robotics and Automation Society (where it enjoys full
Technical Committee status). Initiated by a group of hap-
tics researchers, the TC/TF on Haptics is home to the
international interdisciplinary haptics research commu-
nity. The group provides leadership and organization for
scientific work in haptics, which covers a wide range of
disciplines from engineering to neurophysiology.

The new haptics group will coordinate the scheduling
of major haptics conferences; sponsor special conference
sessions, tutorials, and journal issues on haptics; and con-
tribute to the new IEEE Transactions on Haptics.

Founding chair of the new group is Hong Z. Tan of
Purdue University. Cochairs are Matthias Harders of the
Swiss Federal Institute of Technology in Zurich and
Hiroyuki Kajimoto of the University of Electro-
Communications in Tokyo.

Membership in the IEEE Haptics TC/TF is open to all
individuals interested in haptics research at a profes-
sional level. There are no fees for membership, and IEEE
membership is not required for joining the group. Visit
www.worldhaptics.org to learn more.

IEEE COMPUTER SOCIETY
TASK FORCE ON GAME
TECHNOLOGY

As the field of computer-based
gaming has matured in the past few
years, the genre known as “serious”
games has grown in number and pur-
pose. More than 30 years of unob-

structed development in a highly competitive commercial
market has yielded game technologies and design processes
that can be used in applications outside entertainment.

The new IEEE Computer Society Task Force on Game
Technology advocates formalizing the collaborative frame-
works that contribute to the existing grassroots cohesion
of the serious games and gaming communities. In partic-
ular, task force organizers suggest that applied game tech-
nology can result in better software applications, especially
in areas of collaboration, user interface, collective intelli-
gence, visualization, and artificial intelligence.

Founding chair of the IEEE Task Force on Game
Technology is James R. Parker of Canada’s University
of Calgary. Parker is the author of Start Your Engines
(Paraglyph, 2005), the first book published on the art of
designing and developing driving and racing games.

Learn more about the IEEE Task Force on Game
Technology at www.ucalgary.ca/~jparker/TFGT.■

Apply Now for UPE and 
Larson Scholarships

Each year, the IEEE Computer Society offers schol-
arships to both graduate and undergraduate Society
student members. Two opportunities for student
support—the Upsilon Pi Epsilon Student Award 
for Academic Excellence and the Lance Stafford
Larson Student Scholarship—seek applicants by 
31 October.

UPSILON PI EPSILON STUDENT AWARD 
FOR ACADEMIC EXCELLENCE

Presented by the IEEE Computer Society in
conjunction with international computing honor
society Upsilon Pi Epsilon, the Upsilon Pi Epsilon
Student Award for Academic Excellence recognizes
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Computer Science 
Enrollments Drop in 2006

T he percentage of incoming undergraduates among
all degree-granting institutions who indicated they
would major in computer science and related fields

declined by 70 percent between 2000 and 2005, accord-
ing to the Computing Research Association’s annual
Taulbee Survey of PhD-granting computer science and
computer engineering departments in North America.

The number of students who declared their major in
computer science and related fields among the PhD-grant-
ing departments surveyed by the CRA also fell. After six
years of declines, the number of new majors in 2006 was
nearly half of what it was in 2000 (15,958 versus 7,798).
This is a slight decline from the 7,952 new majors reported
in 2005. Overall enrollments in computer science and engi-
neering dropped 14 percent between 2004/2005 and
2005/2006, to 34,898. Overall, enrollments have dropped
39 percent from their height in 2001/2002.

These declines in enrollment are, predictably, being
reflected at the other end of the pipeline. Following sev-
eral years of increases, the total number of bachelor’s
degrees awarded by PhD-granting computer science
departments fell 28 percent between 2003/2004 and
2005/2006, to 10,206. The median number of degrees
granted per department declined 30 percent (to 48). The
sustained drop in total enrollment combined with wan-
ing student interest in computer science or engineering
as a major suggests that degree production numbers will
continue to drop in the near term.

A steep drop in degree production among computer
science departments has happened before. According
to the National Science Foundation, the number of
undergraduate computer science degrees granted each
year nearly quadrupled between 1980 and 1986 to
more than 42,000. This period was followed by a swift
decline and leveling off during the 1990s, with several
years in which the number of degrees granted hovered
around 25,000. During the late 1990s, undergraduate
computer science degree production again surged to
more than 57,000 in 2004. In light of the economic
downturn and slow job growth of the early 2000s, the
CRA has projected for several years the current decline
in degree production.

The Taulbee Survey is named for the late Orrin E.
Taulbee of the University of Pittsburgh, who launched
the survey in 1974 for the Computer Science Board (pre-
decessor of the CRA) and conducted it until 1984. The
survey is a key source of information on the enrollment,
production, and employment of PhDs in computer sci-
ence and computer engineering. It also provides salary
and demographic data for computer science and com-
puter engineering faculty in North America. Results
from the Taulbee Survey can be compared with data pro-
duced by the National Science Foundation, which sur-
veys all institutions that grant computer science degrees.

Full results are posted each May on the CRA Web site
at www.cra.org/statistics.■

high achievement in the computing discipline.
The UPE scholarship is awarded based on a student’s

academic record, letters of recommendation, and extra-
curricular involvement related to the computing field. Any
Society member who is a full-time undergraduate or grad-
uate student with a minimum 3.0 GPA—the required GPA
for Upsilon Pi Epsilon membership—can apply. Up to four
awards of $500 each are given each year.

LARSON BEST PAPER CONTEST
The Lance Stafford Larson Student Scholarship

awards $500 to a Computer Society student member
for the best paper submitted on a computer-related
topic. A competitive scholarship, it was established in
memory of Lance Larson, the son of former IEEE presi-

dent Robert Larson, and a University of Maryland
undergraduate at the time of his death. The Larson
competition was created to encourage engineering
students to improve their communication skills. Only
papers concerning computer-related subjects are eligi-
ble. Papers will be judged on technical content, writing
skill, and overall presentation. Any undergraduate stu-
dent member with a GPA of 3.0 or above is welcome to
compete. First-, second-, and third-place winners also
receive a certificate of commendation.

Recipients of either honor also enjoy a compli-
mentary one-year subscription to any Computer
Society periodical of their choice. For information 
on entering either contest, see www.computer.org/
students/schlrshp.htm.
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B O O K S H E L F

O bject-Oriented Analysis and
Design with Applications, 3rd
ed., Grady Booch, Robert A.

Maksimchuk, Michael W. Engel,
Bobbi J. Young, Jim Conallen, and
Kelli A. Houston. The third edition of
this venerable reference to object-ori-
ented technology can help readers
learn to apply OO methods using new
paradigms such as Java, the Unified
Modeling Language 2.0, and .NET.

The authors draw upon their exten-
sive experience to offer improved
methods for object development,
along with many examples that tackle
the complex problems software engi-
neers face. These include systems
architecture, data acquisition, crypto-
analysis, control systems, and Web
development. The book covers essen-
tial concepts, explains the method, and
shows its successful application in sev-
eral fields. It also offers pragmatic
advice on issues such as classification,
implementation strategies, and cost-
effective project management.

New material in this edition includes
an introduction to UML 2.0, from the
notation’s most fundamental and
advanced elements, with an emphasis
on key changes; new domains and
contexts; and an examination of the
conceptual foundation for the widely
misunderstood fundamental elements
of the object model, such as abstrac-
tion, encapsulation, modularity, and
hierarchy.

Addison-Wesley;www.awprofessional.
com; 0-201-89551-X; 720 pp.

F ormal Models of Operating System
Kernels, Iain D. Craig. This book

shows that the formal specification of
kernels is necessary for operating sys-
tems to achieve the levels of reliability
and security demanded of them today.
The author includes specifications for
a sequence of increasingly complex
kernels that can serve as models to
help developers identify and reason
about the design’s properties—thus
making explicit what is too often left
implicit or even unknown.

The author explores what can be
inferred about a design through rig-
orous reasoning. He also describes

essential properties of data structures
and mechanisms. Designers can easily
become bogged down in complexity
issues when considering kernels. This
book’s clear and concise style, and its
prescriptive rather than descriptive
approach, shed light on this topic,
showing clearly how an operating sys-
tem’s kernel can affect these systems’
reliability and performance.

Springer; www.springer.com; 
1-84628- 375-2; 338 pp.

C reating Agile Business Systems
with Reusable Knowledge, Amit

Mitra and Amar Gupta. Developers
need agility and innovation to achieve
global excellence and customer value
in 21st-century business, yet most
approaches to business process engi-
neering sacrifice these attributes in
favor of operational efficiency and eco-
nomics. Moreover, the IT systems used
to automate and encapsulate business
processes are unresponsive to the
dynamic business environment.

The authors strive to close this gap,
showing how innovation can be sys-
tematized with normalized patterns of
information, how business processes
and information systems can be tightly
aligned, and how these processes and
systems can be designed to automati-
cally adapt to change by reconfiguring
shared patterns of knowledge. They
also present a modular approach to
building business systems that paral-
lels that of object-oriented software
and provide the practical templates
required for accelerating integration,
analysis, and design.

Cambridge University Press; www.
cambridge.org; 0-521-85163-7; 404 pp.

P robabilistic Methods for Financial
and Marketing Informatics, Richard

E. Neapolitan and Xia Jiang. This book
shows how to apply informatics to areas
such as managerial options and decision
making, investment science, marketing,

and data mining. The authors concen-
trate on the probabilistic and decision-
theoretic approaches to informatics,
emphasizing the use of Bayesian 
networks.

Rather than dwelling on rigor, algo-
rithms, and proofs of theorems, the
book focuses on problem solving and
practical applications. Many examples
and exercises can be found throughout
the book, as well as six chapters that
walk the reader through pragmatic sit-
uations. Many solutions are expanded
on when the authors discuss their final
implementation, which uses the Netica
software package.

Morgan Kaufmann; www.mkp.com;
0-12-370477-4; 432 pp.

H ow the Body Shapes the Way We
Think: A New View of Artificial

Intelligence, Rolf Pfeifer and Josh
Bongard. The authors demonstrate that
thought is not independent of the body,
but tightly constrained and, at the same
time, enabled by it. They argue that the
kinds of thoughts we can have are pre-
determined by their foundation in our
embodiment: in our morphology and
the material properties of our bodies.

This crucial notion underlies funda-
mental changes in the field of artificial
intelligence over the past two decades.
The authors use the basic methodol-
ogy of artificial intelligence—under-
standing by building—to describe their
insights. If we understand how to
design and build intelligent systems,
they reason, we will better understand
intelligence in general. In accessible,
nontechnical language, with many
examples, they introduce the basic
concepts, drawing from recent devel-
opments in robotics, biology, neuro-
science, and psychology to outline a
possible theory of intelligence. They
illustrate their applications of such a
theory in ubiquitous computing, busi-
ness and management, and the psy-
chology of human memory.

MIT Press; mitpress.mit.edu; 0-262-
16239-3; 394 pp.

Send book announcements to
newbooks@ computer.org.
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D igital technology works so
well because at the heart of
digital representation there
are only a few basic compo-
nents. Nowadays, these basic

components usually are binary digits,
bits for short, called binary because
they are designed to stand for only
two different values, conveniently
called zero and one. A stored or trans-
mitted bit’s state can deteriorate quite
badly before a processing device will
be mistaken in deciding which of the
two possible values is the original.

Most modern computers store the
data uniformly in blocks in their main
store. The blocks are numbered serially
so that each block has its own num-
ber—its address. Thus, each block has
two aspects: its address and its content.
Addresses are a simple sequence of ser-
ial numbers. The content located at a
specific address is the value of its bits,
usually eight in number and called a
byte, divided into two groups of four
contiguous bits called nibbles.

As each bit can independently be
either 0 or 1, a byte can hold 28 or 256
different values overall. There are too
many of these to conveniently give a
name to each, so bytes are usually con-

sidered as divided into nibbles of
hexadecimal digits—hex digits for
short. Table 1 lists binary digits and
their hexadecimal equivalent. 

For clarity, the hex digits beyond 9
are sometimes spoken as able, baker,
charlie, dog, easy, and fox.

The value that any byte stores can
then be shown as a pair of these hex
digits. Strings of bytes can represent
anything you need represented digitally.
Being able to represent anything de-
pends on having adopted a convention
for representing things of that kind.

The earliest and still quite popular
class of thing to be represented is num-
bers, though properly speaking these
are not things but properties of things.
The numerical operations that a com-
puter carries out on numbers as num-
bers are together called its arithmetic. 

ADDRESS ARITHMETIC
Working with a computer’s data
addresses requires only the simplest
arithmetic, called address arithmetic
or logical arithmetic. The arithmetic is
simple because there is only a limited
number of addresses and these are
unsigned—that is, never negative—
and start at zero.

If a computer used an address of one
byte, it would have a main store of 256
bytes with addresses from 0 to 255
(decimal) or 00 to FF (hex). A 2-byte
address would allow addresses from 0
to 65,535 or 0000 to FFFF, a 3-byte
address 0 to 16,777,215 or 000000 to
FFFFFF, and so on. Nowadays, com-
puters usually have addresses larger
than this. However, a one-byte address
will serve here to illustrate logical
arithmetic.

The main operation of logical arith-
metic is addition. Addition is a series
of steps starting with an augend and
an addend. For simplicity, we use an
8-bit byte to illustrate the process,
although 32-bit and 64-bit words are
more common today. 

Each step computes three new quan-
tities: an augend, a carry, and an
addend. The steps use all n bits of the
operands in parallel (here n = 8). The
new augend bit is 1 if and only if
(denoted iff) one and only one of the
two incoming bits is a 1 (that is, iff cor-
responding bits of the augend and
addend are 01 or 10). The new carry bit
is 1 iff both incoming bits are 1.  The
adder forms the new addend by shift-
ing the carry bits one position to the left
and putting a 0 in the right-most bit
position. The adder repeats the three
computations of a step (new augend,
carry, and addend) until all the carry
bits are 0. Figure 1 illustrates the exam-
ple of adding 85 and 103 (decimal). 

Quirks
The time taken for a straightfor-

ward addition depends on the number
of steps needed, which can vary
widely. However, shortcuts can re-
move this dependency.

When adding two numbers, the
high order carry bit could be a 1. This
is simply lost in shifting. The effect is
like the hour-hand of a clock passing
through 12, except that in the hexa-
decimal example the clock would have
256 hours labeled 00 to FF.

Circuitry could be provided for sub-
traction, but it’s simpler to add the
complement. For a hexadecimal clock,
this hinges on 1 back, say, being the
same as 255 forward, and vice versa.

Binary 
Arithmetic
Neville Holmes, University of Tasmania

The basic aspects of computer
arithmetic are how numbers 
are represented and the 
operations performed on 
those representations.
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For the binary representation of a
byte, the complement is its bitwise
complement with a one added in to
the lowest position.

Logical arithmetic is error free. An
address can be invalid, but only
because the main store is not big
enough to hold a value at every possi-
ble address, a fault that virtual
addressing eliminates.

INTEGER ARITHMETIC
When possible values are quantita-

tive and not indicative, the arithmetic
must be able to handle negative num-
bers and to multiply and divide with
them.

An early method of representing
negativity was to use the leading bit as
a simple arithmetic sign, but this raised
the ambiguity of having two different
zeroes, one negative and one positive.

The usual method nowadays is to
offset the values in such a way that the
arithmetic is not directly concerned
with negativity, but the leading bit
nevertheless acts as a negative sign.
Thus the values for a single byte
binary integer range from -128 (80) to
-1 (FF) and from 0 (00) to 127 (7F).
The four examples of addition in
Figure 2 illustrate this, showing that
the operation is practically the same
as for logical arithmetic, even though
the meanings have been changed.

Subtraction is carried out by adding
the negation of the subtrahend.
Multiplication is carried out by
repeated addition, and division by
repeated subtraction. Shortcuts are
used to speed up these operations.
Simple operations such as negation

and magnitude are typically also pro-
vided in a computer’s instruction set.

Quirks
Just as for address arithmetic, the

results are exact if they will fit into the
space provided for the result in the
result register. However, because the
values are no longer cyclic, the result
of an addition can be longer than that
space. If adding two positive numbers

results in an apparently negative num-
ber, then the correct sum is too long
for the result register to hold. This is
called an overflow and must be sig-
naled so that a program can deal with
this exceptional result. An apparent
nonnegative result from adding two
negative numbers is also an overflow.
Negation and magnitude of the lowest
representable number will also cause
an overflow, which will need to be 
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Step Operand Binary Hex Decimal  

Add decimal 85 + 103
Augend 01010101 55 85   
Addend 01100111 67 103   
New augend bit is 1 iff incoming bits are 01 or 10

1a Augend 00110010 32 50   
Carry bit is 1 iff incoming bits are 11  

1b Carry 01000101 45 69   
New addend is now the left-shifted carry with 0 fill  

1c Addend 10001010 8A 138   
Repeat the three substeps until the carry is all zeroes  

2a Augend 10111000 B8 184  
2b Carry 00000010 02 2  
2c Addend 00000100 04 4   

Repeat the three substeps until the carry is all zeroes  
3a Augend 10111100 BC 188  
3b Carry 00000000 00 0  

Finished because carry is all zeroes; answer is in the last augend 

Figure 1. Address arithmetic example.The arithmetic is simple because there is only a 
limited number of addresses and these are never negative.

Table 1. Hexadecimal digits.

Binary Hex Binary Hex  

0000 0 1000 8  
0001 1 1001 9  
0010 2 1010 A  
0011 3 1011 B  
0100 4 1100 C  
0101 5 1101 D  
0110 6 1110 E  
0111 7 1111 F 

Example Binary Hex Decimal  

(a) 85 + 39 = 124
Augend 01010101 55 85  
Addend 00100111 27 39  
Result 01111100 7C 124    

(b) 85+ (–39) = 46
Augend 01010101 55 85  
Addend 11011001 D9 –39  
Result 00101110 2E 46     

(c) (–85) + 39 = –46
Augend 10101011 AB –85  
Addend 00100111 27  39  
Result 11010010 D2 –46    

(d) (–85) + (–39) = –124
Augend 10101011 AB –85  
Addend 11011001 D9 –39  
Result 10000100 84 –124  

Figure 2. Integer addition examples.The values for a single byte binary integer range
from -128 (80) to -1 (FF) and from 0 (00) to 127 (7F).
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signaled.  In the example using eight
bits, –128 cannot be negated because
+128 is larger than the largest positive
number representable in eight bits
(+127).

While a program can satisfactorily
deal with an occasional overflow, sim-
ple multiplication would overflow far
too often to be tolerated. The usual way
to deal with this is to couple two result
registers to provide a double-length
product. It’s then up to the program to
use the two halves appropriately.

Integer division is more complicated
still. First, while the quotient, as an
integer, usually can be accommodated,
the division will leave a remainder, so
two result registers are needed.
Second, the quotient can in effect
overflow when the divisor is zero or
when the lowest representable integer
is divided by negative one.

SCALED ARITHMETIC
In scientific and engineering com-

puting, multiplications and divisions
are as frequent as additions and sub-
tractions. Repeated multiplication, as
in polynomial evaluation, is common.
Such computation requires scaling.

Before electronic computers became
available, scientists and engineers com-
monly used slide rules and logarithm
tables for multiplication and division,
and they did scaling mentally or with
the help of pencil and paper. Although
Konrad Zuse’s early computers used
automatic scaling, later machines, such
as John von Neumann’s IAS computer,
did not. This forced the programmer
to anticipate what scaling would be
needed, although the IAS machine
used 40-bit numbers to protect against
the unexpected.

When the unexpected proved all too
frequent, users built scaling into their
programs but, because this was very
slow, scientific computers soon did
their scaling in hardware. Rather
unfortunately, such arithmetic and the
representation of scaled values came
to be called floating-point arithmetic
and numbers. The adjective semilog-
arithmic is sometimes used for clarity.

A floating-point number has three
parts: the base b, the scale or expo-
nent e, and the significand s. The value
represented is s � be. The exponent
and the significand are variable in
floating-point representations, but the
base is fixed. Scaled values are printed
out using a base of 10, so 45E6 rep-
resents 45,000,000 and 4.5E–6 rep-
resents 0.0000045. Internally, most
computers use binary floating-point
arithmetic and representation in
which the base is 2.

IEEE Standard 754 for Binary
Floating-Point Arithmetic specifies the
format of floating-point numbers for
both single-precision (32-bit) and
double-precision (64-bit) representa-
tions. For simplicity, we consider only
the single-precision format. The stan-
dard says that the most significant bit
is the sign of the number (0 indicates
positive, and 1 indicates negative).
The next eight bits are the exponent
in base 2, expressed as an integer. But
because the number’s true exponent
must be allowed to be positive or neg-
ative, the 8-bit exponent value is
biased by +127, which makes the rep-
resentable range –127 to +128. The
remaining 23 bits are the mantissa,
also called the significand. Those 23
bits are used as fraction bits appended
to an implied integer of 1, sometimes

called the “hidden” bit. The signifi-
cand is termed “normalized” because
its arithmetic value is always less than
2 but not less than 1.

In floating-point multiplication the
exponents are added and the signifi-
cands multiplied. The exponent and
significand of the result might need
slight adjustment to bring the integer
part for the hidden bit back to 1
before the leading 23 fraction bits of
the product’s significand, perhaps with
rounding, are stored in the result.
Division is handled in much the same
way, but using subtraction on the
exponents and full division (without
remainder) on the significands.

Addition and subtraction are quite
complex because the values of the
exponents must be used to adjust the
alignment of the two significands
before the addition or subtraction can
take place. For further explanation 
of floating-point arithmetic, see en.
wikipedia.org/wiki/floating_point.

Quirks
The most significant quirk of scaled

arithmetic is the loss of exactness.
Basic laws of arithmetic no longer
hold. For example, 

(a + b) – a = a + (b – a) = b

in exact arithmetic but, because the
significand of any result needs to be
truncated or rounded in floating-point
arithmetic before it is stored, the result
of (a + b) – a might not be the same as
that of a + (b – a). Such errors can
accumulate significantly when a pro-
gram carries out trillions of floating-
point operations. Sophisticated use of
interval arithmetic can avoid this prob-
lem, but this requires the type of
rounding to be selectable so that it can
preserve the interval properties.

Because the significand is normal-
ized, there is no straightforward way
to represent zero. A tweak is needed.
Once this tweak is provided, the var-
ious possible results of division by
zero need tweaks in turn to represent
them. For example, different repre-
sentations are needed for 0 ÷ 0, 1 ÷ 0
and –1 ÷ 0. The arithmetic’s various
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Sign Exponent Significand Binary Decimal  

0 1000 0000 01000000. . . 0 +1.01 � 2 128-127 (1 + .25) � 21 = 2.5
1 1000 0001 11000000. . . 0 –1.11 � 2129-127 –(1 + .5 + .25) � 22 = –7
0 0111 1111 00000000. . . 0 +1 � 2127-127 1

Figure 3. Examples of scaled values.The most significant bit is the sign of the number (0
indicates positive, and 1 indicates negative).The next eight bits are the exponent in base
2, expressed as an integer.The 8-bit exponent value is biased by +127, which makes the
representable range –127 to +128.The significand is termed “normalized” because its
arithmetic value is always less than 2 but not less than 1.

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageComputerComputer B
A

M SaGEF

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageComputerComputer B
A

M SaGEF

http://wikipedia.org/wiki/floating_point
http://www.computer.org
http://www.qmags.com
http://www.computer.org
http://www.qmags.com


operations must be able to handle all
these special values in combination
with each other and with ordinary val-
ues. To handle these special cases,
exponent values of all zeroes and all
ones are reserved to signal special val-
ues such as 0, denormalized numbers,
infinity, and not-a-number. Thus, for
ordinary arithmetic the exponent
actually only has a range of –126 
to +127.

Floating-point arithmetic is not only
still subject to overflow when a result
becomes too large to represent, but a
result also can be too small to repre-
sent, an exception called underflow.

COMPLETE ARITHMETIC
Traditional floating-point arithmetic

tolerates the introduction of error, but
the errors tend to accumulate in unpre-
dictable ways. In the past, providing
longer and longer representations less-
ened the error, but this is a losing bat-
tle as computers become faster and
faster and problems larger and larger.
The result of a large scientific compu-
tation might now need many trillions
of floating-point operations.

Such computations typically include
focused subsections traversing very
large arrays of values to arrive at only
a few results such as the sum of prod-
ucts. The truncation error within such
subsections can be unpredictably
large, but it can be eliminated by using
a result register large enough to keep
the complete result, which is exact.
With computers as capacious as
today’s, that exact result can then be
kept as is for intermediate results,
pressing it into floating-point format
only for final results.

Complete arithmetic was available
more than 20 years ago as a special
feature for an IBM mainframe com-
puter, but was later removed from
sale. Perhaps it was before its time, as
implementation in a microprogram
was relatively slow.

With today’s integrated circuitry,
complete arithmetic has become quite
practical and has been satisfactorily
implemented on special chips. Its
widespread adoption is overdue as its
support for a branch of computation

called validated numerics is crucial.
Validated numerics can provide

solutions to most scientific computa-
tions with certainty. Prominent among
its techniques is a sophisticated appli-
cation of interval arithmetic, arith-
metic that works with paired values
that specify the bounds within which
an entity’s value must lie. Control of
rounding type ensures that values stay
within their bounds. Mathematicians
can design algorithms so that conver-
gence of intervals is proof that the
solution is completely valid. Complete
arithmetic can greatly speed up con-
vergence, and it can induce conver-
gence that would not be possible with
traditional floating-point arithmetic.

Quirks
While complete arithmetic can

greatly reduce the incidence of over-
flows and underflows, it cannot com-
pletely eliminate them. Valid results
can be too large or small to be repre-
sented even in a complete result regis-
ter—for example, in the unlikely event
of repeated exponentiation of extreme
values. Such invalidity is not of prac-
tical concern, however, because it can
be completely avoided in its most par-
ticular use—the ubiquitous scalar or
dot product. A more significant prob-
lem is the inability to fit extreme com-
plete results into standard floating-
point formats.

Large arrays of complete results
need large amounts of storage space
and time to store and fetch, although
using a variable-length format for
external storage of complete results
could greatly reduce both the space
and time needed. Nevertheless, pro-
grams need to keep down the number
of times they convert complete results
to floating-point format. 

An arithmetic and representation
such as symmetric-level indexing,
which compares to semilogarithmic
arithmetic somewhat the way semi-
logarithmic compares to integer, can
eliminate overflow and underflow.
The drawback is the severe complex-
ity of arithmetic operations.

Perhaps a more serious problem
with binary arithmetic is the isolation

of scaled arithmetic from integer arith-
metic. This isolation means that pro-
grammers must make decisions about
which to use when coding programs,
and making such decisions is not
always easy. Also, they might need to
write several versions of a computa-
tional function for different represen-
tations of its arguments. An early
Burroughs mainframe computer in
which an integer represesentation
would switch to scaled rather than sig-
naling an overflow implemented such
an arithmetic.

F urther discussion of these possi-
bilities can be found in “Com-
posite Arithmetic” (Computer,

Mar. 1997, pp. 65-73). Ulrich
Kulisch’s Advanced Arithmetic for 
the Digital Computer: Design of
Arithmetic Units (Springer-Verlag,
2002) provides a description of com-
plete and interval arithmetics and their
implementation. ■

Neville Holmes is an honorary research
associate at the University of Tasmania’s
School of Computing. Contact him at
neville.holmes@utas.edu.au.
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E N T E R T A I N M E N T  C O M P U T I N G

Apple’s iPhone will entice 
early adopters with the 
cachet of coolness.

T he new Apple iPhone is sched-
uled to debut in June 2007, 30
years to the month after the
Apple II, the world’s first pop-
ular PC, appeared. As if it

were a comet we have been speculating
about and tracking over the past two
years, the iPhone is no surprise, but we
still can’t keep our eyes off it. Like the
Apple II, the iPhone will arrive with an
impact that affects several domains—
financial, technical, and cultural.
Although felt immediately, under-
standing its full impact will take years. 

Strategically, the iPhone will help
Apple protect and expand its base of
iPod devices into the domain of smart
phones and converging devices. On
the surface, the iPhone is an iPod with
an integrated phone. There is, of
course, much more.

TECHNICAL MARVEL
The iPhone’s technical specifications

are impressive (www.apple.com/iphone/
technology/specs.html). In the tradition
of Apple, the iPhone emphasizes aes-
thetics over features. The device is thin
at 11.6 mm, but provides a large, clean
display. 

The iPhone lacks keys, instead using
a 3.5-inch, 480 � 320 pixel touch
screen for interacting with the system

features. The phone’s lack of tactile
feedback, other than its two hardware
controls—the sleep switch and home
button—has provoked much discus-
sion in design and UI blogs. For exam-
ple, the iPhone’s screen will likely fall
prey to smudges and fingerprints.
Moreover, the display must be lighted
to access the simulated keys and other
inputs. However, Apple has had
plenty of experience with virtual con-
trols such as the click-wheel interface
on the iPod and seems confident users
will accept using the human finger as
a stylus for the iPhone.

The device also has a plethora of
wireless capabilities, including multi-
ple flavors of GSM, Bluetooth 2.0,
and WiFi 802.11b/g. The phone will
use AT&T’s EDGE technology for
two-and-a-half generation (2.5G)
data rates of around 250 Kbps, which
is much slower than competing 3G
technologies such as evolution data
only (EVDO). But the primary broad-
band access method will be the
iPhone’s Wi-Fi capability, with 50
Mbps in the 802.11g mode.

The iPhone provides small but use-
ful elements such as a proximity sen-
sor to turn the display on and off to
save energy because it’s not helpful to
light up the display if the user isn’t

positioned to see it. An accelerometer
reorients an image depending on how
the user holds the handset. The iPhone
also extends the Mac OS X franchise
by using a smaller, embedded version
of the BSD Unix variant. This might
make the iPhone attractive to third-
party developers if Apple decides to
open up the device.

USER FRIENDLY
From a user perspective, the device

incorporates a 2-megapixel camera, a
Web browser, and iTunes. All the
device’s communications, computing,
and graphics require serious comput-
ing horsepower and batteries. The
iPhone will have four ARM proces-
sors, and Apple claims that battery life
will be around five hours for talking,
watching videos, and Web browsing
on the Internet.

The iPhone represents mature tech-
nology that several other mobile
phones or PDAs have demonstrated.
What makes it different is that the
device’s aesthetic appeal hides much
of its complexity, as Figure 1 shows.
Moreover, the design integrates well
with the vertical market Apple has
created for TV, music, and movies.
The phone syncs with iTunes just like
an iPod, and its software works like
(and with) the Mac’s. 

The iPhone follows a pattern of
what Clive Grinyer (www.clivegrinyer.
com/sitebuildercontent/sitebuilderfiles/
lipstickonapig2007.pdf) calls “strate-
gic design”

Steve Jobs is just as much the
designer, defining the values, creat-
ing the environment for Jon [Ives]
and his team to deliver, and using
design strategically to design not
just great products but a complete
service experience—design across
every touchpoint.

REVENUE GENERATOR
The rationale for Apple to create

the iPhone is that the financial
impact for the company, its supply
chain partners, and consumers could
be huge. Steve Jobs said at Mac-
world this January: “We’ve … had

iPhones Target 
the Tech Elite
Michael Macedonia
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Services, excluding iTunes pur-
chases, will take the bigger chunk.
AT&T, the mobile-phone service
provider, will likely charge between
$75 and $100 per month for a two-
year plan. This will provide the cell-
phone giant with revenues of up to
$2,400 per phone and could raise the
total cost of an iPhone to well above
$3,000 over two years.

Purchasers will thus need to be
fairly affluent to afford such a
device—a market that Apple clearly
desires. Moreover, those affluent
buyers will generate new revenue
from music, video, and movie down-
loads.

COOLNESS FOR THE WIN
Version 1.0 of a product is always a

market test, albeit an expensive one.
In the iPhone’s case, the real target
date is 2009, when the second version
will come out and the first set of two-
year service agreements with AT&T
will expire. By that time, AT&T will
finally have fully deployed 3G phone
service in the US. Apple will then also
have its production geared up to start
selling different models for different
market segments.

Apple also plans to release new fea-
tures for free during the two-year
agreement cycle. This will give it the
opportunity to test-market services—
in a sense, echoing Google’s beta/
new-feature approach for its Web
applications.

The breadth and depth of Apple’s
dominance in the online media mar-
ket is stunning. Consumers have made
more than 2 billion downloads from
its iTunes store since it debuted in
2003. The store now has more than 
5 million songs, 350 TV shows, and
500 movies in its catalog. iTunes holds

some real revolutionary products.
The Mac in 84, the iPod in 2001, and
we’re gonna do it again with the
iPhone in 2007. Exactly what we’re
trying to do, 1 percent market share
in 2008, 10 million units and we’ll
go from there….” That’s more than
$5 billion in revenues for the mobile
phone-camera-iPod combination.
The initial cost of the iPhone follows
iPod’s stair-step pricing model (www.
roughlydrafted.com/RD/RDM.Tech.
Q1.07/4DD0941D-9097-4FAE-A3BB-
29DA5CA07199.html), as Table 1
shows.

85 percent of the market share of legal
downloads and represents a major
revenue growth area for Apple. The
10 million iPhones will soon join the
more than 100 million iPods Apple
has already sold.

The iPhone faces some of the same
criticism as the early iPod did in the
MP3 market—too expensive given a
market full of similarly capable but
pedestrian music players. Yet the
world continues to buy iPods more
than any other MP3 player because
they offer something others can’t: 
a bite of Apple’s cool factor, generated
by the company’s great design and a
fabulous user experience.

T he iPhone promises to build on
Apple’s coolness legacy. More-
over, it could quickly become

known as the elite experience in a
world that already has 10 billion
mobile phones. Apple’s initial 10 mil-
lion iPhones will represent barely a
tenth of one percent of the world’s cell
phone market. Early adopters will
thus be special, members of the tech
elite.

If the iPhone meets expectations, it
could create a new, unpredictable
dynamic in the mobile phone market-
place. Already, for example, Sprint
reduced the cost of its music down-
loads in March from $2.50 a song to
99 cents.

Returning to the comet analogy,
the iPhone could have as much of a
disruptive effect on the existing cell
phone market as the dinosaur-killing
comet’s impact did 65 million years
ago. Or, as with the Apple II in 1977,
it could be the beginning of a new
age for devices we haven’t named
yet. ■

Michael Macedonia is a member of
Computer’s editorial board. Contact him
at macedonia@computer.org.

Figure 1. Built atop a foundation of mature
technology that other mobile devices and
PDAs have demonstrated, the iPhone’s aes-
thetic appeal hides much of its complexity.
Photo courtesy of Apple.

Table 1. Apple’s iPod stair-step pricing model.

iPod Model Price Description  

Shuffle $79 Ultra small and simple  
Nano $149-$249 Very small and thin  
5G iPod $249-$349 Hard-drive-based, with large capacity  
iPhone $499-$599 Phone and Internet features
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I N V I S I B L E  C O M P U T I N G

Koala makes it possible to
capture and share how-to
knowledge with others.

A s our business and personal
lives move online, we must
learn to carry out increas-
ingly complicated tasks on
the Web—for example,

checking a bank account balance, set-
ting up automatic bill payments, shar-
ing photos with family, searching for
real-estate listings, and ordering new
business cards. Wouldn’t it be nice to
have an expert watching over your
shoulder and showing you how to do
such things properly?

The Koala project at IBM’s
Almaden Research Center (www.
research.ibm.com/koala) is aiming to
create the next best thing: a wiki-type
repository of instructions for Web
applications that can help users auto-
mate common tasks.

In addition to being human-read-
able, Koala scripts are machine-under-
standable—the system can interpret
each instruction and perform it auto-
matically. At each step, Koala shows
you what button to push and then
does it for you. It can also fill in fields
with your name, address, and other
personal information. 

SOCIAL SCRIPTING
Unlike knowledge bases where an

individual or organization is respon-

sible for single-handedly documenting
all procedures, Koala lets any user
contribute a script to the repository.
Just as Wikipedia leverages the exper-
tise of people around the world to cre-
ate a comprehensive encyclopedia of
human knowledge, we envision Koala
becoming a community-driven repos-
itory of how-to knowledge about Web
applications.

This approach, which we call social
scripting, relies on users to contribute
scripts that benefit other members of
their community. It might be particu-
larly useful in an enterprise setting,
where members have common needs
such as purchasing equipment via the
corporate procurement system or fol-
lowing a standard process for trans-
ferring an employee to a different
department.

Koala also addresses the “long tail”
of business processes: In a corpora-
tion where the IT department can
afford to build tools to automate 
popular processes such as payroll,
staffing, and benefits administration,
many processes are not automated
because doing so isn’t cost-effective
(http://thelongtail.com). Koala fills
this need by enabling small teams to
easily automate their own idiosyn-
cratic workflows.

Asking ordinary users to document
how-to knowledge is challenging, but
you don’t have to be a programmer to
create scripts that others can use.
Koala employs a programming by
demonstration technique that lets non-
programmers generate scripts auto-
matically. As a user navigates through
a Web site and fills in fields, Koala
records the steps in a human-readable
language consisting of instructions
such as “click the Search button” and
“type your name into the From field.” 

In this way we hope to lower the
bar for creating scripts, making it pos-
sible for anyone who knows how to
do something on the Web to easily
document those steps and show others
how to do it as well.

PRINTING PHOTOS ONLINE
Koala makes it easy to learn how to

do something online. For example,
Figure 1 shows how Koala can be
used to print digital photos via an
online service. 

The Koala sidebar appears on the
left side of the Web browser and dis-
plays the script “Print photos with
Kodak EasyShare,” comprising six
steps, while the right side of the
browser displays the photo service
Web page. Koala highlights the next
step to be followed in the script—
clicking the “Buy Prints” link—along
with the corresponding widget in the
Web page. When the user clicks the
“Step” button, Koala performs the
corresponding action and advances to
the next step. 

The user can continue stepping
through the script until it completes. A
user who decides to do something dif-
ferent can simply abandon the script
in midexecution or return to it later
by clicking on a step and resuming
execution from that point.

Some instructions require human
input and thus can’t be executed auto-
matically. Koala parses each step to
determine whether it can be automated
or the user must be consulted. To rec-
ognize those steps the user should per-
form, the system looks for the word
“you” in the instruction—a simple but
extremely effective heuristic. 

Social Scripting 
for the Web
Tessa Lau
IBM Almaden Research Center
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gets is highly constrained by the cur-
rent Web page—for example, there is

When Koala encounters a “you”
step, it pauses execution and waits for
the user to perform the described
action. In the photo-printing scenario,
for example, the user must choose
which photos to print. After making
a selection, the user can click the
“Step” button to resume execution at
the next step, adding these photos to
the shopping cart.

This powerful mixed-initiative
interaction feature can be used to par-
tially automate processes that require
human decisions and judgment.

Once a user has stepped through a
script to see how it works, Koala also
provides a “Run” button that will
execute the entire script without stop-
ping (unless it contains a “you” step,
at which point execution will pause
and wait for human input). Using this
feature, people can automate routine
tasks. For example, one could use a
Koala script to automatically forward
office phone calls to a different num-
ber when working remotely. Koala
could also be used to automate test-
ing of Web applications.

SEARCHING FOR REAL ESTATE
Creating new scripts is as simple as

demonstrating how to perform a
given task in a Web browser. Figure 2
illustrates an example of using Koala
to create a script that searches for real
estate in the San Francisco Bay Area.
As the user visits Web pages and clicks
buttons, Koala records these actions
in the “Steps” field of the sidebar.

The script itself is text, and the
script editor is a text editor. Users can
rearrange steps or change them as
needed simply by editing the text in
the script. The process doesn’t require
users to employ a precise program-
ming language syntax; the system is
capable of interpreting colloquial
instructions such as “now scroll down
and press the Go button.” 

Koala’s approach to parsing plain-
text commands, nicknamed “sloppy
programming,” relies on two key
principles: Actions on Web pages may
be described with a fairly small
vocabulary (click, push, type, enter,
and so on), and the set of possible tar-

typically only one search button to
click.

Figure 1. Using Koala to print digital photos. Koala highlights the script for the next step
to be followed in the left side of the browser along with the corresponding widget in the
printing service’s Web page.

Figure 2. Using Koala to record a script for real-estate searches. As the user visits Web
pages and clicks buttons, Koala records these steps in the browsers’ left-hand pane.
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Koala will search the user’s personal
data field, extract the e-mail address,
and substitute that into the step. 

This simple feature lets people cre-
ate scripts that do not hard-code any
personal details but can be cus-
tomized at runtime for the user run-
ning the script.

CREATING A COMMUNITY
After a script has been uploaded to

Koalescence, any user can load it into
Koala and run it. This lets users auto-
mate routine online tasks. For exam-
ple, instead of having to check the
real-estate search engine manually
each day, a person could run a Koala
script, and with a single click be taken
directly to the listings that match the
desired search criteria.

However, what is routine for one
person might be instructive for
another. The scripts a user creates to
solve a particular set of problems
might be even more useful in a social

A user clicks the “Save” button to
automatically store a created script on
the project’s wiki, code-named
Koalescence, for others to use as well.
The fact that the script is represented
purely as text makes it easy for others
to read and edit the script in the same
way that Wikipedia authors can cor-
rect and add details to one another’s
articles.

Generalizing scripts
Koala also provides a way to gener-

alize scripts so that they work across
users with the “Personal Database” fea-
ture shown in the lower left corner of
Figures 1 and 2. This database is simply
a text file containing name/value pairs,
which users can refer to in scripts. 

For example, when a user enters an
e-mail address in a form, rather than
recording the literal action, Koala gen-
eralizes the instruction to read “enter
your email address into the Email:
field.” When playing back that script,

context. This is the reason social book-
marking sites such as del.icio.us
(http://del.icio.us) have become so
popular: Although people might book-
mark Web sites primarily for personal
recall, a side effect of sharing those
bookmarks is to contribute to a pub-
lic repository of tagged and filtered
information that everyone can search. 

Similarly, while we expect Koala to
be used initially as a personal tool,
over time the shared script repository
will become more valuable as people
start to leverage one another’s work.

T o ensure Koala continues to
develop into a comprehensive
repository of how-to knowledge,

we are taking steps to grow the com-
munity. One of the first will be to
encourage users to assume different
roles. However, creating scripts is only
the tip of the iceberg: Some users could
contribute by testing scripts and
reporting when they fail, while others
could tag scripts to create a folkson-
omy that makes scripts easier to find.
A select few could serve as script gar-
deners, digging out the obsolete scripts
and encouraging budding scripts to
mature.

As our work evolves, we anticipate
learning much more about what
makes the Koala community thrive
and what kinds of tools are most use-
ful to help it evolve. ■

Tessa Lau is a research staff member at
IBM’s Almaden Research Center. Con-
tact her at tessalau@us.ibm.com. 

My thanks to the members of the Koala
team for sharing the dream: Allen
Cypher, Clemens Drews, Eser Kando-
gan, Eben Haber, James Lin, Jeffrey
Nichols, Eric Wilcox, and honorary
member Greg Little. I also thank all the
early adopters who have used the system
and given valuable feedback.

I N V I S I B L E  C O M P U T I N G

Editor: Bill N. Schilit, Google;
bill.schilit@computer.org,
http://schilit.googlepages.com
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S O F T W A R E  T E C H N O L O G I E S

Technologies are available to help
develop and evolve systems that
respond more quickly and efficiently 
to a changing environment.

T he ancient Romans’ ability to
build cities was one mark of
their technological advance-
ment. After authorities iden-
tified a strategically suitable

location, city developers would go
there to design and plan for a city. To
produce an effective plan, an architect
would determine available resources
such as water, building materials, suit-
able land for farming, and road access.
These resources would define the
number of people the city could sus-
tain over time. 

Builders would construct the city’s
walls first to determine the boundary
for the maximum number of inhabi-
tants and establish points from which
its citizens could effectively defend the
city. Artisans would erect key build-
ings and the requisite infrastructure
from the architect’s plans. 

As the city prospered, more people
would come to live in the area. While
walls inhibited growth, residents
would eventually build dwellings and
lay out farms outside the walls despite
the risk of potential attacks. City
administrators would import goods to
compensate for the lack of local
resources; however, the city would be

vulnerable to external forces interfer-
ing with its supply lines. Ironically, the
city’s success could ultimately con-
tribute to its downfall. 

Successful software systems often
suffer the same fate that befell pros-
perous ancient cities. Developers de-
sign software systems based on needs
and constraints imposed by external
factors that change over time. These
systems might align well with the cur-
rent mission, marketplace, or line of
business, drawing a strong client base.
But as the number of users grows, so
do demands on the system. 

These demands can imperil the sys-
tem’s performance by exceeding the
intended resource level. Demands may
be to develop capabilities not sup-
ported by the original system design. 

In these cases, the pressure is to
change the software in response to
evolving requirements. Ultimately,
developers address these demands and
change the software within unrealistic
resource constraints. Like building out-
side the city walls, this means poten-
tially compromising resources and
structures. With repeated changes, the
software becomes less changeable—
making the system brittle. Thus, the

software system’s success could con-
tribute to its demise.

While software engineers face a sit-
uation similar to that of their ancient
city-building ancestors, technologies
are available to help them develop
and evolve systems that respond
quickly and efficiently to a changing
environment.

MANAGING COMPLEXITY 
AND CHANGE

Software complexity is the degree to
which software is difficult to analyze,
understand, or explain. Figure 1 illus-
trates a trend that has persisted since
the mid-1970s: As society increasingly
depends on software, the size and com-
plexity of software systems continues
to grow—making them progressively
more difficult to understand and evolve. 

This trend has dramatically acceler-
ated in recent years with the advent of
Web services, agent-based systems,
autonomic and self-healing systems,
reconfigurable computing, and other
advances. Software’s complexity has
compounded in both volume (struc-
ture) and interaction (social) as the
Internet has enabled delivering soft-
ware functionality as services. 

Yet, most technologies that we use
to develop, maintain, and evolve soft-
ware systems do not adequately cope
with complexity and change.

Traditionally, software engineers
respond to complexity by decompos-
ing systems into manageable parts to
accommodate the sheer number of ele-
ments and their structure. However,
the Internet and the emergence of soft-
ware as services have led to a new kind
of complexity. 

What José Luiz Fiadeiro describes as
software’s social complexity naturally
arises from an increase in both the
number and intricacy of system inter-
actions (“Designing for Software’s
Social Complexity,” Computer, Jan.
2007, pp. 34-39). Services are inher-
ently social, and interactions stem from
a range of dependencies and values. 

Service-oriented architectures accord-
ingly reflect the need for flexibility 
and self-assembly more than size and
structure.

An Era of 
Change-Tolerant
Systems
Shawn Bohner
Virginia Tech
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Web services 
Consider, for example, a global firm

that produces a monthly publica-
tion—originally in English—that it
must translate into various languages
for its customers worldwide. The firm
employs a Web service broker to
acquire and assemble the services nec-
essary to translate the manuscript and
distribute the electronic copies to the
offices in each country. 

Assuming there are competing sup-
pliers for the translation services and
acceptable translations of the docu-
ments are feasible, the supplier then
submits the job to the service broker,
who in turn identifies the appropri-
ate provider based on the customer’s
profile and costs of the service. The
customer agrees to the provision, and
the provider translates and sends the
publication.

At this point, if developers could
construct the software service com-
ponents for this specific provision,
software impact analysis and visual-
ization tools could readily provide the
traditional structure and dependency
depictions necessary to understand the
system. However, the missing aspects
are the business interaction depen-
dencies necessary to resolve problems
that might arise. 

Continuing with this example, sup-
pose the French translation is error-
ridden and must be corrected. Who
fixes the problem? Not the cus-
tomer—the opportunity to operate

the service has passed with the initial
use. Not the maintainer—since the
code and even the executable image is
inaccessible for local remedy. While in
the same situation, the broker can at
least negotiate a solution, but will it
be done in time? 

Because the process does not ade-
quately capture the various interac-
tions and their intricacies, problems
arise around responsibility. Under-
standing the dependencies and rela-
tionships between the provisioned ser-
vices and providers is daunting. With
the broker often unclear on knowl-
edge boundaries, discovering the
problem using normal impact analysis
can be out of reach. 

This example shows, in a simple
way, how the state of the practice
for software impact analysis tech-
nology fails to address this new
social complexity.

Autonomic and self-healing
systems

Similar examples can be given for
autonomic and self-healing systems.
Understanding the number and intri-
cacies of their interactions likewise
provides insight into appropriate
responses in a changing environment. 

For autonomic systems, Michael
Hinchey and colleagues suggest that
micro and macro interactions with
the environment as well as between
members are key for technologies 
like swarms (“Swarms and Swarm

Intelligence,” Computer, Apr. 2007,
pp. 111-113). 

For self-healing systems, anomaly
detection, diagnosis, replacement
planning, and execution timing are
all functions of components’ interac-
tions in the operating environment as
illustrated in David Garlan and col-
leagues’ work with the Rainbow
framework (“Rainbow: Architecture-
Based Self-Adaptation with Reusable
Infrastructure,” Computer, Oct. 2004,
pp. 46-54). 

With these emergent technologies,
software engineers must cope with
ever-increasing interactions and
dependencies.

CHANGE-TOLERANCE SUPPORT 
During the 1990s, the software

industry shifted from a custom-solu-
tion paradigm to mass customization
in packaged applications, and it is
now transitioning to a service-ori-
ented paradigm. However, this is not
to say that custom solutions or mass
customization have gone away. 

Given that computing hardware is
viewed as a commodity and the Inter-
net makes delivery trivial, the eco-
nomic weight now falls on using
modular components assembled into
evolving solutions—services composed
based on canonical components from
competing sources. Economically vi-
able software components can be stan-
dardized and reused on many levels 
of scale.

1976
2006

Structured design (Data flow, modules, …)
Computing = Centralized
Systems = Stove-piped; Large = 500K SLOC
Change focus = Source Code
Tradeoffs = Efficiency (Memory, processing time …)

Software disciplines (Database, HCI, Web ...)
Computer disciplines (Network, embedded, sensors ...)
Application domain disciplines (Business Mgt., aerospace ...)Software programmers (Database, algorithm ...)

Engineering design (Inter/multidisciplinary, optimize …)
Human-centered design (Usability, customer …)
Computing = Pervasive
Systems = Distributed; Large = 10M SLOC
Change focus = Architecture
Tradeoffs = Effectiveness (Product-line, change …)

Figure 1. Software growth and complexity, 1976-2006. As society increasingly depends on software, software systems’ size and 
complexity grow.
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S O F T W A R E  T E C H N O L O G I E S

A key aspect of software is its capac-
ity or tolerance for change. Inspired
by aspects of fault tolerance, change
tolerance connotes software’s ability
to evolve within the bounds of its orig-
inal design—the degree to which soft-
ware change is intentional. 

A maintenance view of corrective,
adaptive, and perfective change is one
type of software change. However, this
type of change doesn’t really manage
the variant and invariant nature found
in Bertrand Meyer’s open/closed prin-
ciple—open for extension, closed for
modification (Object-Oriented Soft-
ware Construction, Prentice Hall,
1988). Designing for change at the
product level such as reconfigurable
computing or at the process level such
as model reuse are other types of soft-
ware change. 

Industry approaches software change
using top-down model-based methods
such as the Object Management Group’s
model-driven architecture and bottom-
up agile methods such as extreme pro-
gramming. Both address the risks of
producing large volumes of software 
on shorter timelines, but from different
perspectives.

Through a series of elaborations and
refinements, model-based approaches
systematically move from abstract com-
putationally independent models, to
platform-independent models, to con-
crete platform-specific models—orga-
nizing knowledge and leveraging reuse
at appropriate levels. The complexities
include interactions, mappings, and
transforms in the populated model
repositories that evolve over time. 

In contrast, through a series of
short, well-orchestrated releases, agile
approaches employ proven techniques

such as test-driven development, re-
factoring, and pair programming to
reduce risk and deliver value—chang-
ing software in manageable incre-
ments and leveraging the strengths of
people working together. 

Model-based and agile approaches
are proving to be effective ways to
develop and evolve software systems.
Although both of these methods
require considerable visibility into a
product’s complex nature to get it
right, neither method specifically
addresses the number and intricacy of
interactions.

ANALYZING AND VISUALIZING
SOFTWARE IMPACTS

The complexity of today’s software
systems often exceeds human com-
prehension. Automated support for
analyzing and visualizing software
impacts and navigating software arti-
facts is no longer a luxury. Under-
standing software impacts makes it
easier to design, implement, and
change software: Tradeoffs become
clear, ripple effects become more cer-
tain, and estimates become more
accurate.

Software-change impact analysis
(SCIA) has largely been associated
with software maintenance. Yet, soft-
ware changes occur from the first day
of development. The more artifacts
that are produced, the more complex-
ity becomes an issue, and the more
engineers need instruments to see and
understand what they are doing. 

SCIA has evolved from the source-
code-centric analyses demonstrated
with the Y2K and Euro currency con-
version efforts a decade ago. Since
then, it has continued to incorporate

more software artifacts and semanti-
cally rich representations. 

Employing information retrieval and
search technologies has revealed new
ways of identifying and reasoning
about impacts through traceability
relationships. Using change histories to
show temporally related modifications
from the past offers insight into poten-
tial change-tolerant design strategies
for the future.

Perhaps the most significant advance
in impact analysis is the use of soft-
ware visualization technologies to illu-
minate patterns in software artifacts.
Visualization reduces the perceived
complexities of software and thereby
helps engineers better analyze, under-
stand, or explain aspects of software
systems.

Whether using it to navigate the
myriad mappings and transforms in
model-driven architecture, to clarify a
design refactoring in extreme pro-
gramming, or discern the impacts of a
maintenance change, the combination
of SCIA and visualization provides an
essential software technology. 

U ltimately, clarifying underlying
software interactions and depen-
dencies aids the software com-

munity in designing more change-
tolerant software as we move to sup-
port emerging technologies like Web
services, autonomic and self-healing
systems, and reconfigurable comput-
ing. These and other future advances
will tax human capacity to visualize
and navigate the system. Hence, soft-
ware technologists must provide rele-
vant instruments to make effective
changes to software. ■

Shawn Bohner is an associate professor
in the Department of Computer Science
at Virginia Tech. Contact him at
sbohner@vt.edu.

Editor: Michael G. Hinchey, 
Loyola College in Maryland;
mhinchey@loyola.edu
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S E C U R I T Y

T here have been many recent
cases of information getting
into unauthorized hands
from lost or stolen laptops or
insiders accessing unattended

enterprise computers or storage
devices. The Privacy Rights Clearing-
house maintains a long list of such
reported cases at http://privacyrights.
org/ar/ChronDataBreaches.htm.

Providing physical protection and
using remote locations are two means
of keeping stored data confidential.
The least expensive secure-storage sys-
tems use local data encryption with
optional data authentication, together
with access control and physical tam-
per detection. Such devices, encrypting
disk drives, are now being mass-pro-
duced after a period of sampling.
Manufacturers are deploying them by
large numbers in laptops, desktop PCs,
data-center applications, portable
media players, and TV broadcast video
recorders.

The IEEE P1619 Security in Storage
Working Group (http://siswg.org) is
developing standard architectures for
external encryption modules and tape
drives. However, there’s no standard
yet for hard disks, specifying how
developers can adapt the data layout
to security needs and provide access
control to the encrypted data.

That means an attacker can only see
the ciphertext after disassembling the
drive and examining the magnetic plat-
ters with multimillion-dollar equip-
ment. And because of the attacks’
destructive nature, if the disk drive is
returned, the owner will notice the
disk was tampered with and won’t
trust the stored information. This
effectively renders all kinds of data-
modification attacks harmless.

ADOPTING A 
DISCRYPTION STANDARD

Adoption and utilization of a
secure-disk architecture standard

would offer a number of advantages,
including

• freeing an implementer from cus-
tom-designing a security architec-
ture;

• reducing development costs and
time to market by avoiding the
expensive and time-consuming
security analysis necessary for a
proprietary solution;

• providing a secure architecture that
has already met public scrutiny;

• increasing trust levels, since non-
profits are viewed as more open
than for-profit companies; and

• giving OEMs a second source 
of drives with similar security
attributes.

The proposed IEEE P1619 Standard
for Cryptographic Protection of Data
on Block-Oriented Storage Devices
deals with the security of information
in general storage devices that ran-
domly read or write data in fixed-sized
blocks. Its basic assumption is that
attackers can access the stored data.

Discryption can mitigate these 
inherent risks. The proposed P1619
standard describes a transparent
encryption module that developers can
insert into the data path without mod-
ifying the data layout. This restriction
doesn’t apply to discryption, however,
because developers can easily and
transparently employ hidden disk areas
or longer physical records. Hard disks
can also accept new security-related
interface commands.

EXTERNAL ENCRYPTION
MODULES

The main drawback of encryption
outside the storage device is the easy
accessibility of the ciphertext. Con-
necting the hard disk to an unencrypt-
ing controller allows free access to 
the stored data. Inherent weaknesses
result.

The most obvious weaknesses are
evident with traffic-analysis attacks,
which reveal the locality of changes
when multiple snapshots were made
on the disk. The attacker can copy
back a disk sector’s old content (unless

Discryption: 
Internal Hard-Disk
Encryption for
Secure Storage
Laszlo Hars, Seagate Research

Internal encryption to 
protect the confidentiality 
of stored data in disk drives
has many advantages.
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nonces. Since malicious host software
can steal small amounts of data, users
shouldn’t enter any keys when the OS
is running.

An attacker has at most one-time
access to the ciphertext and can pos-
sibly read, modify, and copy other
blocks, but not earlier content. Of
course, attackers can carry out the
usual general attacks, such as probes
on data lines between electronic com-
ponents and dictionary attacks on
user passwords.

Encryption
Access control and encryption secure

the data on disk drives. Available
encryption modes include cipher-
block chaining, various counter modes
with location-dependent IV, location-
tweaked electronic codebook (XTS 
of P1619), or wide-block encryption.
Advanced Encryption Standard-128
or AES-256 are probably the best
choices for the underlying cipher.

Key management
Developers can form data-encryp-

tion keys through secure combinations
(cryptographic hash or encryption) of
different entities: user key, platter sig-
nature, or a hidden root key in the
electronics. The system randomly gen-
erates the user key, but it’s not stored
on the drive. For access control, the
system also needs to store a secure
hash of the user password. This way,
the encryption key is of high entropy
even if the user password is weak.
After erasing the user-authentication
information and key mixtures (for
cryptographic disk erase or sanita-
tion), a key search should deal with
full key-length entropy.

Since the system might have several
passwords, each with different asso-

a system performs expensive large-set
data authentication), allowing mali-
cious manipulation of data, such as
undoing banking transactions and
online orders and unspending elec-
tronic cash.

Even just randomly changing cer-
tain disk blocks can have catastrophic
consequences for the drive’s unsus-
pecting owner. One example takes
advantage of knowing the location of
system files. An attacker who locates
a jump address in the beginning of an
encryption block can randomize it by
changing the corresponding cipher-
text block. There’s a nonnegligible
chance that this will alter the OS’s
behavior, such as opening some secu-
rity backdoors for later attacks.

Furthermore, attackers can send
maliciously crafted documents or pro-
grams to unsuspecting users. If users
save those documents, attackers might
be able to find their location (where
disk blocks changed). Randomizing a
certain block will then change the file
in a predictable way, altering docu-
ments or program behavior.

HOST SOFTWARE ENCRYPTION
Encryption performed in host soft-

ware has all the drawbacks of the exter-
nal encryption modules and all the risks
associated with an open environment.
User errors, software bugs, and sloppy
security policies could lead to the loss
of secret keys or confidential data, and
malware—rootkits, Trojans, viruses,
and worms—could get into the system,
compromising its security.

These weaknesses aren’t present
when developers do encryption in a
closed environment with restricted I/O
and unchangeable firmware.

DISCRYPTION ARCHITECTURE
POSSIBILITIES

There are several options for dis-
cryption architectures.

Threat model, attack scenarios
Even if spying hardware (such as a

key logger or cable snooper) is
attached to the host, secure authenti-
cation should be possible using chal-
lenge-response protocols with random

ciated rights, the encryption key can’t
be derived from any of them. The
drive can restrict the number of login
attempts with invalid passwords, mit-
igating the negative effects of weak
user passwords.

The system might need key export
or import, where the key is wrapped
in a secure envelope. This carries secu-
rity risks, but it helps with data recov-
ery after the device electronics fail, or
authorities in certain markets might
mandate it.

User authentication
To authenticate users, the system

can ask them to prove their knowl-
edge of a secret or possession of some
device with secret information (such
as a token, smart card, or fingerprint).
The authentication process can be as
simple as providing a valid password
or as complex as a challenge-response
protocol with random or sequential
nonces (useful against message-replay
or man-in-the-middle-type attacks).

The system can also support mutual
authentication so users don’t reveal
their secrets to fake hard drives or the
drive doesn’t tell secrets to rogue hosts.

Administrators should limit the num-
ber of failed authentication attempts.
For example, a drive could lock up after
a user enters five wrong passwords, and
only a higher-level authority could
unlock it. This would hinder a search
for weak user passwords.

The most basic authentication archi-
tecture features a user and master pass-
word. The latter can be used to reset
drives that locked up after too many
failed user-authentication attempts.

Access control
Without proper authentication, the

disk drive shouldn’t accept read/write
commands, so an attacker won’t see
encrypted data or gain information
about the locality of changes since a
previous snapshot. Access control
improves security, and export/import
control authorities might require it.
If the encrypted data was freely
accessible, the user could use a secure
disk as a stand-alone cryptographic
coprocessor.

A master password can be
used to reset drives that

locked up after too many
failed user-authentication

attempts.
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software or controller-based encryp-
tion because of true random keys (no
weak user keys) that are never stored
in the drive. Disks drives are closed
systems, making a malware infection
impossible. In addition, developers
can implement the security subsystem
in a single chip, preventing debugger
and bus-analyzer attacks.

The generation and storage of user
keys in the drive provides further pro-
tection from malware. Hardware or
hidden, protected ROM code per-
forms security functions.

Discryption is easy to set up, use,
and deploy. Disk drives are fully oper-
ational and secure after setup in the
factory because of internally generated
secret keys and default passwords pro-
vided in tamperproof envelopes.

Erasing keys provides fast and
secure disk sanitation. Partitions can
use different keys to separate user par-
titions and multiple operating sys-
tems. Unmounted partitions remain
safe from malware, user errors, and
lunch-time attackers.

Discryption can support multilevel
and multifactor authentication as well

Disk drives can’t provide absolute
access control at a reasonable cost.
Attackers can gain one-time access to
the encrypted data when they remove
the magnetic platters from a disk drive
and place them on a multimillion-dol-
lar spin stand. But when you employ
tamper detection, legitimate users will
detect tampering even when the disk
drives are reassembled.

In this case, owners should no
longer trust this data, so attackers
can’t make a second snapshot of new
data, encrypted with the same keys,
nor can they maliciously change the
ciphertext and cause damage.

ADVANTAGES AND POSSIBLE
FEATURES OF DISCRYPTION

Discryption has many advantages
over other encryption methods. It costs
less to implement than external encryp-
tion modules and consumes less power
than software encryption because of
dedicated, optimized hardware.

With discryption, encryption is
transparently performed in full inter-
face speed without any host processor
load. Security is better than with host

as third-party services and encrypted
communication. It also allows for hier-
archical key management, internal re-
encryption, and forensic logging.

E ncryption for protecting the con-
fidentiality of stored data is the
most secure internally in disk dri-

ves, as opposed to host software or
external encryption modules. There
are also speed, cost, and power con-
sumption advantages; flexibility in
applications; extra services; and sim-
ple and failsafe operation. A discussion
about the “best” architecture would
be valuable, leading the way to a dis-
cryption standard. ■

Laszlo Hars is a researcher at Seagate
Research. Contact him at Laszlo.Hars@
seagate.com.

Editor: Jack Cole, US Army Research
Laboratory’s Information Assurance 
Center, jack.cole@ieee.org;
http://msstc.org/cole
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organizing information so that users
can easily locate and identify it. 

NAMING CONVENTIONS
Collaboration participants will likely

fill the roles of document (or infor-
mation) owners and reviewers during
their tenure with the group. An owner
is the principal author or topic owner,
while reviewers are those who provide
comments or approvals for draft and
final documents.

Administrators implement the first
two of the three naming conventions
shown in Figure 2 to identify the roles
used for creating draft documents:
document owners use Convention 1,
reviewers use Convention 2. They use
Convention 3 to name final docu-
ments. No owner is associated with
the final document because it repre-
sents the group’s collaborative efforts.

Each convention consists of unique
fields. The date and version fields are
concatenated; all others are delimited

the collaboration group will provide
the most concise naming scheme. 

In some cases, the directory structure
might exceed five or more levels. How-
ever, a directory tree that is too deep
becomes more cumbersome to use.
Deep directory structures should first
be examined to validate their necessity.

Necessarily deep directory structures
should be pruned to enhance usability.
This involves taking a subtopic and its
children to a higher level. Where the
administrators place that subtopic
depends on the logic the collaboration
group’s expert members use to create
the tree. It might make sense to extract
a subtopic and its children several layers
down and place it at the root topic level.
This could require rewording the newly
created topic so that users can easily
associate it with the actual root topic. 

Pruning reduces the tree’s depth but
retains the structure’s logic so that the
information is well organized. The
overall strategy here involves logically

with the underscore character for
readability. Table 1 contains an expla-
nation of the fields associated with
each convention.

The following rules express the
implementation for the conventions:

1. All documents within a directory
use the same title-naming scheme.

2. In each case, the date selected is
the working document’s last date.

3. Collaboration participants never
alter other user documents or
titles.

4. Comments or changes subsequent
to comments are recorded in a
copy of the former document.

Upon completion and acceptance of
the last draft, the owner will move a
copy of the latest draft to the parent
of the Draft directory. This copy will
be renamed using Convention 3 in the
preceding list. The title chosen should
closely match the document’s actual
title. Keep in mind that shorter titles
are easier to read.

PUTTING IT IN ACTION
The directory structure in Figure 3

shows how the framework and nam-
ing conventions might be used. The
three collaboration members in this
group, with their associated initials, are
Alice (ALC), Bob (BOB), and Carol
(CRL). ALC is the topic owner; BOB
and CRL provide peer-review support.

As the following example shows,
the collaboration group members can
recreate an action timeline based on
the naming conventions used:

• 1 July  2007: ALC creates a new
draft document with the short title
“Fireworks.”

• 1 July 2007: BOB and CRL pro-
vide comments to ALC in the form
of new individual documents.

• 1 July 2007: ALC incorporates the
reviewer comments, using the ver-
sion letter “a” because it repre-
sents the latest draft by ALC on 
1 July.

• 3 July 2007: ALC further updates
and edits the work from 1 July. The
update warrants a new document

T H E  P R O F E S S I O N

Continued from page 108

Initial_Topic( )
MAKE Current_Directory with root topic name
CALL Create_Topic ( Current_Directory )

Create_Topic( Current_Directory )
DO
Add a unique Subtopic

LOOP UNTIL no more Subtopics

IF no Subtopic exists THEN
MAKE Directory 
"Current_Directory / Year / Month / Draft"

ELSE
FOR EACH Subtopic
CALL Create_Topic 
( Current_Directory / Subtopic )

NEXT
END IF

Figure 1. Pseudocode for a directory structure.The logic recursively creates subtopics
within other subtopics under an initial topic.

Convention 1: D_Short Title_YYMMDDV_OWN.ext
Convention 2: D_Short Title_YYMMDDV_OWN_REV.ext
Convention 3: Full Title_YYMMDD.ext

Figure 2. Naming conventions. Document owners use Convention 1, reviewers use
Convention 2, and both use Convention 3 to name final documents.
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that is considered the last draft
prior to final acceptance.

• 4 July 2007: The last draft docu-
ment in the list is copied to the par-
ent of the Draft folder and renamed
using Convention 3, indicating that
this is the final approved version of
the collaboration effort.

This approach’s elegance becomes
clear once implemented. Most OS file
systems display the directory and its
files in alphabetical order. Using this
naming convention guarantees that the
latest draft document will be the last in
the list. This makes it much easier for
users not only to see the chronological
order of the workflow but also to
quickly find the latest draft document
through a concise directory structure.
Further, only allowing final documents
to be kept in the same path as the asso-
ciated Draft directory makes it easier
to locate completed work.

ENHANCING SECURITY
In many collaborative situations

not controlled with specialized tools,
all users will likely have equal rights
to the work in the mutually shared
directories. This strategy makes it rel-
atively simple for users to read and
modify work done by the group.
However, this situation proves prob-
lematic when malicious logic, such as
a virus, begins modifying or destroy-
ing the group’s work. This threat can
be countered with the proper use of
the OS file system access control list
(ACL).

The naming conventions presented
provide an opportunity to leverage the
OS access control mechanism to
enhance security. We assume that the
target system uses discretionary access
control (DAC) for object management.
Whenever users create a new docu-
ment or a copy of an existing one, they
become that new object’s owner. 

Setting the ACL for the document
so that only the owner retains full con-
trol and all others have read-only
access provides an elevated assurance
of the integrity of information used 
in the collaboration. This inherent
DAC mechanism can prevent acci-

dental or malicious insiders from
modifying or deleting files they do not
own. Collaborators and system
administrators must pay special atten-
tion to policies in the host system that
might attempt to propagate ACL
entries from the directory to the new
object. This might result in a less than
adequate ACL implementation.

A read-only ACL entry for nonown-
ers provides protection against mali-
cious logic that might try to subvert
the system. For example, a virus might
be able to delete or encrypt files. If
those involved follow the proposed
ACL strategy, only the files the infected
user owns are at risk. Proper use of
ACL mitigates the effect of malicious
code on the other documents in the
group because the user is limited to
read-only access.

U sing the inherent capabilities of an
OS file system can meet some
common challenges that collabo-

ration groups encounter.
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Designing and implementing coher-
ent file and directory structures will
make it easier for collaborating mem-
bers to locate relevant files as well as
the latest version. Leveraging file sys-
tem access-control capabilities will
prevent unauthorized modifications to
work the group’s members have devel-
oped. A directory-structure approach
not only makes it easier for group
members to find relevant information
but also helps protect their work’s
integrity. ■

Sean M. Price is an independent security
consultant. Contact him at sean.price@
sentinel-consulting.com.

Table 1. Document-naming-convention fields.

Field Explanation  

D Represents a draft document  
Short title A very short title of the document; relevant acronyms preferred  
Full title A descriptive title of the document  
YY Last two digits of the current year  
MM Two digits for the current month  
DD Two digits for the current day  
V This is a version character starting with the letter “a” and incremented for succeeding 

versions of an original within the same day. This aspect of the convention is used only
when multiple versions of a document are created on a given day. 

OWN Initials of the topic owner or manager  
REV Initials of the document reviewer  
.ext Appropriate document extension  

Events / 2007 / Draft / D_Fireworks_070701_ALC.ext
D_Fireworks_070701_ALC_BOB.ext
D_Fireworks_070701_ALC_CRL.ext
D_Fireworks_070701a_ALC.ext
D_Fireworks_070703_ALC.ext

Events / 2007 / Fire in the Sky_060704.ext

Figure 3. Directory structure.The three collaboration group members are Alice (ALC), Bob
(BOB), and Carol (CRL).

Editor: Neville Holmes, School of 
Computing, University of Tasmania;
neville.holmes@utas.edu.au. Links to
further material are at www.comp.utas.
edu.au/users/nholmes/prfsn.
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T he many collaboration 
and document-management
products available today help
establish controls over docu-
ment workflows. Essentially,

these applications automate informa-
tion categorization, filing, version
control, and historical tracking. 

The advent of products that help
find the necessary but long-forgotten
documents needed to complete a task
has spurred demand for these applica-
tions. Organizations with document
collaboration requirements clearly
benefit from this technology. Com-
puting professionals, in turn, play an
important role in identifying the most
appropriate technology for the collab-
oration problem at hand.

Unfortunately, resources are not
always available to acquire the needed
product. Document-management and
collaboration tools can be cost-
prohibitive to many organizations. This
does not bode well for resource-con-
strained organizations that need some
form of information management.
However, computing professionals can

propose nonautomated solutions to
accommodate manual problems, such
as file-naming conventions and docu-
ment versioning, through the appro-
priate use of the technology at hand.
Although automated tools are more
attractive and exciting, making such
acquisitions is not always feasible. 

Organizations without processes
and procedures in place for informa-
tion management can end up with
their documents scattered in a direc-
tory kludge. A lack of structure for
information management can make it
difficult to find relevant information.
People do not always categorize their
information efficiently, which impedes
future rediscovery. This is evident by
the inclusion of file system tools in
modern operating systems that let
users do keyword searches for docu-
ments within their control. 

Computing professionals can bring
order to file and directory chaos by
proposing logical yet nontechnical
solutions that meet the needs of a col-
laboration group. A well-thought-out
directory structure can also afford

security benefits that might have 
been missing in the prior information
conglomeration.

COLLABORATION 
DIRECTORY ALGORITHM 

The collaborators can create the
directory structure by recursively ask-
ing a few questions, with the idea of cre-
ating a structure of topics within topics.
The highest point in the structure rep-
resents the most general or abstract view
of a particular subject, while the bottom
topic offers the most granular view. A
topic within a topic is a subtopic. The
pseudocode in Figure 1 shows how to
create the directory structure. 

The pseudocode logic is straightfor-
ward. First, create an initial topic. Next,
identify any subtopics that might exist.
Move to the first subtopic, if it exists,
and ascertain more subtopics. Repeat
this process until the current topic
returns no immediate subtopics. In this
case, create a directory within the cur-
rent topic that includes the path/
Year/Month/Draft, return to the imme-
diate parent level, and move to the next
subtopic if it exists. 

The approach for creating the out-
put, which appears in pseudocode,
exemplifies the idea that a logical
process can help solve a manual prob-
lem. It relies on properly identifying the
subtopics, which in turn requires
involving the collaboration of group
members with strong analytical abili-
ties. With their combined expertise, the
collaborators can decompose the
workflow’s major components into a
hierarchy structure. Primarily, they will
need to correctly determine if a given
subtopic best fits under the immediate
parent topic. Computing professionals
can facilitate this process—manually
or through organization policy—to
achieve the desired results.

DEFINITIONS AND 
DIRECTORY TYPES

Names for topic and subtopic direc-
tories should be kept as short as possi-
ble. This makes it easier for users to
quickly navigate or explore deep direc-
tory trees. Acronyms well-known to

Supporting Resource-
Constrained
Collaboration
Environments
Sean M. Price, Sentinel Consulting

Using an approach that 
incorporates a directory structure
helps collaborative group members
find information while protecting
their work’s integrity.

Continued on page 106
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