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Software Maintenance Management
Evaluation and Continuous Improvement
Alain April, Alain Abran
9780470147078 • March 2008 • Paper • 320pp • $65.00 
Wiley-IEEE Computer Society Press

Written by experts in this area, Software Maintenance Management explores the 
domain of software maintenance in depth and describes the critical overlaps with 
software development. It presents a new way of capturing software maintenance 
activities in a model-based process-improvement approach. The focus of this book 
examines the uniqueness of software maintenance activities, teaches how to assess 
software maintenance using the Software Maintenance Maturity Model (S3m model), 
and explores paths for improvement.

Software Process Dynamics
Raymond J. Madachy
9780471274551 • January 2008 • Cloth • 632pp • $84.95 
Wiley-IEEE Press

Software Process Dynamics is an introduction to system 
dynamics and shows readers how to gather better information 
about interrelated technical and social factors to effectively 
improve the development process. This book reviews the field 
of software process modeling with system dynamics, and 
describes how others have used the principles to improve their 

processes. It also explains the modeling process (including calibration of models to 
software metrics data) and shows systems thinking-in-action by illustrating how to 
develop a deeper understanding of software process structures and behaviors.

Domain-Specific Modeling
Steven Kelly, Juha-Pekka Tolvanen
9780470036662 • January 2008 • Paper • 448pp • $84.95 
Wiley-IEEE Computer Society Press

This book illustrates examples from various fields of software 
product development and largely addresses the guidelines for 
implementing domain-specific modeling (DSM): how to identify 
the necessary language constructs, what options are available 
for code generation, and what tools are available to provide tool 

support for a new DSM language. The DSM example cases described in the book are 
included on an accompanying CD, paired with an evaluation copy of the MetaEdit+ 
tool to examine and use for modeling languages and code generators. Evaluation 
versions are included for Windows, Linux, and Mac OS X.

Emerging Methods, Technologies and 
Process Management in Software 
Engineering
Andrea De Lucia, Filomena Ferrucci, Genny Tortora, 
Maurizio Tucci
9780470085714 • February 2008 • Cloth • 296pp • $94.95 
Wiley-IEEE Computer Society Press

Emerging Methods, Technologies and Process Management 
in Software Engineering covers emerging topics in the field of 

software engineering: requirement engineering, software system design, UML, soft-
ware architectures, verification and validation, software configuration management, 
process management, empirical software engineering, and software evolution. Based 
on tutorials presented at the International School on Software Engineering (University 
of Salerno, Italy), the editors provide an overview of each section that places the 
material in perspective.

Scripting with Objects
A Comparative Presentation of Scripting with Perl and Python
Avinash C. Kak
9780470179239 • March 2008 • Paper • 1328pp • $89.95 
Wiley-IEEE Computer Society Press

Scripting with Objects is based on the same overall philosophy as the author’s previ-
ous title Programming with Objects—it demonstrates how a programming language 
is used through its applications to fully show its power. Designed for readers who 
want to acquire a more comprehensive and expansive perspective on scripting by 
exposure to two languages at the same time, this book takes a novel approach to a 
timely and important topic.

Software Development Rhythms
Harmonizing Agile Practices for Synergy
Kim M. Lui, Keith C. Chan
9780470073865 • March 2008 • Cloth • 320pp • $69.95 • Wiley

Software Development Rhythms: Harmonizing Agile Practices 
for Synergy builds upon the inherent flexibility of agile prac-
tices, focusing on understanding the “why and when” of the 
effective application practice-move-practice or activity-move-
activity. The unique approach and technical quality of this work 
answers the key question of whether programmer productivity 

is impacted by the various agile practices, and provides a comprehensive and unbi-
ased journey across software development rhythms.

Verification of Systems and Circuits Using 
LOTOS, Petri Nets, and CCS
Michael Yoeli, Rakefet Kol
9780471704492 • March 2008 • Cloth • 160pp • $94.95 • Wiley

Part of the Wiley Series on Parallel and Distributed Computing, 
Verification of Systems and Circuits Using LOTOS, Petri Nets, 
and CCS provides computer science students and practicing 
logic design engineers with a step-by-step interactive introduc-
tion to formal verification of systems and circuits. This text 
makes use of two powerful analysis tool sets: LOTOS-based 

CADP and Petri-Net based PETRIFY. These systems cover alternating-bit protocol, 
arbiters, pipeline controllers, up-down counters, and phase converters.

FPGA Prototyping by VHDL Examples
Xilinx SpartanTM -3 Version
Pong P. Chu
9780470185315 • January 2008 • Cloth • 468pp • $84.95 • Wiley

This book uses a “learning by doing” approach to introduce the 
HDL (hardware description languages) and FPGA development 
process to designers through a series of hands-on experiments. 
A wide range of examples is included, from a simple gate-level 
circuit to an embedded system with an eight-bit soft-core 

microcontroller and customized I/O peripherals. All examples can be synthesized and 
physically tested on an actual FPGA prototyping board.

Newest Titles In Computing from
Wiley & the IEEE Computer Society

ORDER INFORMATION
1 (877) 762-2974 North America

+ 44 (0) 1243 843294 Rest of World
Log on to www.wiley.com

Enter Promotion Code   to
receive 20% off featured titles at checkout.
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O ver the past decade, the Web 
has become all-pervasive, 
almost a physical manifesta-

tion in our social fabric. In this issue, 
we look at some maturing Web 
applications in education and knowl-
edge management, entertainment 
and commerce, and politics. We also 
revisit the promise of reconfigurable 
computing.
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 C O V E R F E A T U R E S

26 National Science Digital Library:
  Shaping Education’s Cyberinfrastructure
  David McArthur
  As a National Science Foundation program, the NSDL is reaching
  maturity, but the library is already forging a strong link among
  research projects, which argues compellingly for continued NSF
  investment, although with new directions.

34 Wikis: ‘From Each According to His Knowledge’
  Daniel E. O’Leary
  Wikis offer tremendous potential to capture knowledge from large
  groups of people, making tacit, hidden content explicit and widely
  available. They also efficiently connect those with information to
  those seeking it.

42 EventWeb: Developing a Human-Centered
  Computing System
  Ramesh Jain
  EventWeb is a human-centered computing system that will give
  users a compelling experience by combining quality content,
  carefully planned data organization and access mechanisms, and
  powerful presentation approaches.

52 Secure and Easy Internet Voting
  Giampiero E.G. Beroggi
  A Swiss e-voting system is based on a service-oriented architecture
  that lets voters use Internet or mobile phones to cast votes.

58 Turning Teenagers into Stores
  Srijith K. Nair, Bruno Crispo, Andrew S. Tanenbaum,
  and Ron Gerrits
  Paradiso is a prototype of a system that lets consumers contact
  content providers to buy songs and videos—and to buy optional
  content-resale rights.

 R E S E A R C H F E A T U R E S

64 Authorizing Card Payments with PINs
  Václav (Vashek) Matyáš, Jan Krhovjak, Marek Kumpost,
  and Dan Cvrcek
  According to the results of a two-phase experiment, Chip and PIN
  technology makes it easier for thieves to obtain PINs and more
  difficult for customers to defend against counterfeiting.

69 The Promise of High-Performance
  Reconfigurable Computing
  Tarek El-Ghazawi, Esam El-Araby, Miaoqing Huang, Kris Gaj,
  Volodymyr Kindratenko, and Duncan Buell
  The authors describe the two major contemporary HPRC
  architectures and explore the pros and cons of each using
  representative applications from remote sensing, molecular
  dynamics, bioinformatics, and crypt analysis.
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4 Computer

A R T I C L E  S U M M A R I E S

National Science Digital 
Library: Shaping Education’s 
Cyberinfrastructure
pp. 26-32
David McArthur

T he National Science Digital 
Library’s main portal, www.
nsdl.org, has been online nearly 

five years. With this maturity, the 
National Science Foundation is now 
rethinking NSDL’s status as a research 
program. NSDL has reached the point 
at which it must either change substan-
tially or start winding down. Because 
NSF is primarily a research agency, 
investing further in NSDL would seem 
to run counter to NSF’s policy of not 
supporting routine science and educa-
tion operations.

Nonetheless, there are compel-
ling arguments for NSF’s continued 
investment in NSDL.

Wikis: ‘From Each According 
to His Knowledge’ 
pp. 34-41
Daniel E. O’Leary

G iven the explosive growth 
in wiki applications and the 
controversies surrounding 

the technology, it is useful to sort 
through the claims and criticisms to 
better understand what wikis are, 
how they are used, their advantages 
and limitations, and various issues 
surrounding their implementation.

Wiki is Hawaiian for quick and, 
as the term suggests, the technolo-
gy’s initial goal was to give users the 
ability to quickly put content on the 
Web. Wikis offer tremendous poten-
tial to capture knowledge from large 
groups of people.

EventWeb: Developing a 
Human-Centered Computing 
System
pp. 42-50
Ramesh Jain

C urrent interest in human-cen-
tered computing suggests new 
winds blowing in the comput-

ing community. HCC combines many 
powerful and independent approaches 
in different aspects of computing.

A combination of technological 
advances, a reduction in barriers to 
interactions among different parts 
of the world, and the quest for solv-
ing increasingly difficult problems 
has created a potential to impact the 
course of human civilization.

Secure and Easy Internet 
Voting
pp. 52-56
Giampiero E.G. Beroggi

M odern societies have thus 
far seemed hesitant to rely 
heavily on information and 

communication technology for dem-
ocratic decision-making activities 
such as voting. One reason for the 
delay in implementing technologi-
cally sophisticated voting methods 
is the computer science community’s 
almost unanimous wariness of Inter-
net-based elections.

Fortunately, more countries are 
beginning to consider e-voting sys-
tems. However, three cantons in 
Switzerland—Zurich, Geneva, and 
Neuchatel—are already using an e-
voting system.

Turning Teenagers into Stores
pp. 58-62
Srijith K. Nair, Bruno Crispo, Andrew 
S. Tanenbaum, and Ron Gerrits

P eer-to-peer file sharing has 
been immensely popular since 
1999, when Napster began 

offering a central catalog of who had 
which songs so that people could 
directly copy them from the remote 
hard disks of people they didn’t 
know, peer-to-peer file sharing has 
been immensely popular.

Initially, the music industry felt dif-
ferently and viewed such file sharing as 
intellectual property theft. Now, music 
companies realize that digital music is 
their friend. This knowledge has led 
some music executives to dream of 
turning teenagers into stores.

Authorizing Card Payments 
with PINs
pp. 64-68
Václav (Vashek) Matyáš, Jan 
Krhovjak, Marek Kumpost, and, Dan 
Cvrcek

C hip and PIN technology for 
card-purchase authorization 
replaces card imprints or 

swiping cards with magnetic stripes 
through readers during face-to-face 
credit- or debit-card transactions. 
Signature verification secures both 
methods, with the clerk required to 
compare the customer’s signature 
with the one on the card’s back.

To resolve questions about this 
new authentication system’s benefits, 
the authors conducted a two-part 
experiment to evaluate if it makes 
circumvention easier for thieves and 
disputing fraudulent transactions 
more difficult for customers.

The Promise of High-
Performance Reconfigurable 
Computing
pp. 69-76
Tarek El-Ghazawi, Esam El-
Araby, Miaoqing Huang, Kris Gaj, 
Volodymyr Kindratenko, and Duncan 
Buell

I n the past few years, high-perfor-
mance computing vendors intro-
duced many systems containing 

both microprocessors and field-pro-
grammable gate arrays. In all these 
architectures, the main application 
executes on the microprocessors, 
while the FPGAs handle kernels 
with long execution times but that 
lend themselves to hardware imple-
mentations. 

The authors’ research revealed 
that HPRCs can achieve up to four 
orders of magnitude improvement 
in performance, up to three orders 
of magnitude reduction in power 
consumption, and a two orders of 
magnitude savings in cost and size 
requirements.
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            Accommodations 
HOTEL RESERVATIONS 
A special group rate is available for COOL Chips XI attendees for  
Hotel Monterey Yokohama and Hotel New Grand. 

CONTACT to 
   COOL Chips XI Organizing Committee Secretaries
    E-mail:cool_XI@coolchips.org    http://www.coolchips.org/ 

(As of January 10, 2008)

IEEE Symposium on Low-Power and High-Speed Chips 

COOL Chips XI 
CALL FOR PARTICIPATION

Late Registration 

38,000 yen           46,000 yen 

Early Registration by 

Member of any of IEEE 
IEICE, IPSJ or ACM 

Non-Member
Student (Member) 10,000 yen           12,000 yen 

30,000 yen           36,000 yen 

           Symposium Registration 
In order to make a registration, please use COOL Chips XI
REGISTRATION FORM on web site at  

< http://www.coolchips.org/ > 
REGISTRATION FEES 

Registration Fees include a copy of the proceedings (copies 
of speakers' slides) of all plenary and technical sessions and 
special sessions presented on April 16-18, 2008. 

PAYMENT AND REMITTANCE 
For attendees from inside Japan: 

- Fees should be prepaid with a bank transfer by April 11. 
For attendees from outside Japan: 
    - On-site cash payment is highly recommended. 
    - Credit cards (only VISA) are necessarily acceptable. 
Detailed information is available on the web site. 
Notes:
1. Credit card charges will be billed in Yen.
2. Personal checks, bank drafts, and traveler's checks are not acceptable.
3. Registration is incomplete without payment of the registration fee. 

Low Power-High Performance Processors for Multimedia, Digital Consumer Electronics, Mobile, Graphics, 
Encryption, Robotics, Networking and Biometrics. 
Novel Architectures and Schemes for Single Core, Multi-Core, Embedded System, Reconfigurable 
Computing, Grid, Ubiquitous, Dependable Computing and Wireless. 
Cool Software including Binary Translations, Compiler Issues and Low Power Techniques. 

COOL Chips is an International Symposium initiated in 1998 to present advancement of low-power and high-speed chips. 
The symposium covers leading-edge technologies in all areas of microprocessors and their applications.  
The COOL Chips XI is to be held in Yokohama on April 16-18, 2008, and is targeted at the architecture, design and 
implementation of chips with special emphasis on the areas listed below.  

Dates and Location 
April 16-18, 2008 

Yokohama Joho Bunka Center, Yokohama, Japan 

Keynote Presentations 
Satoru Ito 
Chairman & CEO, Renesas Technology Corp. 

Hironori Kasahara 
Department of Computer Science and Engineering, 
Waseda University  

                     

Invited Presentations 
Shorin Kyo
System IP Core Research Laboratories,  
NEC Corporation 
John Goodacre
Program Manager, Multiprocessing,  ARM Ltd

                     

Panel Discussion 
Josep Torrellas 
Department of Computer Science, 
University Illinois, Urbana-Champaign

Topics: Multi-core and Many-core (tentative)

Special Sessions 
 (invited lectures) 

Kevin Skadron
Department of Computer Science, 
University of Virginia 
Yan Solihin
North Carolina State University 

For more information, please visit <http://www.coolchips.org/>

Sponsored by the Technical Committees on 
Microprocessors and Microcomputers and Computer 
Architecture of the IEEE Computer Society.    In 
cooperation  with the IEICE Electronics Society,  
ACM SIGARCH and IPSJ. 

Student (Non-Member) 13,000 yen           16,000 yen 
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6 Computer

L E T T E R S

METADATA AND ONTOLOGIES
The article “Toward a Social Seman-
tic Web” by Alexander Mikroyan-
nidis (Web Technologies, Nov. 2007, 
pp. 113-115) displays a fundamental 
misunderstanding of the nature and 
limitations of both metadata and 
ontologies.

Cory Doctorow provided one 
of the best critiques of the limita-
tions of metadata (www.well.com/
~doctorow/metacrap.htm).

One limitation of an ontology 
is that it is a data model of entities 
over a domain (http://en.wikipedia.
org /wiki /Ontology_(computer_
science)).

Although the relational data model 
(E. Codd, “A Relational Model for 
Large Shared Databanks,” Comm. 
ACM, June 1970, pp. 377-387) can 
be used to represent any model of 
data within a domain, it does not 
address the semantics of any data-
base because

defining an entity (relation) is 
arbitrary (W. Kent, Data and 
Reality, North Holland Publish-
ing, 1978);
partitioning an entity into a hier-
archy (Codd’s normalization) is 
arbitrary, and there is no a priori 
best hierarchy for this partition-
ing (W.S. Jevons, The Principles 
of Science, Dover Publications, 
1874); and
partitioning a set of sets (con-
cept domain) into nonoverlap-
ping subsets is an NP-complete 
problem and has no polynomial 
time-limited algorithmic solu-
tion. The best that can be done 
is to test a given partitioning to 
see whether it has overlapping 
subsets. If you do not require 
nonoverlapping subsets, then 
any arbitrary partitioning will 
do, but you will not be able to 
use it for reasoning about the 
domain.

This makes the creation of an 
ontology (from a folksonomy or any 
other source) an arbitrary exercise of 
the author, and it reflects all of the 

•

•

•

author’s unstated assumptions and 
prejudices.
Rainer Schoenrank 
rschoenrank@computer.org

The author responds:
Thanks for taking the time to read 

my article. I’d like to comment on 
two points:

You argue about the arbitrary 
nature of ontologies. As explained 
in the article, my proposal addresses 
this inherent drawback in ontologies 
by introducing tagging consensus 
into ontology construction.

You question the general contribu-
tion of ontologies and metadata in 
knowledge management. I need not 
argue against your views—many 
people have already done that for 
me. I suggest reading, for example, 
the following:

J. Davies, D. Fensel, and F. van 
Harmelen, Towards the Seman-
tic Web: Ontology-Driven 
Knowledge Management, John 
Wiley and Sons, 2003.
M. Daconta, L. Obrst, and K. 
Smith, The Semantic Web: A 
Guide to the Future of XML, 
Web Services, and Knowledge 
Management, John Wiley and 
Sons, 2003.

Alexander Mikroyannidis
a.mikroyannidis@ieee.org

KILLER ROBOTS
Noel Sharkey might want to add the 
landmine to his collection of robotic 
killers (The Profession, “Automated 
Killers and the Computing Profes-
sion,” Nov. 2007, pp. 124, 122-123). 
It’s a very dumb robot and can’t 
move about, but it will kill indis-
criminantly—child, adult, soldier, 
farmer, friend, or foe.

The landmine models many of the 
problems Sharkey mentions pretty 
well, especially not having a human 
in the loop. Some suggested solutions 
include having a timer that deacti-
vates the mine after some period 
of use. Maybe deactivation will be 
required for robots as well.

•

•

Charles J. Neuhauser
cneuhauser@earthlink.net

The author responds:
I agree that landmines are a 

type of robot, and their power to 
kill innocents long after wars have 
been fought is well-known and 
well-argued. The old antipersonnel 
mines will kill on contact and are 
like other reflex weapons such as 
the Navy CIWS. They fall foul of 
the notion of just war because they 
kill indiscriminately and there is dif-
ficulty in assigning responsibility for 
mishaps. 

In 1997, 153 countries signed the 
Ottawa Mine Ban Treaty, but not 
the US, China, or Russia. President 
Clinton had planned to join in 2006, 
but George W. Bush abandoned the 
plan in 2004 because it would mean 
giving up a “needed military capa-
bility.” The US policy was to move 
toward mines that self-destruct (The 
Lancet, 27 Aug. 2005; www.thelan-
cet.com). 

I did not include mines in the arti-
cle because I wanted to focus tightly 
on creating discussions about new 
technological threats to humanity 
in the form of mobile autonomous 
weapons that will actually make 
decisions (so to speak) about who to 
kill. This is where my expertise may 
be of some use.

Unfortunately I have recently 
heard of a new breed of mine that 
is meant to “intelligently” determine 
friend from foe and fire torpedoes at 
the latter. These do come under my 
remit, and I am investigating further 
for future articles.
Noel Sharkey
noel@dcs.shef.ac.uk

DOING MORE WITH LESS?
Simone Santini’s perspective on what 
we need for computers is painfully 
on target (The Profession, “Making 
Computers Do More with Less,” 
Dec. 2007, pp. 124, 122-123). How-
ever, there is one fatal omission in 
his discussion of an ideal device.

Once you have a simple computer 
that does what you need, it is very 
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likely not to require replacement or 
need new software for many years. 
This is an economic disaster. Soft-
ware vendors from Redmond to 
Rangoon and hardware vendors 
from Santa Clara to Beijing are 
addicted to regular fixes of money, 
which are inversely proportional to 
the life span of a given hardware-
software platform. 

When I get my One Laptop Per 
Child computer (see www.laptop.
org), I may actually have that simple 
device. We will see. 
Jim Isaak
j.isaak@snhu.edu 

The author responds:
I assume that your definition of 

“economic disaster” is more than 
a bit tongue in cheek. Of course 
hardware and software vendors like 
the explosion of sales they provoke 
with every new release cycle, but 
they know (or they should know) 
that they are playing a risky game. 
They are generating such unreason-
able get-rich-quick expectations in 
their stockholders that now if they 
meet expected revenues rather than 
exceeding them by a fat margin, 
their stock loses value. 

What manufacturers don’t like 
to hear is that after the initial tran-
sient in which every Tom, Dick, and 
Harry on the planet wants to buy a 
brand new product, they will have to 
accept a market plateau. The com-
puter industry, it seems, is focusing 
on extending the transient beyond 
the limits of ridiculous rather than 
preparing for the plateau. 

Well, what can I say? The day that 
software executives notice, sadly, 
that they can’t afford a second pri-
vate jet, I will shed a tear for them.
Simone Santini
simone.santini@uam.es

I read Simone Santini’s article with 
great interest, and I agree with most 
of the issues he raised. In fact, an 
operating system that fits his descrip-
tion already exists. It’s the IBM 
OS/2, which runs on a 25-MHz 
processor, can run with 8 Mbytes of 

RAM, and can install in 100 Mbytes 
of disk space.  

The system was in active develop-
ment from 1987 to 1996 (with par-
ticipation of Microsoft until 1992, 
when it dropped out of the OS/2 
effort to pursue its Windows prod-
uct instead). At that time, processors 
were obviously much slower, and 
RAM was much more expensive. For 
this reason, most of the OS/2 kernel 
was written in assembler. But this 
does not prevent it from running on 
the latest dual-core Intel Core 2 and 
AMD Athlon64, and it runs fast.

I disagree with the comment about 
colors. At the time the windowing 
interface was being designed, IBM 
hired lots of psychologists to study 
visual perception effects on user 
interfaces. The outcome was the 
1995 Common User Access standard 
in use today. CUA is based on a con-
sistent user interface, not necessarily 
pretty, but that can use color icons 
and configuration notebook tabs. 

The problem with application 
installation stems from the use of 
DLLs or shared libraries, which 
represent a major design decision 
by IBM because they help use RAM 
much more efficiently. As long as 
the system uses the same version 
of the DLLs for most applications, 
the DLLs stay in memory and are 
shared between processes. That’s 
what makes the system lightweight 
and fast. Unfortunately, the price to 
pay for this is complexity of instal-
lation and updates. This was solved 
with the configuration-installation-
distribution facility that is similar to 
package manager in AIX or RedHat 
Linux RPM, but predates it by a 
decade.

OS/2 still enjoys a small but 
devoted following, especially in 
Europe, but IBM stopped support-
ing it in 2003. Although the system 
has clear technical advantages over 
its rivals, it never was a commercial 
success. Today, there is an OEM dis-
tribution of OS/2 called eComSta-
tion (www.ecomstation.com).
Vadim Kavalerov
Vadim.Kavalerov@sig.com

The author responds:
From my point of view, the main 

point of this message is the state-
ment that “the system was in active 
development from 1987 to 1996.” At 
that time, I assume, things got out 
of hand (thanks, I suppose, to Win-
dows 95), and the race to useless fea-
tures and monster operating systems 
was under way. 

I don’t know OS/2 well enough 
to express a technical judgment on 
it but, if what you say is true (and 
I have no reason to believe it isn’t), 
its demise is a good example of the 
trend I was criticizing in my article. 

Now I would like to see a com-
puter company with enough cour-
age to produce a laptop with 300 
Mbytes secondary memory and a 
50-MHz CPU that is light, thin, and 
has a very long battery life running 
one of these stripped-down operat-
ing systems (and equally stripped-
down programs). Even more, I 
would like to see a public with the 
culture, intelligence, and resistance 
to commercial pressure to make such 
a computer a success. 

I partially buy the argument about 
color. Partially, because I don’t think 
there is anything ergonomically sig-
nificant that can’t be done with 16 
colors. Moreover, I stand by my 
opinion: If a black-and-white screen 
can buy me a couple of hours of bat-
tery life, I’ll go for it!

Simone Santini outlined proposed 
guidelines for “a fast and efficient sys-
tem.” Are these guidelines realistic? 
Today, are computers really “meant 
to be for people who use a computer 
as a work instrument” or merely used 
to “write a mathematical paper?” A 
computer with a monochrome dis-
play and an operating system with 
less than 50 Mbytes storage is more 
like an early-stage terminal.

A computer is a complex piece of 
machinery consisting of many com-
ponents, each of which is a separate 
invention. Within the past several 
decades, the speed and power of the 
computer have grown at an exponen-
tial rate. During that time, computers 
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L E T T E R S

have evolved from being primarily 
professional and business machines 
to become our primary entertain-
ment and educational tools. 

Computers have become the 
heartbeat of the modern world. 
They communicate. They act. They 
are our personal assistants. When 
we are surfing the Internet, partici-
pating in a videoconference with 
colleagues thousands of miles away, 
viewing with amazement 3D graph-
ics for cars and architectural design, 
or exchanging e-mail messages, 
we can’t imagine our lives without 
a computer being involved. Never 
in history has one invention had 
such an influence on humanity as a 
whole. However, without question, 
a “simple” computer can no longer 
fulfill our ever-changing demands.

The question is not whether we 
should make the operating system 
smaller but what exactly we should 
do to keep our computers running 
as fast as new. Performing regular 
tasks such as uninstalling old and 
unused software, performing disk 
cleanup, running hard-disk mainte-
nance utilities, removing spyware/
adware, and keeping the security 
software up to date are practical 
ways to keep systems running at 
peak performance.
Hong-Lok Li
lihl@ams.ubc.ca

The author responds:
As I understand it, your point is 

that computers today perform many 
functions, some of which require 
fast CPUs and—this point is more 
doubtful—large operating systems. 
Your underlying assumption seems 
to be that all computers should do 
all things. 

Consider, as a parallel, motor 
vehicles. People who must trans-
port a heavy load drive 18-wheeler 
trucks. This, of course, doesn’t 
imply that every activity performed 
with a motor vehicle requires an 18-
wheeler, or that everybody should 
buy one. Sometimes a small two-
seater city car is the perfect solution 
for a given transportation problem.

The same applies to computers. 
Some people use them to watch vid-
eos or to “view with amazement 3D 
graphics” (should I suppose that if 
the people were not amazed, the 
requirements for the operating sys-
tem would change?). Other people 
use computers to write reports and 
calculate simple spreadsheets. There 
is no reason why these two groups of 
people should use the same machines, 
the same operating systems, and the 
same programs. 

The fact that a computer is a 
complex piece of machinery built 
of many components is utterly irrel-
evant: so is a skyscraper, and so is a 
car. But, as we have seen in the case 
of motor vehicles, the device’s com-
plexity doesn’t mean that we should 
adopt a “one-size-fits-all” model.

Two statements in this message 
reveal a profound philosophical and 
attitudinal difference between the 
two of us. One is, “Computers have 
evolved from being primarily pro-
fessional and business machines to 
become our primary entertainment 
and educational tools.” There has, 
undoubtedly, been a change, but why 
is going from business applications 
to entertainment an “evolution” in 
the use of computers? It’s a diversi-
fication, certainly, but considering it 
an evolution seems a trifle naïve. 

Second, there is the somewhat 
triumphalistic observation: “Com-
puters have become the heartbeat 
of the modern world. They com-
municate. They act.” I assure you, 
they do not. We communicate, we 
act. Computers do not communicate 
any more than a telephone or a letter 
does. Computers are versatile instru-
ments, useful for certain things, not 
so much for others. 

I must confess that I am worried 
when I see such a triumphalistic atti-
tude among academicians: We should 
value critical evaluation and detached 
analysis. There are already plenty of 
people out there who can write mar-
keting brochures, and there is no need 
for us to join their ranks. 

GREEN COMPUTING
I was pleased to see the articles in 
Computer’s December 2007 issue 
covering green computing in vari-
ous forms. I look forward to the day 
when the IEEE gets real about the 
environment and makes its own con-
tribution by offering totally paper-
less membership.

I have a comment on the practi-
cality of the idea of recycling silicon 
(Oliver et al., “Life Cycle Aware 
Computing: Reusing Silicon Tech-
nology,” pp. 56-61). I’m not sure if 
“recycling down the food chain,” as 
the authors propose, is practical. 

Moving to devices with lower com-
puting requirements also often means 
moving to bigger markets. The exam-
ple in this article suggests recycling a 
PDA processor in a GPS system, and 
later in a Nintendo DS. Numbers I 
dug up on the Net suggest that each 
cheaper device in this list has about 
a factor of four times the sales of the 
device a level above. What’s more, 
the sales of the cheaper devices in this 
example are increasing faster. Also, 
a few years down the track, a lower-
cost alternative for the cheaper device 
will probably be available. 

This kind of recycling would 
also require factoring in the energy 
costs of dismantling the device (dif-
ficult with components designed 
to be used once), the shrinkage of 
damaged components from disas-
sembly, and the higher failure rate 
of devices that have already seen 
significant use.

It might, however, be an option to 
ship off obsolete or recycled parts to 
poorer countries where labor costs 
are low and create a cottage industry 
in building low-end but functional 
computers with low power demands. 
Many PDAs, phones, and the like 

Erratum
The correct e-mail address for
Allen Stone, author of “Natural-
Language Processing for Intrusion
Detection” (Security, Dec. 2007,
pp. 103-105), is astone@jasi.com.
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We welcome your letters. Send
them to computer@computer.org.

easily have enough processing power 
to run a stripped-down free operat-
ing system like Linux. 

This has more appeal to me than 
the One Laptop Per Child project, 
which is based on the misconception 
that owning a computer is in itself an 
advantage. If thousands of people in 
poor countries had the direct expe-
rience of building computers and 
massaging software to install on 
unusual configurations, the skills 
gained would be a huge boost to the 
local economy.
Philip Machanick
philip.machanick@gmail.com

The authors respond:
The letter writer raises some 

interesting issues relating to silicon 
reuse. 

With respect to the volume of lower-
end devices in a “food chain,” it cer-
tainly might not be possible to supply 
enough recycled parts to meet demand. 
The goal, however, is to get more use 
out of the high-end devices and fore-
stall their disposal in landfills. 

Recycling costs are also definitely 
a concern, and our current research 
focus is on recycling entire systems 
(such as mobile handsets) instead of 
individual chips. The cottage indus-

try in “poorer countries” has been 
suggested, but it should be noted that 
our industrial collaborators find this 
a sensitive issue and that, as the writer 
somewhat suggests, it is important 
that the recycled technology be an 
enabler for new applications.
Fred Chong
chong@cs.ucsb.edu
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T H E  K N O W N  W O R L D

Derek the 
Rocket Scientist
David Alan Grier
George Washington University

M
any couples have 
testy discussions 
about golf. Or ten-
nis. Or rock climb-
ing. Or soccer. But 

my friends Derek and Sara are the only 
couple I know who have had an awk-
ward conversation about rockets. 

Sara and I have been friends since 
childhood. Our fathers worked 
together at the old Burroughs Cor-
poration. When she told me that 
she was marrying a rocket scientist, 
I was both pleased and intrigued. I 
was happy to see her find a partner 
and interested to learn what sort of 
person a rocket scientist might be. 

Like many an individual who has 
followed the American space pro-
gram, I speculated that someone 
who sends machines beyond Earth’s 
atmosphere might have a special view 
of the world, that earthly concerns 
might have a celestial tint. I quickly 
found that the opposite was true, that 
celestial activities were tied to those 
of common life. 

“I’ll be back in time for dinner” 
were the first words I heard Derek 
say. 

The three of us had agreed to meet 
for coffee at a restaurant near Sara’s 
apartment. I was visiting their city on 

business and had taken an extra day 
to meet Derek and to share a year’s 
worth of news with Sara. Both Sara 
and Derek had arrived before I found 
the place, and the two were already in 
the midst of a vigorous discussion. 

“It’s two hours out there,” said 
Sara, “and two hours back. You 
won’t be home for dinner.” 

“I’ll leave early,” replied Derek, 
“I’ll get back in plenty of time.” 

At this point, I was certain I under-
stood the conversation between the 
two of them. The subject was clearly 
golf. Derek and his buddies had a tee 
time for noon at some distant course. 
Sara doubted that her fiancé could 
finish the game, drive home, take a 
shower, and arrive on time at the place 
where we were all to have dinner. 

I was so confident of my judgment 
that I made a misguided attempt to 
defuse any anger. “Playing a round 
this afternoon?” I asked after we 
were introduced. 

“No,” replied Sara, “he’s going 
over the mountains to fly rockets.” 

“Oh,” I said, grasping the fact that 
Derek the rocket scientist was also 
Derek the rocket hobbyist. 

“I finished this one last weekend,” 
Derek interjected. “We think we can 
get it up to 35,000 feet.” 

There was not much more to say, 
though many words continued to 
be spoken. As a couple, Derek and 
Sara were still in a relatively early 
phase of their relationship. They 
had not yet combined households, 
merged their social goals, or even 
found a common way of discussing 
their needs. 

Their conversation analyzed 
every aspect of Derek’s schedule 
for the day, the potential problems, 
and the need to be back in the city 
at a certain time. It ended, as such 
things do, on an awkward note. 

Derek was resolved to get his 
rocket flown. Sara was not con-
vinced that he was going to be able 
to arrive on time for our reserva-
tion at the Bayside Restaurant at 
6:30 p.m. We could only hope that 
all things would work for good and 
that the day’s events would not be 
disrupted by poor planning, a shift-
ing wind, or the happenstance of 
traffic congestion on I-95. 

ENGINEERING TRUST
Derek the rocket scientist is tech-

nically a systems engineer. He over-
sees the design and construction of 
digital systems for large spacecraft 
projects. His job is to make the 
individual boxes that constitute 
the spacecraft electronics work as 
a whole. The process is tricky and 
fraught with problems. 

He can specify the basic functions 
of a system in planning documents, 
but such documents still leave a 
great deal of discretion to the people 
who are building the basic compo-
nents. “You can’t design everything 
yourself,” he explains. “You have to 
trust the other engineers to articu-
late what they can do, explain the 
shortcomings of their design, and 
suggest what can be done to make 
a system work.” 

Trust is a difficult thing to engi-
neer, as it involves history, charac-
ter, and an ability to put aside your 
own goals for the good of the whole. 
When are participants pursuing an 
unusual solution that will benefit 
the project, and when are they only 

Trust is a difficult thing to engineer, 

as it involves history, character, and 

an ability to put aside your own goals 

for the good of the whole. 
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indulging their own curiosity at the 
group’s expense? 

Entering into a project and assum-
ing that all parties automatically 
trust each other is like entering into 
a marriage without acknowledging 
the fact that you are about to share 
a bathroom with someone who has 
a very different idea of how such a 
facility should be used. It’s all too 
easy to claim that the gender that 
sees little reason to return the toilet 
seat to the horizontal position has 
a deep character flaw or that those 
who believe that shower rods were 
invented as a place to dry underwear 
have a moral shortcoming. But such 
claims do little to help a marriage 
meet its design goals and do nothing 
to build trust. 

EXTREME SILLINESS
Once, while I was sitting in Der-

ek’s office talking with him about 
nothing in particular, he picked up 
a cable from a side table and threw 
it across his desk. “This,” he said, 
“is an example of extreme silliness. 
No one is willing to take responsi-
bility for the cable and its problems. 
My component group says, ‘That’s 
a cable, and we don’t take responsi-
bility for cables,’” remarked Derek. 
“But the cable guys say, ‘That cable 
contains a transformer, so it’s a com-
ponent and not our responsibility.’” 

We often try to solve such prob-
lems with an overall plan, but such 
plans can have failings of their own. 
You can establish a budget for power, 
time, or weight and make the differ-
ent units compete for their share, but 
in the end you might have a device 
that only fosters more problems. 

Derek once worked on a large 
project that divided a satellite’s outer 
skin and tried to make sure that 
each component group got the share 
it needed. The component groups 
fought hard to get prime real estate 
on the spacecraft. “In one design, 
two key devices were only 10 degrees 
apart,” Derek said. It was an efficient 
use of the skin, but it posed a serious 
problem. “One device was a naviga-
tion sensor that had to find the sun. 

The other was a scientific experiment 
that would have been destroyed if 
it absorbed large amounts of solar 
radiation.” Apparently, for a time, 
each group tried to blame the other 
for the mistake. Neither was willing 
to trust someone else to find a solu-
tion. 

Silliness is, of course, in the eye of 
the beholder. Irresponsibility is also 
not easy to identify. When you’re 
close to a design, you usually can’t 
imagine that others don’t see it as you 
do. In engineering organizations—

indeed in many organizations—we 
try many different techniques to get 
people to articulate their needs, to 
listen to each other. Ultimately, we 
hope to understand and trust each 
other. We have team social gather-
ings, take our staff on retreat, play 
team-building games, give every-
body imprinted sportswear with a 
common logo. Such things might 
not directly build trust, but they give 
team members a common experi-
ence, and common experiences can 
be used to build trust. 

REESTABLISHING TRUST
In the spring of a difficult war, 

the engineer and aviator Charles 
Lindbergh looked to common expe-
riences to rebuild some trust in his 
marriage. Lindbergh was living apart 
from his wife so that he could work 
on military aircraft, but he was also 
feeling that his marriage was dis-
tant and strained. Their relationship 
had been rubbed raw by 15 years of 
intense public scrutiny. Every activ-
ity of Lindbergh and his wife had 
been reported in the press. After the 
Japanese attack on Pearl Harbor, 
that press was especially critical of 
the couple because of their isolation-
ist politics, a stance that argued that 
the US should stay out of the war. 

Writing from a hotel room out-
side a Michigan bomber factory, 
Lindbergh took a small step toward 
reconnecting with his wife. “The 
moon is at Bathurst takeoff height,” 
he wrote to her. Such words could 
be taken as an attempt at poetry, 
an effort to charm his wife through 
pretty words, but they were actually 
a shorthand reference to a common 
experience, a time when they had 
learned to work together.

In the early years of their mar-
riage, they had flown all over the 
world to survey air routes. They had 
gone to Europe, Asia, and Africa, 
where Bathurst could be found. Even 
though Lindbergh was the skilled 
engineer, he had split the work 
with his wife. In particular, she was 
responsible for navigation and com-
munication. At Bathurst, they had a 
difficult departure and had to work 
together to get the plane airborne. 
Each had to shoulder responsibility. 
Each had to trust the other. No one 
else could help.

The dynamics of a marriage 
might be either easier or harder 
than those of an engineering team. 
A marriage can be sustained by 
social forces that are never quite 
captured by a contract or a design 
deadline. Occasionally, as in a 
national emergency, in the pursuit 
of a grand goal, or in the mere joy 
of doing something for the first 
time, an engineering team can find 
an extra bit of commitment that 
binds a group or team together, 
but most often, trust is built upon 
history and common experience. 

DIFFERENT RESULTS
Derek the rocket scientist often 

struggled to find enough of those 
qualities to hold a project together. 
“We were once working on a fairly 
complicated spacecraft,” he told me, 
“for which we contracted with two 
different firms and got two very dif-
ferent results.” Both firms followed 
the specifications and both built 
instruments that ultimately worked. 
However, one firm devoted most of 
its resources to building their sensor 

Most often, trust is built 
upon history and common 

experience. 
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itself, while the second spent more 
time thinking about how their device 
would communicate with other sat-
ellite systems. 

The first firm “created a ‘roll your 
own’ interface for its sensor,” noted 
Derek. “They argued that they had 
no incentive to follow one of the mil-
itary or civilian network standards, 
as they would never build enough of 
the sensors to recover their invest-
ment. It’s not as if they were build-
ing a laser printer and could recover 
their costs over a production run of 
100,000 units.” 

The firm delivered its device well 
before the deadline, but Derek’s 
group could not make it talk with 
the other satellite systems. “We had 
a hard time making that thing work. 
We continued to debug that interface 
after we delivered the satellite to 
Cape Canaveral. We were working 
on it until liftoff.” 

“The second company spent less 
time on its instrument, but it con-
nected its work to a standard inter-
face. Its machine was late. The 

company had to deliver the sensor 
directly to the Cape, but we plugged 
it into the system, and it worked fine 
the first time.”

“We weren’t worried about it,” 
Derek reported, “because it talked in 
a standard way. We could trust it.” 

WHAT’S IN IT FOR ME?
Not all group events are common 

experiences and not all of them build 
trust. Early in my career, I was part 
of a software group that went on a 
“team and trust-building” retreat. 
We listened to a talk about the com-
pany. We played a few games. We 
were encouraged to speak freely 
about our feelings. We all were asked 
to wear tennis shirts marked with 
the company logo and some hearten-
ing phrases, such as “Best software 
in the known universe.” 

At some point, I noticed that the 
women in the group were not espe-
cially enthusiastic about the day’s 
events. When I asked how they were 
feeling, I got a bit of an earful in 
return. “Someone hasn’t thought 

much about what we’re doing,” 
remarked one of my colleagues. 
“We’re wearing men’s clothing and 
playing men’s games. I feel like I’m 
wearing a flour sack and being the 
sympathetic soul at a high school 
track meet. What’s in it for me?”

O n that day I met Derek the 
rocket scientist, I think he 
probably had a clear idea of 

what “was in it for him” and for Sara 
in their relationship. I don’t remem-
ber if he arrived at the restaurant 
on time that night or if he had had 
a shower, or if the moon hung over 
the horizon, but I do recall it as a 
wonderful evening.

David Alan Grier, an associate pro-
fessor of International Science and 
Technology Policy at George Wash-
ington University, is the author of 
When Computers Were Human 
(Princeton University Press, 2005).
Contact him at grier@gwu.edu.
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INTERNATIONAL DATA TRANSMISSION (p. 3). “West-
ern Union International has received approval from the 
Federal Communications Commission to furnish its 
International Digital Data Service to France, Italy, Spain, 
and Austria. The service is claimed to provide high quality 
and reliability, primarily by simultaneous transmission of 
data via undersea cable and satellite. The FCC approval is 
for one year of operation, within which IDDS must sub-
mit an analysis of its service. IDDS will be required to 
submit a tariff proposal before beginning service, based 
on transmission speed (from 50 bits to 9.6 kilobits per 
second), transmission volume, and other factors.”

[Update: “WUI and ITT Datacomm Applications 
before FCC,” p. 3.]

ATM ADOPTION (p. 3). “While the EFTS Commission 
continues to organize, a recent survey  indicates the 
extent and distribution of existing EFT systems.  ‘The 
survey, which had a response rate of 97 percent of 4700 
national banks, showed that fully 10 percent of the 
banks had at least one Automated Teller Machine. As 
expected, a high proportion of large banks have an EFT 
system—72.9 percent of billion dollar banks and 48.4 
percent of those in the half billion to billion dollar range. 
However, more than half of all EFT systems are in banks 
with under $100 million in deposits. …”

[Update: “EFTS Survey Released,” p. 3.]

COMPUTER CONSUMERS (p. 8). “In today’s strong con-
sumer market, the computer industry must be responsive to 
the message that is coming from the consumer sector and 
design products to meet their demands. Products needed 
include banking systems that are designed for the conve-
nience of the customer and not only for the banker, and 
point-of-sales terminals that have digital displays on the 
side of the consumer as well as on the side of the cashier. … 
Machines should be easier to use. The need to have a com-
puter expert at every application site must be diminished by 
the introduction of systems that are easier to use and do not 
require the complex error-prone programmer interventions 
to make them operate. The system of the future must be 
designed for the end user—i.e., the consumer.”

[C. Adams, “Over the Horizon: A Report on the June 
1975 Computer Elements Technical Committee Work-
shop in Vail, Colorado,” pp. 8-11.]

DESIGN AUTOMATION (p. 12). “Design automation 
systems have made large-scale integrated electronics 
feasible for commercial production. Without computer-
aided design, simulation, test data verification, and tech-
nology checking programs, manual LSI product-design 
cycles and error rates would exceed permissible product 
development times and costs. …

“The strategic goals of a DA system are to (a) provide 

a method for expeditious completion of a design; (b) 
formalize design methodologies to assure needed design 
discipline, integrity, and completeness; and (c) provide 
for orderly release-to-manufacturing procedures. ”

[W. Rosenbluth, “Design Automation Architecture 
and Applications,” pp. 12-17.]

HIGH RELIABILITY (p. 18). “Just before the turn of this 
century, the newly invented Bell telephone began to 
receive widespread use. The early telephone network 
required many wires to carry conversations, and  these 
wires filled the sky at an alarming rate. An automatic 
dial telephone switch invented by an undertaker called 
Strowger further enhanced the proliferation of the tele-
phone. Along with the invention of telephone switching 
came the corresponding invention (or curse) of devices to 
record subscriber billing information. Early billing accu-
mulation devices consisted of electromechanical coun-
ters which were incremented when the subscriber used 
his telephone. Today, these counters are still widely used, 
but new semiconductor components for the first time 
make electronic replacement programs attractive.”

[J.C. McDonald, “Testing for High Reliability: A Case 
Study,” pp. 18-21.]

VIRTUAL MACHINES (p. 38). “The introduction of 
computers which have user alterable microprograms 
presents users with both an opportunity and a problem. 
To take full advantage of the opportunity to tailor the 
architecture of the computer to the application domain, 
the problem of microprogram development and testing 
must be solved. The technique outlined here provides a 
tool which furnishes the microprogrammer with a vir-
tual machine which is microprogrammable. The func-
tion provided is similar to that provided by a simulator, 
but the technique is more efficient and allows multiple 
microprograms to be executed concurrently with regular 
programs on a single real machine.”

[ J.D. Bagley, “Microprogrammable Virtual 
Machines,” pp. 38-42.]

UNSTRUCTURED PROGRAMMING (p. 47). “  My 
assertion is that machine code programs for commercial 
and administrative applications in the early days were 
sometimes astonishingly complex …; that such pro-
grams necessarily exhibited a high degree of structure; 
that, when theoreticians were later faced with design-
ing programs whose complexity … matched that of ear-
lier real-life programs, they naturally found themselves 
evolving the same structural disciplines; and that then, 
in their ignorance, they assumed that all programmers of 
the machine-code era had proceeded in the same undis-
ciplined manner as they themselves had.”

[J. Inglis, The Open Channel: “The True History of 
Unstructured Programming,” pp. 47-50 (reprinted by 
courtesy of the Editor of the Computer Bulletin).]
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VISION SYSTEMS (p. 9). “A typical vision system 
requires integrating algorithms from diverse areas such 
as image processing, numerical analysis, graph theory, 
artificial intelligence, and databases. There is no clear 
understanding and consensus on how to achieve this. 
Specific problems in integration can also be attributed to 
a lack of understanding of the vision process itself, even 
if the computations and parallelism of some individual 
components are well understood.

“Recent efforts in architectural design and develop-
ment have embedded architectural components for each 
level of processing into one integrated architecture 
Compared to the progress in architectural advances in 
general-purpose parallel processing for other scientific 
disciplines, however, architectural advances for vision 
systems are in their infancy.”

ANIMATE VISION (pp. 12-13). “… Animate vision
researchers, inspired by successful biological systems, 
seek to develop practical, deployable vision systems by 
discovering and exploiting principles that link percep-
tion and action. Animate systems use active vision and 
are structured as vertically integrated skills or behaviors, 
rather than as visual modules that try to reconstruct dif-
ferent aspects of the physical world.

“Despite the computational simplifications of the 
animate vision paradigm, a parallel implementation is 
necessary to achieve the required performance. Fortu-
nately, many of the tasks in an animate vision system are 
inherently parallel. … Thus, finding parallelism in the 
application is easy. However, the type of parallelism we 
would like to exploit varies among tasks in the system, 
and no single model of parallel computation is likely to 
suffice for all tasks.”

IMAGE PROCESSING (pp. 22-23). “Because image 
processing is such an important application area for 
parallel computers, it makes sense to provide [pro-
gramming] languages for this area. Apply and Adapt 
are both languages that make it possible to write 
certain types of image-processing operations, while 
providing the highest possible level of architectural 
independence. 

“Apply is a simple, architecture-independent language 
for local image-processing operations. Local operations 
produce an output pixel based on a small window sur-
rounding the corresponding input pixel; they include 
edge detection and smoothing. 

“Adapt allows the definition of local operations as 
well as global operations, in which an output pixel can 
depend on many or all input pixels. Histogram and 
other feature-extraction operations are global opera-
tions. Adapt is based on the split-and-merge program-
ming model.”

GEOMETRIC HASHING (p. 33). “Developing realistic 
vision systems that can recognize rigid objects from a 
database of hundreds of models is a continuing goal of 
vision researchers. A model-based vision system extracts 
features such as edges and points from digital imagery 
and compares them with a database of models to identify 
objects within a scene. Many model-based vision systems 
are based on hypothesizing matches between scene fea-
tures and model features, predicting new matches, and 
verifying or changing the hypotheses through a search 
process. A new method, called geometric hashing, offers 
a different and more parallelizable paradigm ”

PARALLEL PROGRAMMING (p. 54). “The ‘need for speed’ 
has been the most influential factor in supercomputer 
design. In the past, technology fueled the development of 
faster computers through better semiconductor devices 
and very large scale integration (VLSI). Technology, as a 
source of speed for a single processor, is bounded by the 
speed of light and physical limitations on miniaturiza-
tion. Consequently, it has become necessary to replicate 
hardware to allow concurrent execution to achieve the 
performance requirements of many of today’s scientific 
and industrial applications. This concurrent execution, 
or parallel processing, has forced the reformulation of 
the most well-accepted sequential programs and even the 
mathematical rethinking of some problems. The parallel 
programmer needs to ‘think parallel.’”

GRACE HOPPER (p. 84). “Rear Admiral Grace Murray 
Hopper, pioneer computer programmer and co-inven-
tor of Cobol, died January 1 at her home in Arlington, 
Virginia. Known as the mother of computerized data 
automation in the US naval service, she retired from the 
Navy in 1986, having been the oldest military officer still 
on active duty. …” 

WORK SCHEDULING (p. 94). “Microsystems Software 
has released four WAN versions of its CaLANdar work-
group-scheduling software. The package uses standard 
e-mail packages to distribute activity and availability 
information.

“DOS users can distribute CaLANdar activity through 
in-place interserver gateways in a multiserver environ-
ment. The package allows Microsoft Mail, cc:Mail, and 
Banyan Vine Mail administrators to maintain CaLAN-
dar user lists within their e-mail naming system.”

PDFs of the articles and departments in the February 
1992 issue of Computer are available through the Com-
puter Society’s website: www.computer.org/computer.

Editor: Neville Holmes; neville.holmes@utas.edu.au
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US Cell Phone 
Industry Faces 
an Open Future
George Lawton

T
he US wireless industry 
appears to be in the midst 
of a sea change in the way 
it does business. It is just 
beginning to move away 

from the traditional walled-garden
approach, in which users can pick 
their service providers but the carri-
ers determine the phones and appli-
cations that customers can use. This 
gives service providers control of the 
wireless experience.

The US is a much more tightly con-
trolled and closed market than Asia 
or Europe, noted Phil Marshall, an 
analyst with the Yankee Group, a 
market research firm.

Now, the US cellular industry 
seems to be moving toward a future 
in which customers have many more 
choices of the wireless devices and 
software they use and thus more con-
trol over their mobile experience. In 
the process, service providers would 
no longer control activities such as 
the sale of phones for their systems.

Service providers have not accepted 
this easily. Carriers such as Verizon 
Wireless have maintained that con-
trolling customers’ use of phones 
and applications lets the company 
optimize the wireless experience and 
ensure that its network and equip-
ment remain reliable. 

However, several current and 
potential service providers, including 
Google, as well as a growing num-
ber of public interest groups—such 
as Free Press, a nonprofit media-
reform organization—maintain 
that this practice limits choice and 

inhibits competition and innova-
tion. They say this keeps the mobile 
online experience inferior to the PC-
based online experience, in which 
users can choose their computers 
and applications. 

The US move toward openness 
could take a significant step forward 
with the US Federal Communica-
tions Commission auction of a block 
of radio spectrum highly valued by 
service providers. For the first time, 
after pressure from Google, the FCC 
is requiring that purchasers of the 
block provide open access, meaning 
they can’t restrict the types of com-
mission-certified devices that use 
the spectrum. 

Google has said it will bid on the 
FCC’s open-access spectrum and 
develop an open mobile platform that 
would work with multiple devices 
and applications.

In the wake of these develop-
ments, Verizon has announced plans 
to open its network to new devices 
and applications.

OPEN ACCESS DRIVERS
Various factors are encouraging 

open access, including government 
initiatives such as the pending FCC 

spectrum auction; the success of 
Apple’s iPhone, which the company 
says will soon have an open API that 
lets independent programmers freely 
develop applications for the device; 
and a push for openness by the influ-
ential and well-funded Google. 

FCC auction
Starting 24 January 2008, the 

FCC officially began an auction of 
five blocks of radio spectrum in the 
700-MHz frequency band—total-
ing 62 MHz in width—that provid-
ers can use for voice and data ser-
vices. In the US, UHF TV stations 
will abandon this spectrum when 
they move from analog to all-digi-
tal broadcasts by February 2009, as 
federal law requires.

US cell phones currently don’t use 
the spectrum, the last large amount 
available in the US for the foreseeable 
future, according to Mark Gibson, 
senior director at Comsearch, a spec-
trum-management consultancy. 

The 700-MHz band is lower in 
frequency and thus has signals with 
a longer wavelength than the 800-, 
1,900-, and 2,400-MHz bands 
that US cellular services currently 
use. Therefore, 700-MHz signals 
could travel farther in rural areas 
and penetrate buildings better in 
urban areas. This could translate 
into more bandwidth and fewer 
base stations, thereby reducing new 
providers’ infrastructure costs. 

Open access. After the FCC 
announced it would auction off 
parts of the 700-MHz spectrum in 
2006, Google pressed the commis-
sion to require open access for two 
of the blocks. 

Proponents say that wireless 
broadband is the next frontier of 
innovation in communications and 
computing but that the US is fall-
ing behind Asia and Europe in this 
area. They contend that open access 
has enabled competition and inno-
vation in the wired Internet and 
thus is also necessary for the wire-
less Internet.

However, some service providers, 
such as Verizon, and industry orga-
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nizations, such as CTIA-The Wire-
less Association, have opposed open 
access. 

“We are concerned that a signifi-
cant portion of this valuable spectrum 
will be encumbered with mandates 
that could reduce the number of inter-
ested bidders,” said CTIA CEO and 
president Steve Largent. “We remain 
committed to the principle that wire-
less consumers and American tax-
payers are best served when such a 
valuable commodity is auctioned … 
with no strings attached.”

The FCC eventually mandated 
open access for the 22-MHz-wide 
C-block, which it will distribute 
via 12 regional licenses. The other 
blocks to be auctioned—including 
one for public-safety communica-
tions—will not require open access.

“A network that is more open to 
devices and applications can help 
foster innovation on the edges of the 
network,” said FCC chair Kevin J. 
Martin recently. “And it will give 
consumers greater freedom to use 
the wireless devices and applications 
of their choice.”

The 22-MHz-wide C-block is 
particularly desirable because it 
transmits more data at any one time 
than typical narrow blocks and thus 
increases the available bandwidth.

The FCC requires that providers 
winning the C-block licenses build 
enough infrastructure to reach 40 
percent of the population in the 
areas they would serve by 2013. This 
could be costly, particularly for new 
operators with no local infrastruc-
ture, said Comsearch’s Gibson. The 
failure to do so could result in fines.

For all blocks, the bidding will be 
closed, so no company will know 
what the others are offering. The 
minimum acceptable total of high 
bids for the open-access licenses will 
be $4.6 billion. The FCC has said 
that if it doesn’t receive qualifying  
bids totaling at least this amount, it 
will auction the licenses again with-
out the open-access requirement. 

Verizon filed, but then withdrew, 
a lawsuit against the FCC’s open-
access decision.

Bidders. Two hundred and sixty-
six companies submitted notices of 
the intention to bid for 700-MHz 
licenses, including Alltel Wireless, 
AT&T Mobility, Chevron, Cox 
Wireless, Google, Qualcomm, and 
Verizon. 

The FCC doesn’t allow bidders 
to publicly discuss the auction until 
it concludes and the commission 
announces the winners, probably in 
March of this year. 

A number of significant telecom-
munications-related companies—
including Comcast, DirecTV, Nokia, 
Sprint Nextel, Time Warner, and T-
Mobile USA—decided to sit out the 
auction. 

New business models
New business models, such as the 

one Apple has used with its iPhone, 
will be required to promote open-
ness in the US cellular industry, said 
the Yankee Group’s Marshall. 

The iPhone, released last year, 
is sold in the US only by AT&T 
Mobility. However, instead of 
allowing AT&T to provide all ser-
vices, content, and applications, 
the iPhone lets users purchase and 
download content directly from, 
for example, Apple’s iTunes Store 
via Wi-Fi.

Nokia, working with the Open 
Mobile Alliance, is creating an 
open ecosystem with application 
developers, content creators, phone 
vendors, and service providers to 
support its S60 smart phone plat-
form, which is based on the Sym-
bian mobile operating system.

GOOGLE MOVES IN
Google’s foray into the US cellu-

lar market has already created the 
potential for industry openness.

Google’s motivation
By entering the cellular market, 

Google could make money as a 
service provider. However, John 
Gauntt, a senior analyst with eMar-
keter, an industry analysis firm, 
speculates that Google’s main goal 
is to extend the advertising business 
model it has used so successfully 
with its search engine during the past 
few years—with ads running next to 
search results on related topics—into 
the mobile online world. As Figure 1
shows, eMarketer expects mobile 
advertising revenue to grow substan-
tially during the next few years.

According to Gauntt, Google 
could extend its ad-based model by 
directing wireless users to local busi-
nesses via geographically targeted 
advertisements.

Although Google is well-funded 
and has submitted its intention to bid 
for 700-MHz spectrum, winning the 
license may be expensive, particularly 
because the company’s competitors 
also have a lot of money. In addi-
tion, unlike existing carriers, Google 
would have to design and build an 
infrastructure from scratch, noted 
the Yankee Group’s Marshall.

Google thus may not make a seri-
ous bid if corporate executives think 
the wireless market is already open-
ing up, predicted Paul Gallant, tele-
communications analyst with the 
Stanford Group, a market research 
firm. This would give the company 
a chance to compete by providing 
content or services without having 
to become a carrier, he explained.

If not, he said, “I think Google 
will make a serious push to win the 
auction. Google doesn’t want to cede 
the mobile Internet to Verizon and 
AT&T.” 

Android
In November 2007, Google 

announced formation of the Open 
Handset Alliance, consisting of 34 
companies such as chip makers Intel 
and Qualcomm, phone manufactur-
ers LG Electronics and Motorola, 
wireless carriers Sprint Nextel and 
T-Mobile, and eBay.

Openness could take away 
US carriers’ control 

of the wireless 
experience.
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The OHA will develop and pro-
mote the Android mobile platform, 
an open source stack with all the 
free software needed to run a mobile 
phone: a Linux-based OS; a browser; 
middleware for delivering applica-
tions and services; and programs 
such as maps, e-mail, contact lists, 
and video-sharing and calendar-
management tools. 

The group will publish the Android 
specifications and make the platform 
available via an open source license 
to let developers create a variety of 
applications and services.

The basic specification calls for 
Wi-Fi support and multiple input 
approaches, including numeric key-
pads, traditional typewriter key-
boards, and touch screens. 

The OHA has released a toolkit 
that lets independent programmers, 
not just carriers, provide software 
for Android phones. 

The OHA expects the first hand-
sets to ship by the second half of 
this year. 

Android—named for a company 
Google bought in 2005—will be 
available via the minimally restric-
tive Apache open source license. It 
would compete with mobile plat-
forms such as Symbian, Windows 
Mobile, and those based on Linux.

“Google brings credibility [to 
Android],” noted analyst David 
Chamberlain with In-Stat, a market 
research firm, “which may attract 
developers and service providers.” 

CURRENT CARRIERS OPEN UP
AT&T Mobility’s and T-Mobile’s 

networks use Global System for 
Mobile Communications technol-
ogy, which lets subscribers use any 
GSM-compatible device.

This is not the case with US nation-
wide carriers Sprint Nextel and 
Verizon, which use code-division 
multiple-access cellular technology. 
Sprint and Verizon are now working 
on plans to open their networks.

Free Press policy director Ben 
Scott expressed skepticism about 
these plans, saying of the carriers, 
“Six months ago, they told us that 

open access meant the death of the 
wireless industry.”

In addition to service providers, 
the Linux Phone Standards (LIPS) 
Forum—which includes major com-
panies such as British Telecommuni-
cations, France Telecom, and Texas 
Instruments—is trying to foster open-
ness in mobile and fixed telephony by 
standardizing Linux-based services 
and middleware APIs, said forum 
general manager Bill Weinberg. 

This would promote Linux use; 
allow independent developers to 
write applications for LIPS devices; 
and enhance the development, 
deployment, and interoperability 
of software and services, enabling 
mobile phones to work with multiple 
programs and networks. 

Verizon
Verizon, once a vocal opponent of 

open access, has announced it will 
start letting customers use almost 
any device or software on its net-
work by the end of this year. 

In the near future, Verizon plans 
to publish technical standards that 
the development community can use 
to design products that work with 
the company’s network. 

Verizon will test devices for com-
patibility and limit application use 
only for security reasons, noted com-
pany spokesperson Nancy Stark.

“This is a transformation point 
in the 20-year history of mass-mar-
ket wireless devices, one we believe 
will set the table for the next level 
of innovation and growth,” said 

Figure 1. Market research firm eMarketer predicts a steady, substantial worldwide 
growth in spending on advertising to mobile devices. Experts speculate this opportunity 
is one reason that Google, which has made money via advertising on its search site, is 
interested in entering the mobile-phone market.
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Verizon CEO and president Lowell 
McAdam. 

Sprint’s open WiMax network
Sprint has announced plans to 

spend $5 billion on Xohm, an open 
network the company hopes will 
reach 185 million subscribers within 
three years. Xohm would be based 
on Mobile WiMax, a long-range, 
broadband wireless technology.

“We will facilitate the use of appli-
cation programming interfaces by 
developers to encourage device and 
service innovation [and] encourage 
the availability of a wide array of 
access devices,” said Sprint spokes-
person John Polivka.

The APIs would make it easy for 
developers to create applications 
and services that work with Sprint’s 
infrastructure.

THE DOWNSIDE OF OPEN 
ACCESS

In-Stat’s Chamberlain predicted 
that adding new, open approaches 
to the already multifaceted world 
of mobile telephony would further 
fragment the industry and thereby 
slow the move toward interoper-
ability and openness. 

Also, open wireless devices and 
applications could attract hackers 
and malware that could interfere 
with phone service, said For-
rester Research analyst Charles 
Golvin. 

“Carriers today largely prevent 
subscribers from putting third-
party software on their devices, 
which helps prevent malicious 
activity. The key question is how 
much downloading freedom can 
carriers give subscribers with-
out risking widespread network 
harm,” noted the Stanford Group’s 
Gallant.

AN OPEN FUTURE
Ross Rubin, director of indus-

try analysis for the NPD Group, 
a market-research firm, predicted 
that openness will usher in a new 
age of creative networked devices 
and services. 

He said it will open the doors for 
vendors, independent developers, 
and others to design and implement 
services that would, for example, 
let mobile media players stream 
music over the Internet, enable 
cameras and camcorders to auto-
matically post pictures and videos 
online, and allow GPS devices to 
gather local traffic and neighbor-
hood information.

T he Yankee Group’s Mar-
shall predicted the US cellu-
lar industry will move from 

today’s walled-garden approach to 
a more open model during the next 
five years or so. 

If the major players like Verizon 
don’t change, he said, they will lose 
business because consumers will be 
attracted to the lower-cost, more-
customizable open networks and 
services. 

“This change was inevitable,” 
Forrester’s Golvin said. “It is no 
great insight to draw an analogy to 
the fixed Web, where initially AOL 
and CompuServe [and their closed 
systems] were successful because 
they provided ways to organize 
information. But [eventually], there 
was more innovation toward an 
open environment, and consum-
ers saw the opportunity to benefit. 
Closed environments like AOL and 
CompuServe were left in the dust. 
The same will eventually happen to 
mobile operators.”

George Lawton is a freelance technol-
ogy writer based in San Francisco. 
Contact him at glawton@glawton.
com.

Editor: Lee Garber, Computer,
l.garber@computer.org
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A Storm 
(Worm) Is 
Brewing
Brad Smith

L
ast year marked a turn-
ing point in malicious 
software’s evolution that 
has caused serious concern 
among security experts. 

Skilled hackers have designed a 
sophisticated type of malware that 
blends multiple techniques, hides 
and changes its code, and employs 
tricks to entice users to implement 
and spread it.

The malware is generally called 
the Storm worm, although it is also 
known by names such as Nuwar, 
Peacomm, Tibs, and Zhelatin. Secu-
rity vendors believe the malware has 
been around since August 2006. 
However, it began gaining wide-
spread attention on 19 January 2007, 
when it launched a series of attacks 
that generated an estimated 20 times 
the normal spam volume. 

The Storm worm has created a 
massive network of remotely oper-
ated zombie computers that the 
person or people who control the 
malware have used to launch spam 
and distributed denial-of-service 
(DDoS) attacks. 

A key to Storm’s success has been 
its controllers’ clever and creative 
use of social engineering to entice 
unsuspecting victims to open e-mail 
attachments or connect to harmful 
websites. 

In addition, the controllers regu-
larly change the malware’s code 
and delivery mechanism.

Bruce Schneier, chief technology 
officer of security vendor and con-
sultancy BT Counterpane, said the 

Storm worm is probably the wave 
of the future and is particularly 
dangerous because of its complex 
design and aggregation of existing 
malware tools. 

Despite its name, the malware is 
not just a worm but also includes 
Trojans, botnets, rootkits, encryp-
tion, and peer-to-peer networking, 
noted Joe Stewart, researcher for 
SecureWorks, a managed-security 
service provider.

“This is top-quality, state-of-the-
art malware,” said David Perry, 
director of global education for secu-
rity vendor Trend Micro. 

INSIDE THE STORM WORM
The Storm worm has been defini-

tively linked to several large waves of 
spam attacks in April, May, July, and 
August 2007, as Figure 1 shows. It is 
probably responsible for several oth-
ers, according to security experts. 

The malware’s controllers have 
also used their zombie network to 
launch DDoS attacks on antispam 
and antivirus organizations, such as 
the Spamhaus Project (www.spam-
haus.org), that have tried to stop 
their activities. 

Storm targets PCs running Win-
dows 2000, XP, and Server 2003, 

and security experts expect it also 
will target Vista.

Most experts think Storm’s con-
trollers are based in Russia or East-
ern Europe. Much of the traffic from 
the botnet’s controllers appears to 
come from that area, based on IP 
addresses traced to server farms 
there, noted Stewart. 

The hosting servers also appar-
ently use text written in Russian for 
communications, he added. 

Show me the money
“The Storm worm is crimeware,” 

noted Symantec director of security 
response Kevin Haley. “It’s about 
making money in the underground 
economy.”

For example, it has launched 
spam as part of “pump and dump” 
schemes, which promote low-value 
stocks that hackers have purchased. 
The promotion drives up the stocks’ 
price so that the hackers can sell 
them for a profit.

Some evidence indicates that 
Storm’s owners have divided the 
botnet into pieces they can rent 
to spammers, SecureWorks’ Stew-
art said. In one case, he noted, it 
appears part of the Storm botnet 
was used to send out spam for a 
Canadian pharmaceutical outlet. 

Social engineering
For Storm to spread, victims must 

voluntarily open e-mail attach-
ments or click on links to infected 
websites. To convince people to 
open attachments, Storm-related 
messages use attractive subject lines 
about a fake or real news event, easy 
ways to make money, inexpensive 
products, or communications from 
a friend or family member. 

The subject lines, which some-
times are grammatically incor-
rect, have read, for example, “230 
dead as storm batters Europe,” “A 
killer at 11, he’s free at 21 and kill 
again!,” “British Muslims Geno-
cide,” “Naked teens attack home 
director,” “Re: Your text,” “Rus-
sian missile shot down USA satel-
lite,” and “US Secretary of State 
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Condoleezza Rice has kicked Ger-
man Chancellor Angela Merkel.” 

The person in command of the 
computer that controls the botnet 
generates the subject lines and sends 
them to the bots to use with the 
e-mail they send.

Storm worm elements
Trend Micro senior researcher 

Jaime Yaneza said the Storm worm 
infects computers with multiple 
payloads that contain several key 
elements. 

The payload includes software 
that handles the forwarding of spam 
and the replacement of the core bot-
net code to disguise the malware’s 
presence. 

It also contains a worm that 
enables Storm to replicate and spread 
by sending copies of itself over a net-
work and then infiltrating victims’ 
systems by exploiting Web browser 
and other system vulnerabilities.

Storm also includes a Trojan horse 
that, once loaded on the infected bot, 
creates a backdoor that the malware’s 
authors can use to issue attack com-
mands. The Trojan—which appears 
to be a legitimate file such as a video 
clip of a news event—also carries a 
rootkit, which masks the malware. 
The rootkits add to or replace part 
of the kernel code, which makes 
them difficult for security software 
to detect. 

The rootkit also removes evidence 
of Storm by replacing binaries that 
list a system’s files and processes 
with a version that doesn’t reveal 
the malicious code. It also intercepts 
API calls that provide a list of run-
ning processes and removes the ones 
related to Storm. And it deletes entire 
files or utilities that could indicate 
the malware’s presence.

In addition, the rootkit can mod-
ify the code of legitimate existing 
drivers in the Windows registry so 
that they launch Storm every time 
Windows starts. 

Storm’s owners can divide the 
core botnet into subnetworks 
to, for example, rent to different 
groups of spammers. The owners 

can configure each of these subnet-
works differently.

Communications
The malware uses peer-to-peer 

networking—via the Overnet proto-
col, designed for decentralized net-
works such as Storm’s botnet—and 
Internet Relay Chat to feed new code 
to the zombies.

Storm’s human controllers typi-
cally use the ICQ instant-messag-
ing platform—a favorite of Russian 
hackers—to send messages to each 
other or associates, perhaps to set up 
a spam attack or discuss new strate-
gies, according to Stewart. 

The infection process
Storm can spread via either 

opened e-mail attachments or visits 
to infected websites.

Its e-mail messages generally 
include no text but carry a link to 
an executable attachment—titled 
“Read More.exe,” “FullClip.exe,” 
“Full Story.exe,” “FullVideo.exe,” 
or “Video.exe”—that, if clicked on, 
downloads software that turns the 
victim’s computer into a zombie. 

The messages also sometimes link 
to infected websites. If unsuspecting 
users visit an infected site and click 

on an embedded hyperlink, they can 
download the Trojan.

Storm can infect webpages with 
a malicious iFrame (inline frame) 
that includes a piece of HTML code 
that, when clicked on, downloads 
the malware.

Once Storm infects a computer, it 
can take several additional actions. 
For example, the malware can 
upload keylogging software that 
reads a victim’s keystrokes to cap-
ture information such as credit card 
numbers or passwords. 

Botnets
According to BT Counterpane’s 

Schneier, estimates of the Storm 
botnet’s size frequently range from 
1 million to 50 million computers. 

Microsoft says there were prob-
ably about 500,000 Storm zom-
bies as of September 2007, based 
on information from its Malicious 
Software Removal Tool installed on 
Windows-based PCs. 

Storm worm was so big, it gener-
ated 20 million spam messages—20 
times the normal volume—during 
an attack that occurred between 19 
and 23 January 2007, noted Adam 
Swidler, product marketing manager 
for security vendor Postini.

Figure 1. The Storm worm, which its controllers unleashed last year to distribute large 
amounts of unsolicited e-mail, caused huge spikes in global spam volumes during its 
major 2007 attacks.

60

50

40

30

20

10

0
Jan. Feb. Mar. Apr. May Jun.

2007 Source: Postini

Jul. Aug. Sep. Oct. Nov.

Original attack
Total volume: 40 million messages
Format: attachment

Two attacks
Total volume: 1 billion messages
Format: e-mail and URL

Total volume: 41 million messages
Format: attachment

Da
ily

 g
lo

ba
l s

pa
m

 v
ol

um
e 

(m
ill

io
ns

)

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageComputerComputer B
A

M SaGEF

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageComputerComputer B
A

M SaGEF

http://www.computer.org
http://www.qmags.com
http://www.computer.org
http://www.qmags.com


22 Computer

T E C H N O L O G Y  N E W S

During a six-week attack the 
following July and August, Storm 
worm generated 1 billion spam mes-
sages, including about 60 million in 
one day.

Security experts speculate that 
Storm worm was responsible for a 
massive DDoS attack against the 
Estonian government’s cyberinfra-
structure in May 2007.

Self-preservation
Storm’s authors have changed the 

malware’s delivery mechanism reg-
ularly and have used several other 
sophisticated techniques to make 
recognition by security products 
difficult. 

Multiple delivery approaches. 
One of Storm’s gambits has been 
to use spam that includes PDF 
attachments or electronic greeting 
cards—such as those distributed 
this past Christmas and New Year’s 
holidays—with links that actually 
take users to infected websites. It 
has also worked via infected audio-
file attachments and links in instant 
messages. 

In addition, Storm spam has 
contained an attractive invitation 
and a supposed link to a YouTube 
video. The link actually takes users 
to a Storm distribution site with the 
YouTube logo and tells them to click 
on another link, which uploads mal-
ware onto their computer.

Decentralization. Unlike many 
botnets, Storm uses multiple zom-

bies, rather than a single, central 
server, for command and control. 
There is thus no single computer 
that security experts can target to 
stop the malware’s activities.

Using few bots at a time. Schneier 
said a small fraction of Storm’s zom-
bies spread the malware and an even 
smaller fraction act as command-
and-control servers, while the rest 
wait for orders.

“By allowing only a small number 
of hosts to propagate the virus and 
act as command-and-control serv-
ers, Storm is resilient,” he explained. 
Even if security experts shut down 
the active bots, he noted, the net-
work remains largely intact and 
other zombies can take over.

Encryption. According to Trend 
Micro’s Yaneza, Storm uses 40-
bit encryption to prevent antivirus 
software from accurately reading its 
code and identifying it as malware. 
The system also takes each of its bots 
out of service for long periods, mak-
ing them harder to detect.

Code replacement. Commands 
sent by Storm’s controllers replace 
the malware’s core code up to 10 
times per hour, making identifica-
tion by security software difficult, 
said Yaneza.

Fast fluxing. Storm also makes 
itself harder to detect via fast flux-
ing, which hides websites that can 
infect visitors behind an ever-chang-
ing network of compromised hosts 
acting as proxies. The compromised 

computers’ public domain-name 
records change constantly, in some 
cases every few minutes. This makes 
it difficult to track their activities 
and shut them down.

T o combat the Storm worm, 
security experts recommend 
basic computer hygiene by 

individuals and organizations. This 
includes exercising care when open-
ing e-mail attachments, using intru-
sion- and rootkit-detection systems, 
and employing techniques such as 
the blocking of peer-to-peer com-
munications. 

Nonetheless, keeping up with 
Storm’s many changes presents a 
challenge to security vendors, so the 
malware promises to continue caus-
ing problems.

For the time being, eliminating 
malware like Storm is going to be 
difficult because people will continue 
to open unsafe e-mail attachments, 
according to computing pioneer and 
Carnegie Mellon University profes-
sor David Farber.

Ultimately, he said, eliminating 
such malware will require authenti-
cated e-mail because currently, there 
is no way of knowing whether a mes-
sage has come from a trusted source 
or includes a malicious attachment.

In fact, he added, “I think we’re 
going to have to redesign the pro-
tocols of the Internet anyway, and 
when we do that, we will have to pay 
attention to security.”

“We designed the network with 
very little attention to security,” 
Farber noted. “It wasn’t a problem 
then.”

Brad Smith is a freelance technology 
writer based in Castle Rock, Colo-
rado. Contact him at pbradsmith@
gmail.com.

Editor: Lee Garber, Computer,
l.garber@computer.org
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IBM System 
Is a Virtual 
Sign-Language 
Interpreter

U
K-based IBM scientists 
have developed a proto-
type system incorporat-
ing avatars that translate 
speech into sign language.

The SiSi (say it, sign it) system 
uses speech-recognition technology 
to convert a conversation into text 
and then translation technology to 
generate commands that animate an 
avatar so that it makes the correct 
sign-language gestures. 

The system—developed with assis-
tance from sign-language users and 
the UK’s Royal National Institute 
for Deaf People—is not designed to 
replace human interpreters. Instead, 
it could be used when no human 
interpreter is available or when con-
fidentiality is important. 

Possible applications include the 
teaching of sign language, as well 
as services that translate TV shows, 
voice mail, or public announcements 
into sign language, said Helen Bow-
yer, an IBM emerging-technology 
software engineer.

The SiSi prototype uses IBM’s 
ViaVoice speech-to-text technol-
ogy, noted Bowyer. The text input 
is then passed through a translation 
software module, which conducts 
syntactic parsing, lexical analysis, 
and other processes to convert the 
content into grammatically correct 
British Sign Language. 

SiSi tags sentences with grammar 
markers and restructures them into 

BSL grammar. The system then sends 
commands—written in the Sign Ges-
ture Markup Language, a format the 
UK’s University of East Anglia devel-
oped for working with avatars—to 
the user’s PC. 

To animate a customizable, IBM-
developed avatar, the system converts 
the commands into BSL gestures 
retrieved from a dictionary of signs 
and into the facial expressions that 
would be used to speak the translated 
words, Bowyer explained. 

“The avatar has a built-in mecha-
nism for smoothly transitioning from 
the end of one gesture to the start of 
the next one, to give fluidity to the 
movement on screen,” she noted. 

SiSi can’t translate sign language 
into speech, which is a different 
problem than converting speech into 
gestures. Computer audio processing 
is difficult, but visual processing is 
harder and more expensive, requir-
ing techniques such as motion cap-
ture and model-based analysis, she 
explained. 

“IBM is not currently working in 
this area, although we recognize that 
it would be another important step 
in aiding two-way communication,” 
she said.

SiSi works with Sign Supported 
English as well as BSL. IBM designed 
the system to be adaptable—via mul-
tiple translation modules that would 
include the appropriate signs, gram-
mar, and syntax—for use with other 
languages, Bowyer noted.

Future improvements could enable 
SiSi to work with complex sentence 
structures or use an avatar that func-

tions on a greater variety of devices 
such as digital TVs, said Bow-
yer. The researchers have already 
developed a prototype for viewing 
the avatars on cellular phones via 
streaming video.

The SiSi team will try to improve 
the accuracy of their system by 
gaining a deeper understanding 
of BSL syntax and grammar and 
improving the translation module 
to address more nuances, Bowyer 
noted.

IBM sees SiSi functioning com-
mercially as either a stand-alone 
application or technology included 
in other products.

Currently, though, Bowyer 
added, “There are no plans to 
license or sell SiSi as it is still very 
much a prototype requiring further 
development.” 

News Briefs written by Linda Dai-
ley Paulson, a freelance technology 
writer based in Ventura, California. 
Contact her at ldpaulson@yahoo.
com.
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IBM researchers have developed a 
prototype system, called SiSi (say it, sign 
it), that uses avatars to translate speech 
into sign language.  (Source: IBM)

N E W S  B R I E F S

Editor: Lee Garber, Computer,
l.garber@computer.org
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Consumer Groups Advocate 
Do Not Track Program

U S consumer and privacy 
groups have called for the 
creation of a Do Not Track 

program—similar to the Do Not 
Call program for telemarketers—
that would let users avoid having 
companies track their Web surfing 
via cookies and other means.

Nine groups—the Center for 
Democracy and Technology, Con-
sumer Action, the Consumer Fed-
eration of America, the Electronic 
Frontier Foundation (EFF), Pri-
vacy Activism, Public Information 
Research, the Privacy Journal, the 
Privacy Rights Clearinghouse, and 
the World Privacy Forum—have 
submitted this proposal to the US 
Federal Trade Commission.

Proponents say the plan is designed 
to protect people’s privacy by allow-
ing them to avoid having advertisers 
track their online activities without 
their permission.

“The main goal of the proposal is 
for advertisers to disclose whether 
they are engaged in behavioral track-
ing of any kind, not simply whether 
they are using cookies,” said EFF 
senior staff attorney Lee Tein. “This is 
an attempt at an approach that is not 
intrusive, not heavily regulatory.” 

The FTC will accept public com-
ments on the Do Not Track proposal 
until 22 February and then decide 
what to do next about the plan, 
noted Jessica Rich, assistant direc-
tor of the commission’s Division of 
Privacy and Identity Protection.

Advertisers frequently place cook-
ies on PCs to identify users on future 
visits and track the websites they view. 
They often do this so that they can 
send ads related to visitors’ interests 
as reflected by their online activities. 

In response to this, Do Not Track 
proponents say they want to address 
cookies and other types of persistent 
identifiers.

“The FTC or someone else would 
maintain a list of who is engaged in 
behavioral tracking,” Tein said. “Con-
sumers would know by looking at that 
list who is and who is not engaged in 
these practices. It would allow you or 
me to see that a company is doing this, 
so we wouldn’t visit their site [if we 
didn’t want to be tracked].”

There might even be technology 
that would automate the avoidance 
of these sites, he added. Currently, 
the Do Not Track proponents don’t 
specify the technology that would 
make their plan work. 

“I suspect they understand that it is 
technologically difficult, if not impos-
sible, to implement, and they just 
want the public exposure versus a real 
solution to benefit consumers,” said 
Mike Zaneis, vice president of public 
policy for the Interactive Advertising 
Bureau (IAB), which represents about 
300 online advertisers.

“The challenge of creating a uni-
versal software platform that would 
serve as judge and jury for which 
websites Americans are allowed to 
view is very daunting,” he added.

Tein said the Do Not Track pro-
posal was deliberately unspecific in 
many ways because this would let 
the concerned parties develop the 
best technical approaches for doing 
the job.

Online advertisers oppose the 
Do Not Track proposal. The IAB 
favors self-regulation and is review-
ing best practices to disseminate to 
members.

“I couldn’t begin to divine how 
they see such a system working 
effectively,” stated Zaneis. “Cook-
ies make e-commerce sites work, 
make customized websites possible, 
and often are used by publishers to 
deliver more relevant advertising.” 

Group Chooses to Run Fast 
Bluetooth over Wi-Fi and UWB 

T he Bluetooth Special Interest 
Group has changed its mind 
and has decided to base a fast 

version of its short-range wireless-con-
nectivity technology—which would 
enable the streaming or transferring of 
video, audio, or other content to and 
from mobile devices—on both Wi-Fi 
and ultrawideband technology.

Bluetooth currently uses a radio 
approach designed specifically for 

the technology. However, propo-
nents want to increase Bluetooth’s 
speed by having it run over a faster 
Wi-Fi or UWB radio.

During their initial considerations 
in 2006, the SIG board of directors 
selected only UWB for fast Blue-
tooth because, at the time, it con-
sumed less power and had a higher 
theoretical-maximum throughput 
than Wi-Fi—480 megabits per 

second compared to 54 Mbps, said 
Charles Golvin, an analyst with 
Forrester Research. 

However, Golvin noted that 
ultrawideband’s performance in 
practice has not met the Bluetooth 
SIG’s expectations, perhaps because 
many UWB radios aren’t using a 
sufficiently wide spectrum band for 
transmission. The technology is sup-
posed to transmit signals over wide 
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Researchers Design a Breath-Operated Computer Interface 

Two Georgia Tech University researchers have devel-
oped a way for users to blow at their PC or laptop
screens to control interactive applications.

The Blowable and Localized User Interaction inter-
face that doctoral candidate Shwetak Patel and pro-
fessor Gregory Abowd developed could help people
work with computers when they can’t use their hands
because they are either busy with other tasks or have
a disability or injury.

BLUI lets a user blow at the part of a screen on
which an application control—such as a button, cur-
sor, or even scroll bar—is located.

Users first install the BLUI engine on their computer,
explained Patel. Computers currently need specially
designed interfaces to work with BLUI. However, Patel
added, designing the technology to work with the
Windows interface would not be difficult.

BLUI works with the computer’s microphone to
determine where on the screen a person is blow-
ing, based on the sound of the air as it reflects off
the screen. With a PC, users would have to place the
microphone near the screen.

To calibrate BLUI, the system displays boxes on dif-
ferent parts of the screen where a user should blow.
During the calibration, the system calculates and then
stores audio fingerprints for the sound of the blowing
on each part of the screen, Patel noted.

He said researchers haven’t yet determined the
accuracy of BLUI’s current version. Even with cali-
bration, BLUI isn’t as accurate as a mouse because a
breath can cover a relatively large screen area, a single
microphone doesn’t always precisely capture data,
and different microphones can produce different
results. Software filtering and other techniques help
improve accuracy.

BLUI offers a couple of advantages over speech
interfaces, Patel said. BLUI users don’t have to make
audible noises when issuing commands and develop-
ers don’t have to design multiple, intuitive verbal com-
mands for different functions, he explained.

Patel said that he is releasing an open source toolkit
to help users easily and effectively work with BLUI and
that he will explore the technology’s commercial use
as a game controller.

Georgia Tech has obtained a provisional US patent
for the technology and hopes to receive a full patent
later this year.

Two Georgia Tech University scientists have developed the 

Blowable and Localized User Interaction interface, which lets 

users blow at their PC or laptop screens to control interactive 

applications. BLUI could help people use computers when they 

can’t work with their hands because they are busy with other tasks 

or because of disability or injury. (Source: Georgia Tech University)

frequency bands, thereby enabling 
high data rates. 

Also, Golvin said, UWB radios cost 
more than the Bluetooth SIG expected, 
perhaps because the technology hasn’t 
been implemented as widely as Wi-Fi 
and thus hasn’t achieved the same 
economies of scale. 

Now, the SIG is working on a pro-
tocol adaptation layer that will let 
a Bluetooth radio run over either 
Wi-Fi or ultrawideband, said Stephen 
Wood, Intel technology strategist 
and president of the WiMedia Alli-
ance, a UWB industry organization. 
This would eliminate the need for the 

generally small Bluetooth devices to 
have both a UWB and a Wi-Fi radio, 
he explained.

Currently, Bluetooth typically 
offers transmission ranges up to 10 
meters and speeds up to 3 Mbps. 

UWB’s next generation promises 
speeds of 960 Mbps and a transmis-
sion range of up to 10 meters. 

Bluetooth SIG executive direc-
tor Mike Foley said his organiza-
tion is exploring the use of the IEEE 
802.11n version of Wi-Fi, which 
offers a theoretical maximum data 
rate of 540 Mbps and a transmission 
range of up to 70 meters. However, 

this would force vendors to take into 
account Wi-Fi’s higher energy usage 
during the design process.

Once the SIG develops the new fast 
Bluetooth specifications, Foley said, it 
will build prototypes, probably late 
this year, and then test them. The SIG 
expects its board to adopt the specifi-
cation in the first half of 2009.

Because Wi-Fi has been so widely 
adopted, it might become Bluetooth’s 
mainstream radio technology, while 
UWB might be used for niche appli-
cations such as linking devices like  
digital cameras with a PC, according 
to Golvin. 
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National Science Digital 
Library: Shaping Education’s 
Cyberinfrastructure

I
n summer 2007, the National Science Digital 
Library provided access to more than 2.5 million 
digital educational resources, covering science, 
technology, engineering, and mathematics from 
pre-K to postgraduate levels. At that time, the main 

portal, www.nsdl.org, had been online nearly five years, 
providing a single entry point to dozens of distributed 
collections and services, many of which were contribu-
tions of the more than 200 small projects that the NSDL 
program funded through its research tracks. 

With this maturity, the National Science Foundation 
is now rethinking NSDL’s status as a research program. 
In one sense, it remains a typical NSF program, operat-
ing through the traditional NSF project-award cycle of 
publishing a solicitation, receiving proposals from R&D 
teams, and awarding the best among them. In other 
ways, it is an atypical program because the goal of its 
projects is not simply to broaden the knowledge base of 
science education research and practice; it is also to build 
an integrated enterprise that will persist and be valuable 
to learners and teachers of all ages. 

But whether typical or not, NSDL has reached the 
point at which it must either change substantially or start 
winding down. Many NSF programs come and go in less 
than a decade, often after accomplishing their primary 
goals and laying a foundation for a new research agenda. 
As a library, NSDL is becoming mature enough to be an 
operational center. Because NSF is primarily a research 
agency, investing further in NSDL would seem to run 
counter to NSF’s policy of not supporting routine science 
and education operations. 

Nonetheless, there are compelling arguments for NSF’s 
continued investment in NSDL—but the nature of that 
support must change to match NSDL’s new purposes. 
Generally speaking, NSF’s policy is to “let a thousand 
flowers bloom,” and to that end, it spawns programs 
that award distinct projects and that rely on conferences 
and publications (both traditional and electronic) to fos-
ter researcher crosstalk. This is an admirable goal, but I 
believe that NSDL gives NSF an opportunity to tighten 
the link among R&D projects: The library is poised to 
provide a standardized technical infrastructure that 
encourages—perhaps even requires—a much higher 
degree of project interaction.

In that mission, I see NSDL growing both as a platform 
for improving the productivity of educational resource 
development and transforming education research and 
also as a tool for creating and managing scientific knowl-
edge about education and learning. More broadly, NSDL 
could be a key component in building a new cyberinfra-
structure for education and education research.

NSF’s continued investment in NSDL would have strong 
implications for how it funds education R&D and how 
it manages projects to foster effective partnerships among 
highly diverse and distributed groups of education research-
ers, developers, and practitioners. Having recently com-
pleted a rotator position at NSF, I have been able to acquire 
an understanding of what NSDL as a library is accom-
plishing and how NSDL as a program is run. The ideas set 
forth in this article draw from that dual understanding, but 
admittedly much of the thinking is speculative and reflects 
my own views, not necessarily those of the NSF.

As a National Science Foundation program, the NSDL is reaching maturity, but the library is 

already forging a strong link among research projects, which argues compellingly for continued 

NSF investment, although with new directions.

David McArthur
GoH Corp.
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NEW PURPOSES
NSDL can enhance its value in at least four ways: by 

serving as a repository and providing knowledge man-
agement for digital products from NSF’s educational 
programs, by growing as a platform for improving 
the productivity of educational materials development 
and implementation, by continuing to be a testbed for 
interesting education research and information science 
questions, and by strengthening the foundation for a 
cyberinfrastructure that connects education research 
and practice at NSF. 

Digital product repository
In its first years, NSDL had a collections track that 

supported researchers in their creation of new digital 
resources, which NSDL librarians then catalogued in 
collections for users. The program has recently dropped 
this track, however, in part because other NSF pro-
grams are now generating a sufficient supply of digi-
tal educational materials. Within the NSF’s Division 
of Undergraduate Education, for example, the Course 
Curriculum and Laboratory Improvement (CCLI) pro-
gram typically funds dozens of projects annually, each of 
which produces digital exercises, modules, simulations, 
and games for classrooms and laboratories. Given that 
hardware and development application costs are likely to 
keep dropping, such educational materials will continue 
to proliferate, with or without NSDL.

On the other hand, these resources often have limited 
use beyond the projects that created them. Even when 
developers would be happy to share materials, faculty 
who could put them to good use often don’t know they 
exist, let alone how to find them. In this, NSDL can con-
tinue to make a difference. Among the Pathways projects, 
one of the four project tracks listed in the “NSDL Project 
Tracks” sidebar, ComPadre is assuming a stewardship 
role for the educational resources useful to broad com-
munities in physics and astronomy. One of ComPadre’s 
tasks is to review the digital products of recent CCLI 
projects in physics and astronomy and to add these mate-
rials to ComPadre’s collections, thereby making them 
accessible to a broader community through NSDL.

Collections from NSF programs. The Internet Scout 
team leads another Pathways project, the Applied Math-
ematics and Science Education Repository (AMSER), 
which is providing a similar service by revamping NSF’s 
Project Information Resource System. PIRS is an online 
database that records not only CCLI projects’ digital 
products, but also information about the grant, proj-
ect investigators, and the institution awarded. From the 
start, PIRS has been open to the public, but its use has 
been spotty. The Internet Scout team believes that by 
using NSDL as a foundation, they can implement a more 
powerful PIRS, providing a wealth of new search and 
browse facilities—all at a fraction of the original PIRS 
cost. The hope is that PIRS will become the CCLI wing 

of NSDL, not just including CCLI project materials, but 
also providing a community hub for education research-
ers and practitioners.

Such directions are only the beginning. CCLI is not 
the sole source of educational materials, even in the Divi-
sion of Undergraduate Education. And projects in other 
divisions within the Education and Human Resources 
Directorate are also busy generating digital resources for 
K-12 learning and teaching and for graduate education. 
In addition, researchers supported through other NSF 
directorates—biology, computer and information sci-
ence, engineering, geosciences, and mathematical and 
physical sciences, for example—are developing digital 
content that professionals in these fields can use in both 
research and teaching. If NSDL’s AMSER and Com-
Padre projects are successful in finding and organizing 
CCLI resources, other projects could expand this work 
to different programs and disciplines, creating still more 
new wings of NSF educational content within NSDL.

Knowledge management and sharing. Such NSDL 
projects could help NSF manage its internal knowledge 
base. NSF funds many new projects each year, and it is 
difficult for NSF program directors—particularly rota-
tors, who stay for only a year or two before returning 
to their home institution—to have information about 
relevant projects at their fingertips. Program directors 
hear hundreds of ideas for proposals each year. 

To illustrate the type of aid that NSDL could provide, 
suppose a program director is listening to a prospective 
principal investigator describe a project over the phone. 
While the investigator is talking, the director should be 
able to search the new NSF wings in NSDL and instantly 

NSDL Project Tracks
At present, NSDL has four main project tracks:

• Core Integration, a single large project, coordinates
and manages the core library, develops the library’s
central portal and infrastructure, and engages and
supports the other NSDL projects and community.

• Services projects develop tools that support users,
collection providers, and the Core Integration
effort. They enhance NSDL’s efficiency and value.

• Targeted Research projects explore specific topics
that have immediate applicability to collections,
services, and other aspects of NSDL’s development.
Pathways projects provide stewardship for the col-
lections and services that major learner communi-
ties require.

Information on specific projects in these tracks is
available on the NSDL website (http://nsdl.org/about/
index.php?pager=factsheet).

•
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find all the projects that resemble the one being proposed. 
NSF staff would also be able to summarize collections of 
recently supported projects, provide broad visualizations 
of funded areas, or even detect gaps in the topics that a 
program’s project portfolio covers. 

Giving prospective investigators access to the same 
kinds of tools would let them discover if other projects 
have already investigated the exciting idea they want to 
propose. If their idea turns out to be not so novel, they 
could gain enough information to decide how to build 
on the idea rather than reinvent it. Avoiding reinvention 
was, in fact, a motivation for the NSDL program, and 
it is a persuasive reason for NSF to continue investing 
in NSDL. 

Materials development platform
Although NSDL can provide repository services for 

existing resources, it also can be a useful platform for 
developing new educational materials. Several NSDL 
projects are already collaborating to build resources and 
collections within NSDL, often by taking pieces from 

other projects and composing them in innovative ways. 
The “Inside NSDL” sidebar describes some of NSDL’s 
development services. 

ContentClips, a project in the Services track, is devel-
oping a system that lets teachers assemble standards-
driven learning activities using templates that organize 
digital objects. The objects can come from any collec-
tion, but the project is relying heavily on content from 
existing NSDL collections to populate initial templates. 

Even more ambitious is Instructional Architect, which 
lets teachers find shareable resources from the NSDL 
and other websites, and provides an authoring tool that 
assembles webpages and learning modules from the 
retrieved materials.

Combining and reusing content. The large Core Inte-
gration project is planning new services and tools that 
promise to dramatically improve NSDL’s ability to com-
bine materials in this way. Expert Voices invites profes-
sionals in exciting research areas, such as global warm-
ing or seismology, to engage in dialogue with students 
and teachers. These digitized raw discussion materials 

Inside NSDL

Users enter the National Science Digital Library
through its main portal, where they can access hundreds
of distributed collections in the NSDL Data Repository
(NDR) using a wide range of services. Users can search
by desired characteristics such as subject, grade level,
and media format; services let users annotate resources
and compose them into larger units. Recently added

services include Expert Voices—a blog where subject
experts communicate with students and teachers—and
On Ramp—a system for distributed creation, editing,
and dissemination of content from multiple groups.

Technical standards have been vital to the distributed
development of both content and services. Using NSDL
metadata standards, projects easily share resource

descriptions through the NSDL
data repository. This access, in
turn, invites others to reuse,
dissect, and recombine the
resources in different ways and
to return the results to NSDL.

With NSDL’s infrastructure
now reimplemented using
Fedora, an architecture for man-
aging digital assets, projects
can share in the development of
interoperable services as well,
which should greatly enhance
NSDL’s functional capabilities.
Innovative services from proj-
ects (far left in Figure A) include
Instructional Architect, a tool
for authoring course modules
using NSDL resources; Skolr, a
personal collection service; and
Content Assignment Tool, an
application to align resources
with educational standards.

Figure A. The NSDL data repository architecture. The NSDL acquires digital content from 
science, technology, engineering, and mathematics (STEM) collections, including NSDL 
Pathways projects and external webportals. Also provided are a growing number of 
services, from search and annotation to tagging with learning standards. 
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or blog entries then become part of an NSDL collection 
and can be the basis for, say, building standards-aligned 
modules. The modules, in turn, could become NSDL 
resources linked to annotations or guides on how to use 
the modules in classrooms or laboratories. By provid-
ing tools to create new resources in standardized for-
mats from existing ones and by enabling the composed 
products to rejoin the library, NSDL affords an array of 
opportunities for reusing library content.

Although all these tools are possible without NSDL, 
the library provides a platform that can make materials 
development much more productive. Computer-Assisted 
Content Standard Assignment and Alignment (CASAA; 
http://cnlp.org/research/project.asp?recid=48) is an NSDL 
project that underscores these potential productivity 
gains. NSDL now provides access to many high-quality 
educational resources, but teachers who use the library are 
often frustrated when their searches 
return hundreds of results. They usu-
ally want a few modules that meet 
the specific state or federal standards 
they are teaching to. Unfortunately, 
most of the materials submitted to 
NSDL do not come with such stan-
dards attached. CASAA aims to solve 
this problem by developing the Con-
tent Assignment Tool (CAT), which 
will at least partially automate the aligning of a resource 
with specific standards, as well as the process of putting 
the aligned resource back into NSDL. This is much more 
efficient than letting each teacher struggle to relate raw 
NSDL resources to standards. 

The real productivity boost, however, comes next. 
Once a resource is aligned with a specific state stan-
dard, CAT can then immediately align it with different 
standards in other states through an automated pro-
cess that correlates standards of one state to those of 
others. In addition, if state standards change—which 
they do all the time—CAT can take care of realigning 
NSDL resources to reflect the change, potentially sav-
ing thousands of hours of manual recataloguing.

Platform requirements. To ensure that NSDL is a 
productive platform for educational materials devel-
opment, resources must adhere to established stan-
dards for describing educational content. With such 
standards, it is easier to combine diverse resources and 
create plug-and-play tools that recombine materials in 
innovative and valuable ways for educators and teach-
ers. A less obvious requirement for a productive plat-
form is the need for diverse developer communities and 
an appropriate division of labor among them. 

A few like-minded software developers can find mate-
rials in NSDL and assemble a new resource from them. 
Such resources are of some value, but what teachers want 
most are modules that include not only the resource but 
also information on the educational standards that the 

resource satisfies and how others have used the resource 
in a classroom or laboratory. This knowledge often comes 
from different communities—software developers, aca-
demic researchers, educational theorists, content authors, 
standards experts, cataloguers, and teachers. In the past, 
these groups have rarely talked to one another, let alone 
worked together to build materials. 

One of NSDL’s great promises as a platform could very 
well be its ability to bring representatives of these dis-
tributed communities together, enabling the creation of 
much richer educational content than would be possible 
if each community worked alone.

Research testbed
In addition to its potential as a platform for produc-

tive materials development, NSDL can be a testbed for 
addressing education research questions about both 

library resources and their use. 
Several early studies in the NSDL 

program looked specifically at library 
content and quality. One study1 used 
a machine-learning approach to 
determine which of 16 indicators 
predicted quality ratings of digital 
resources and found that metadata 
currency—how recently authors had 
created or updated resource meta-

data—was the best indicator. In another study,2 researchers 
applied a graphical analysis tool to evaluate the quality of 
NSDL metadata, much of which is generated by inexperi-
enced cataloguers. The data inaccuracies and gaps uncov-
ered had patterns that might be exploited to speed up meta-
data correction. The results of the study also could lead to a 
means for automating metadata repair or creation.

More recent research studies have addressed the edu-
cational use of library resources, including how teach-
ers use the Instructional Architect to create lessons 
using digital library resources3 and how middle-school 
students can use the Digital IdeaKeeper to make sense 
of the information they find, rather than just passively 
accepting it.4

For NSF teaching and learning. These studies are just 
the tip of the potential for using NSDL as a foundation 
for research. Many other questions are ripe for study, for 
example:

How well do teachers use resources linked to stan-
dards?
What differences does this make to student learning 
outcomes?
Is an Amazon-style recommender system the best 
way to provide a context for using resources in an 
educational setting?
Is it possible to create professional development 
communities in NSDL for teachers, and if so, what 
roles would such communities play? 

•

•

•

•

The NSDL 
provides a platform 

that can make materials 
development much 

more productive.

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageComputerComputer B
A

M SaGEF

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageComputerComputer B
A

M SaGEF

http://cnlp.org/research/project.asp?recid=48
http://www.computer.org
http://www.qmags.com
http://www.computer.org
http://www.qmags.com


30 Computer

Some NSDL projects are already investigating these 
questions. However, many focus not on digital library 
use, but on the nature of learning and the design of 
technology-augmented educational environments. Proj-
ects that investigate these broader questions might be 
funded not by NSDL, but through social, behavioral, 
and economic sciences programs at NSF, which would 
use NSDL as a testbed. Of course, NSDL could not be a 
testbed for all educational technology R&D, but it would 
provide the ability to implement a wide range of educa-
tion research prototypes quickly and productively. 

For social science projects. As NSDL grows from 
thousands to millions of resources, with archives of 
older materials and perhaps records of user interac-
tions, it could support a range of 
information and social sciences 
research projects. Questions could 
move beyond classroom use to 
more sweeping issues, such as how 
a body of knowledge on new scien-
tific topics grows, as measured by 
the time-indexed evolution of digi-
tal resource sets, or how communi-
ties of practice form, as reflected in 
resource use patterns.

Yesternet, a project funded by the Next Generation 
Cyberinfrastructure Tools program and staffed with 
social and physical scientists from Cornell University, 
including one of NSDL’s founders, is taking the first 
steps in this direction.5 These researchers aim to use the 
40-plus billion pages of the Internet Archive, which has 
captured snapshots of the Web for more than a decade, 
as a laboratory for social-science research. On top of this 
data set, the project will build intelligent front ends that 
make the Internet Archive data broadly accessible and let 
social scientists develop, test, and refine research tools. 

The project will also investigate how scientists use 
these tools to examine social phenomena pertaining to 
how beliefs in online communities and organizations 
evolve. One hypothesis, for example, is that popular 
beliefs often acquire a bimodal distribution and tend to 
foster polarized camps of like-minded members. Unlike 
surveys and other conventional methods, new tools 
could track beliefs across time in the Internet Archive 
testbed, possibly revealing much richer insights about 
opinion dynamics.

Content-wise, NSDL is not as large as the Internet 
Archive; nor can it compare in sheer size with the vast 
collections from experiments in particle physics, global 
climate system models, satellite-sensed Earth imagery, 
or protein data banks. However, NSDL is one of the 
few social-science collections now represented in the 
Teragrid, NSF’s project to build and deploy the world’s 
largest distributed infrastructure for open scientific 
research data. In this context, NSDL affords interesting 
research opportunities not because it is a digital library, 

but because it offers social scientists a way to design and 
evaluate the tools they will need as their disciplines join 
with the physical sciences in using the evolving cyberin-
frastructure. 

Part of cyberinfrastructure
The prospect that NSDL might play several roles in the 

emerging cyberinfrastructure is yet another reason for 
NSF to support NSDL in the coming years. The seminal 
Atkins report6 outlined many ways in which cyberinfra-
structure in physical sciences can extend to environmental 
engineering, medicine, and atmospheric sciences. High-
energy physicists have been among the earliest cyberinfra-
structure users, in part because their experiments already 

generate petabytes of data that the 
network must store, analyze, and 
distribute to distant collaborators. 
But for the most part, early cyberin-
frastructure reports did not consider 
education or the social sciences. 

I believe that NSDL can play a 
significant role in the emerging 
cyberinfrastructure. The potential 
impact of cyberinfrastructure in 

education is at least as significant as that in other dis-
ciplines. New studies7,8 suggest that future education 
data sets could easily be as rich and challenging to ana-
lyze and understand as ones from the physical sciences. 
An NSF-sponsored report on Cyberinfrastructure for 
Education and Learning for the Future (CELF)9 envi-
sions “lifelong learning chronicles” that would capture 
the sum of the learner’s formal and informal education 
experiences. If cyberclassrooms log not just test results 
but also rich audio-video and neuroimaging records of 
student behavior, as well as the multimedia products 
that learners create, that data might easily be a petabyte 
per day—almost as much as the output of a high-energy 
physics experiment. 

Beyond generating massive data sets, cyberinfrastruc-
ture applications might transform education every bit 
as dramatically as they are now changing practice in the 
sciences. Recent reports10,11 envision that future teach-
ers will tailor learning experiences for whole classes, 
just as tutors now deftly remediate misconceptions for 
individual learners. By accessing and analyzing authentic 
scientific data from remote labs, students might be able 
to learn concepts they could not grasp before and could 
hone their knowledge anytime, anywhere. Just-in-time 
evaluation tools could assess students’ understanding 
and redirect lesson plans at a moment’s notice.

In education reform, cyberinfrastructure’s promise is 
twofold. As the previous examples show, it can greatly 
expand learning and teaching opportunities for students 
and teachers; yet, earlier generations of educational tech-
nologies could also say this. What earlier generations 
did not provide is the technical foundations for connect-

The NSDL could 
support a range 

of information and 
social sciences 

research projects.
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ing education research and practice communities. The 
sidebar “Connecting Research and Practice: A Vision” 
describes how an infrastructure based on NSDL can 
assist in forging these connections.

ORGANIZATIONAL CHALLENGES
I have advanced many reasons for continued invest-

ment in NSDL—from the immediate need to manage 
NSF’s project knowledge to the future-oriented shaping 
of cyberinfrastructure for education. A common thread 
in these reasons is the importance of developing a social 
and technical platform that will support the shared use 
of resources and services among diverse communities.

Implementing the kind of community network that 
could transform the country’s educational systems into 
one big research school is obviously a long-term goal 
with formidable obstacles that the Strategic Education 

Research Partnership, CELF, NSDL, and others com-
mitted to this vision must overcome. From a technical 
perspective, no cyberinfrastructure can yet support all 
the functions and services that education research and 
practice partnerships might require. 

If NSDL ends, lessons learned might be incorporated 
into a successor program that does support them. On the 
other hand, NSDL could be part of an installed base that 
grows incrementally to eventually form cyberinfrastruc-
ture. The focus would have to be on building integrated 
layers of tools and services, rather than building discon-
nected pieces. This might be difficult for NSF, since it is 
accustomed to supporting science projects and experi-
ments, not infrastructure.

But the toughest challenges would almost certainly 
be organizational not technical. As a CELF report 
notes,9 this tighter link of research, educational design, 

Connecting Research and Practice: A Vision

One novel approach for linking education research
and practice comes from the Strategic Education
Research Partnership,1 which advocates partner-
ships between researchers, practitioners, develop-
ers, and policymakers. SERP’s fundamental idea is to
tightly couple education research with practice by
conducting much research and intervention design
in classrooms and other educational venues, rather
than in laboratory settings. Instead of establishing a
few prototype schools to try out their methods, SERP
proposes recruiting hundreds of classrooms across
the US to adopt interventions. The idea is to pilot-test
interventions in a few classes, immediately suggest
and implement improved designs, and then try the
improved intervention in other sites. If initial test
results look promising, experiments could quickly lead
to changes in classrooms across the country. Cyberin-
frastructure for Education and Learning for the Future
(CELF) envisioned similar ways to connect research
and practice, which they captured in the phrase,
“Make America one big research school.”2

Implementing this vision has been all but impos-
sible in the past for both technical and organizational
reasons. Now, however, highly distributed systems like
NSDL provide a real chance to put it into operation.
NSDL already offers access to a wealth of educational
materials that research and practice teams can use to
fashion experimental interventions for the big—and
highly distributed—research school. Because all these
resources are available at anyplace, anytime, changes
to intervention designs based on results from initial
trials would be immediately available to all other sites
in the distributed network. In addition, the Core Inte-
gration project could integrate CELF’s lifelong learning

chronicles into this emerging NSDL network, since the
creation of many digital tracks in such chronicles will
be automatic as students and teachers interact online
with materials available through NSDL.

NSDL’s open architecture would also enable separate
research and practice teams to conduct experiments in
parallel and then jointly analyze their results. Indeed,
some assessment teams might specialize in the second-
ary analysis of experimental data that other teams cre-
ate—assuming, of course, that these results, like digital
resources in NSDL, are shared, not proprietary.

Privacy concerns notwithstanding, if it were possible
to extend NSDL’s content and services along these
lines, several other communities could also participate
in educational partnerships. Curriculum and software
developers might use the lifelong-learning chronicles
to shape the designs of interventions and programs.
Parents might monitor their children’s learning prog-
ress. The students themselves could put pieces of their
chronicles into performance portfolios. And policy-
makers and assessment experts should be able to use
the data aggregated from a wide range of interven-
tion studies to judge the effectiveness of educational
programs and inform revisions.
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classroom practice, and assessment will have implica-
tions for how NSF supports learning and conducts 
education R&D. Currently, most projects that NSF 
programs support, including NSDL, are loosely cou-
pled. Consequently, knowledge and results are often 
not as cumulative as they would need to be to realize 
cyberlearning’s full potential. When projects do build 
on one another, it is often within single educational 
communities: Researchers sometimes talk with other 
researchers, but there is much less direct communi-
cation with practitioners and other key stakeholder 
groups, including assessment specialists and policy-
makers. To achieve the tighter coupling of research 
and practice, this would have to change. 

Whether or not NSF continues to invest in NSDL, 
NSF educational programs will need to consider new 
ways of doing business to address these organizational 
issues. They might insist that projects form tight part-
nerships with different educational communities. Edu-
cation programs could require projects to build on the 
ever-expanding cyberlearning infrastructure of shared 
digital resources and knowledge about their use. In a 
more sweeping change to encourage large-scale coordi-
nation, some programs might consider funding projects 
through cooperative agreements or contracts—now 
commonly used only with NSF’s research facilities and 
major centers—rather than exclusively through grants. 
NSDL has already experimented with this by requiring 
new Pathways projects to agree to a memorandum of 
understanding that outlines the details of cooperation 
with the Core Integration project in several technical, 
marketing, and evaluation areas.

T he potentially significant role of NSDL in devel-
oping cyberinfrastructure for education is one of 
the strongest arguments for continued NSF invest-

ment. Without having to make dramatic changes to their 
basic work practices, many existing communities in the 
physical sciences are already using cyberinfrastructure to 
address important problems that used to be far beyond 
their reach. Education, however, might never meet its 
Grand Challenges if the disparate groups that have a 
stake in teaching, learning, and educational reform 
continue to work alone. To use cyberinfrastructure to 
best advantage, education must not merely make exist-
ing practices faster and better; it must establish new and 
different practices. With the right stewardship, NSDL 
can be part of those differences and usher in a new era 
for education. 
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Wikis: ‘From Each 
According to His 
Knowledge’

M
uch has been written about wikis in recent 
years by researchers, journalists, blog-
gers, and wiki software vendors. Not 
surprisingly, most of this information 
appears in wikis themselves. Given the 

explosive growth in wiki applications and the controversies 
surrounding the technology, it is useful to sort through the 
claims and criticisms to better understand what wikis are, 
how they are used, their advantages and limitations, and 
various issues surrounding their implementation.

WHAT IS A WIKI?
In 1994, Ward Cunningham implemented the first 

wiki, the WikiWikiWeb, to promote the exchange 
of ideas among fellow programmers on his consul-
tancy’s website (http://en.wikipedia.org/wiki/Ward_
Cunningham). Shown in Figure 1, the WikiWikiWeb 
was written in Perl and based on a HyperCard stack 
Cunningham wrote in the late 1980s. Today, wiki soft-
ware applications are based on numerous languages, 
including Java, Lisp, PHP, Smalltalk, Python, and Ruby 
(http://en.wikipedia.org/wiki/List_of_wiki_software).

“Wiki” is Hawaiian for quick, and, as the term sug-
gests, the technology’s initial goal was to give users the 
ability to quickly put content on the Web. Today, how-
ever, a wiki’s purpose depends on who you ask and what 
kind of application is being developed. In general, wikis 
are designed to facilitate quick and easy content

generation,
collaboration, and
distribution.

•
•
•

With wikis, multiple users can connect virtually in time 
or space—from private communities within enterprises 
to the general public—to create, update, and share 
knowledge with others. 

Wikis typically allow users to

add new content,
link to other related content,
edit existing content,
organize and structure content,
view content, and
access a history of contributed content. 

Most wiki contributions are written, but they can 
include media such as images, videos, and sound files. 
Web-based documents are created collaboratively in a 
simplified markup language, or “wikitext,” using a Web 
browser over the Internet or an intranet. This enables 
nonprogrammers to create wiki applications and add 
new features without having to be familiar with the 
code base.

Wikis use various mechanisms to track the history of 
contributed content so that users can see who made what 
changes and when. Figure 2 provides an example of a 
wiki tool that compares versions of documents.

Knowledge management
Over the years, researchers have offered many propos-

als to facilitate knowledge management, particularly at 
the enterprise level.1 However, the promise of various 
tools and applications to make tacit knowledge explicit 
remains largely unfulfilled—much tacit knowledge 

•
•
•
•
•
•

Wikis offer tremendous potential to capture knowledge from large groups of people, making 

tacit, hidden content explicit and widely available. They also efficiently connect those with 

information to those seeking it.

Daniel E. O’Leary
University of Southern California
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Figure 1. WikiWikiWeb. Ward Cunningham implemented the first wiki in 1994 to promote the exchange of ideas among fellow 
programmers on his consultancy’s website.

Figure 2. Wikibooks “history” interface. Wiki software allows for version comparisons of documents so that contributors can see who 
made what changes and when.
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remains inaccessible. Wikis have the potential to gather 
such knowledge from far-reaching sources.

Wikis satisfy four key knowledge management 
needs by  

capturing knowledge from those who have it,
converting knowledge into an explicitly available 
format, 
connecting those who want knowledge with those 
who have it, and
linking knowledge to knowledge.2

In classic knowledge management, acquisition experts 
are responsible for capturing knowledge from domain 
experts. Wikis offer a nonintrusive means of capturing 
information by removing the intermediary and letting 
people share knowledge directly. 
Wikis also make information or 
sources exclusively available to the 
contributor generally available; 
users thus directly influence the 
knowledge base’s structure and 
content. In addition, by making 
available information about con-
tributors, wikis facilitate connections between interested 
parties. Finally, through the use of hypertext, wikis let 
contributors link appropriate knowledge.

Mass collaboration
Wikis are particularly effective in situations in which 

a large group of people want to leverage their collective 
knowledge to achieve some goal. For example, during 
the 2004 US presidential contest, one campaign used 
a wiki to compile political news stories for their candi-
date.3 This approach enabled some 400 staffers to focus 
on different areas of coverage—for example, around a 
given periodical. The resulting database served as the 
basis of twice-daily briefing documents. 

Within an enterprise, the choice of whether to imple-
ment a wiki depends on the nature of the information 
as well as the number of users. If a group wishes to keep 
information private, then wikis, unless tightly limited, are 
not appropriate as a means of fostering collaboration.

Transparency
To increase participation, content must be transpar-

ent; otherwise, multiple participants will not be able to 
provide coherent and related contributions. Wikis pro-
vide transparency by letting users see what others have 
contributed, thereby converting individual knowledge 
into communal knowledge.

Pull versus push
Wikis facilitate the connection between those who 

have information and those who need it. This “pull” 
mechanism is useful for organizations that want to con-

•
•

•

•

tinually draw on a dynamic, ordered information set. The 
alternative is to “push” static, unordered information 
directly to users, either individually or as a group. E-mail 
represents the most common form of this approach.

WIKI APPLICATIONS
A broad range of general and enterprise wiki applica-

tions is in use today. 

General applications
The most well-known general wiki application is Wiki-

pedia, the multilingual online encyclopedia that relies on 
volunteers from around the world to contribute and edit 
content on any given topic. Launched in January 2001 by 
Jimmy Wales, it is one of the 10 most popular websites 
and currently contains more than 9 million articles in 

253 languages (http://en.wikipedia.
org/wiki/Wikipedia).

The project’s tremendous success 
spawned numerous siblings now 
operated, along with Wikipedia, 
by the nonprofit Wikimedia Foun-
dation. These include Wiktionary, 
a dictionary of term meanings, 

synonyms, etymologies, and translations; Wikibooks, a 
collection of open source textbooks and other learning 
materials; Wikiquote, a compendium of quotations from 
prominent people and works; Wikisource, a library of 
public domain texts and other source documents; Wiki-
media Commons, a repository of images, sounds, and 
video; and Wikinews, a source for reports by citizen 
journalists. 

Tens of thousands of independent wiki applications 
have sprung up on the Web to serve communities inter-
ested in broad topics like computing, travel, and enter-
tainment as well as niche subjects such as the online role-
playing game World of Warcraft. For example, Wikia, 
a for-profit company cofounded by Jimmy Wales, alone 
hosts more than 4,700 wiki communities (www.wikia.
com/wiki/About_Wikia). 

Although some wikis impose restrictions on contribu-
tions, all rely on the community at large rather than an 
elite group to advance knowledge, education, and discus-
sion. The power of wikis to reach a broad constituency 
has not been lost on technology-minded political candi-
dates, who are beginning to incorporate them into their 
campaigns (http://vote.peteashdown.org/wiki/index.
php/Main_Page).

Enterprise applications 
Wikis have many applications within businesses and 

other organizations.
Wikipedia imitations. The high visibility of Wikipedia 

has led many companies to replicate this type of applica-
tion internally.3 These internal wikis are typically designed 
to support particular functions by letting employees input 

Wikis all rely on the community 
at large rather than an elite 

group to advance knowledge, 
education, and discussion.
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information as appropriate in an ency-
clopedia-like setting. For example, a 
business might employ a wiki-type 
product directory to record changes 
and new offerings. 

Meeting setup. Wikis can help 
mitigate information overload.4 For 
example, they can facilitate meetings 
by gathering input in advance from 
attendees and making it generally 
available. This saves time, particu-
larly in the case of multiday meetings 
with much to assimilate, by enabling 
participants to review what others 
have to contribute prior to the meet-
ing so that they can concentrate on 
areas that need attention. 

Project management. Companies 
can use wikis to capture information 
about projects. Participants can post 
documents and progress reports or 
generate and massage information 
related to a project on the wiki. For example, CommSe-
cure, an Australian provider of e-billing and e-payment 
solutions, employs a wiki to help track the implementation 
status and related documentation of different projects.5

This can facilitate buy-in by letting participants help con-
struct key inputs and making constraints transparent. 

Best practices. Employees can use wikis to describe 
best practices. For example, the wiki “Library Success” 
is a “one-stop shop for great ideas and information 
for all types of librarians” (www.libsuccess.org/index.
php?title=Main_Page). Another wiki’s expressed goal is 
to share best practices about the Common Base Event, a 
fundamental systems management standard (www.ibm.
com/developerworks/wikis/display/CBEbestpractice).

Taxonomy development. Wikis can simplify taxon-
omy development within an enterprise, which generally 
requires the cooperation of multiple parties. Individual 
users can propose a portion of the taxonomy and its 
associated explanation, and others can point out their 
limitations and suggest changes. 

Competitive intelligence. Wikis can be used to 
gather competitive intelligence, a function traditionally 
performed by a small group within the organization that 
acts in relative secrecy. SAP, one of the world’s largest 
business software companies, employs a wiki to monitor 
how its pricing tactics and sales strategies are working in 
the field.3 By making the process open and participatory, 
the company can get better and more timely collective 
intelligence and make it available to more people. 

WIKI ADVANTAGES AND LIMITATIONS
In determining whether to implement a wiki, an enter-

prise or other organization must balance the advantages 
of the technology with its limitations as well as match 

the wiki’s capabilities to the desired objectives. Figure 3 
summarizes some of the pluses and minuses of wikis.

Advantages
Wikis offer numerous advantages.
Structure. At the highest level, wikis use a vocabulary 

or ontology to explicitly organize contributions. How-
ever, the use of hypertext to link related concepts and 
articles within the wiki embeds additional structure. 
Some wikis, such as Wikipedia, also contain references 
and external links to other subjects. 

Consensus. Wikis can build consensus because many 
participants often “sign off” on the content. In fact, 
building consensus is Wikipedia’s “fundamental model 
for editorial decision-making” (http://en.wikipedia.org/
wiki/Wikipedia:Consensus). Wikis typically encourage 
a neutral point of view and have mechanisms to resolve 
disputes among contributors.

Collective wisdom. Because wikis are generally open, 
democratic environments, they harness the “wisdom of 
the crowd.” Ideally, content draws on a wide range of 
contributors with varying perspectives and expertise. 
Everyone in the community has an opportunity to evalu-
ate the quality of contributions, and those who have an 
interest in or are knowledgeable about a topic can add to 
or modify content. 

User engagement. Wikis engage users by letting them 
express themselves freely and for all to see. Although 
most wikis have etiquette guidelines and codes of con-
duct prohibiting, for example, hateful content or per-
sonal attacks, individuals generally have tremendous 
flexibility in what they post. Users derive satisfaction 
from being part of a communal effort as well as seeing 
their creativity on display.

Figure 3. Wikis have both advantages and limitations.

WIKI ADVANTAGES
•  Wikis generate a network of knowledge by linking people and content
•  Wikis can build consensus
•  Wikis collect knowledge from multiple sources
•  Wikis engage contributors
•  Wikis can be as accurate as traditional published sources
•  Wikis delegate control to contributors
•  Wikis provide a forum to help users manage their behavior

WIKI LIMITATIONS
•  Wikis often do not provide author information, raising questions about content accuracy 
•  Wikis typically lack referees or peer review, which provide some quality assurance 
•  Wikis can hinder as well as build consensus, focusing on contributors’ conflicting opinions
•  Contributors can easily introduce bias 
•  Wikis can compromise information security
•  Wikis can encourage scope creep
•  Contributions can decrease over time
•  Wikis can expose an organization to legal problems
•  Wikis are subject to vandalism
•  Wikis can be contrived to look genuine but have an ulterior motive
•  Wiki content is generally not available in a machine-processable format 
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Accuracy. Contrary to the claims of some critics, wiki 
accuracy can be comparable to published sources. For 
example, one recent study found that Wikipedia had 
roughly four inaccuracies per entry, only one more than 
Encyclopedia Britannica.6 Some wikis have verifiabil-
ity guidelines that encourage contributors to cite reliable 
sources.

Delegation of control. Wikis delegate control of con-
tent to potential contributors. This is an advantage in 
organizations where management seeks bottom-up input 
on particular issues or processes.

User management. Wikis can help manage users as 
well as contributors by providing widespread access to 
equivalent standards for actions and behaviors, whether 
implicitly or explicitly.

Wiki limitations
Wikis also have several limitations.
Lack of authority. Users might want assurance that 

material they obtain online is backed by some authority 
or level of expertise. Unfortunately, in many cases there 
is limited information about authors of wiki material. For 
example, a Wikibooks contributor named “Psychofarm” 
has written books on both Mac OS and Asian honey 
chicken salad, while another has offered works on both 
physics and accounting. Such broad interests naturally 
raise doubts as to whether these authors have the neces-
sary expertise.

No referees. Few wikis referee content to any appre-
ciable extent, if at all, because that violates the open wiki 
spirit. Consequently, there is no guarantee that informa-
tion in wikis is accurate or even reasonable. Wikipedia, 
for example, has had well-documented problems with 
users submitting invalid information.7 In contrast, pub-
lished research is typically peer-reviewed and edited, 
providing some quality assurance.

“Too many cooks in the kitchen.” Wikis can hinder as 
well as build consensus. If multiple contributors express 
conflicting points of view or alternative solutions, the 
resulting content might be incoherent or focus on differ-
ences rather than similarities. Wikis can also mislead-
ingly give the appearance of consensus if only one or a 
small group of contributors dominate the process early 
on, thereby thwarting further discussion.

Bias. Although many wikis have policies advocating 
a neutral point of view, their open nature makes it easy 
to introduce biased information. For example, a former 
MTV veejay and podcasting pioneer was caught anony-
mously editing the Wikipedia entry on podcasting to 
take credit for its development away from others and 
inflate his own role.8

Information insecurity. Wikis can compromise infor-
mation security. Organizations often compartmentalize 
data, giving different pieces of information to different 
users, but wiki users could inadvertently share data 
that should not be available to all who have access to 

the wiki. For example, Microsoft purposely separates 
product and market information, and users able to inter-
mingle data through a wiki could gain deep insights into 
the company’s revenue stream.9

Scope creep. Because wiki contributors can range 
from amateurs to professionals, from beginners to 
experts, the resulting content might be too amorphous 
to be of use to any particular group. Scope creep is a 
common problem on complex projects, and wikis can 
encourage it by facilitating changes in team composi-
tion.

Decreased contributions. Wikis, particularly discre-
tionary ones, can suffer a slow death. In some cases, con-
tributions are initially heavy but subsequently decrease 
as participants turn to other activities. In other cases, 
contributions are light to begin with, increase as users 
familiarize themselves with the technology, and then 
decline as the uniqueness of the technology wears off. 
Unfortunately, both scenarios result in a similar out-
come: decreased contributions over time.

Legal problems. Enterprise applications such as 
project management rely on contributors being frank 
and honest, but openness in company e-mail has led 
to expensive lawsuits—even in instances with only 
one recipient of a message. It is easy to imagine how a 
wiki could, by disseminating sensitive or private data to 
numerous people, expose an organization to all sorts of 
legal problems.

Vandalism. Wikis are only as good as their contribu-
tors, and these can include users who submit obscenities, 
personal attacks, and deliberate nonsense. Vandalism 
has actually forced some organizations to cancel wiki 
applications. For example, the Los Angeles Times closed 
down its “Wikitorial” feature because of contributors’ 
repeated use of foul language.10

Contrived wikis. Because wikis facilitate consensus, 
some use them to try to generate consensus within an 
enterprise or the general public. Contrived wikis are 
implemented by some anonymous source to look like a 
standard wiki, with open contributions, but are actually 
not open and designed to influence public opinion.

Human consumption. In general, wikis are generated 
by and for humans. However, many knowledge manage-
ment systems, such as rule-based systems, attempt to 
put information in a machine-consumable format, inter-
mediary to human consumption. Such machine-based 
consumption is generally beyond the scope of wikis.

IMPLEMENTING WIKIS
Some organizations that implement a wiki might 

expect to simply “build it and they will come” (and use 
it). However, the open nature of wikis raises several 
issues that are often ignored.

Author information. Enterprise wikis usually keep 
data about wiki authors. As Figure 4a shows, captur-
ing such information can be critical to achieving user 
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acceptance of content. It can also foster connections 
between users and authors. Google recognizes this and 
is implementing its own competitor to Wikipedia, Knol, 
that prominently displays authors’ names (http://blogo-
scoped.com/archive/2007-12-14-n19.html). 

Incentives to participate. Wikis should provide 
potential contributors with incentives to partici-
pate. As Figure 4b shows, one way to do this within 
an enterprise is to issue “points” to employees, with 
some reward upon reaching a certain threshold, for 
their efforts. In addition to displaying authors’ names, 
Google’s Knol will let authors include advertisements 
and make money from their contributions. 

Administration. Ideally, wikis should have an 
administrator who referees and manages the changing 
content. However, if the wiki is substantial, such as 

Wikipedia, no one person or even group can monitor 
all of the changes in real time. 

Change alerts. One way to provide control over 
changes is to alert those who have indicated inter-
est in a particular subject or whose previous con-
tribution has been altered by another user. Par-
ticipants who know that changes they make to 
existing content will be broadcast to the original 
author will likely be more discriminating, while 
those whose contributions have been edited will 
have a chance to quickly review the changes for 
inaccuracies or other issues. 

Access and registration. The original philosophy of 
wikis was to let all users contribute and change content. 
However, such openness can lead to vandalism, tamper-
ing, compromised data, and other problems, particularly 

Figure 4. SAP wiki. (a) Capturing author information can be critical to achieving user acceptance of content. (b) Issuing “points” with 
associated benefits to employees for their efforts encourages participation.
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in noncorporate settings where there is little recourse for 
destructive acts. 

In corporate environments, it is important to deter-
mine whether wiki access should be open to outsiders 
or limited to employees, managers, or a select group of 
users within the company. Does the wiki contain infor-
mation—for example, about product faults—or con-
troversial content that, if made available to the wrong 
people, could negatively impact sales, compromise pro-
prietary secrets, or lead to costly litigation? 

Perhaps the least intrusive way to control access is 
to notify potential contributors that their IP address is 
being captured. Another method is to require that users 
register with a valid e-mail address and log in with a 
username and password. Although the effectiveness of 
these steps can be mitigated, they at 
least provide some potential control 
over users.

Contributor capabilities. One 
way to manage users is to categorize 
them according to their capabilities. 
Wikibooks distinguishes contributors 
according to their fluency in English and other languages. 
For example, User en-N connotes a native English speaker, 
while User en-0, -1, -2, and -3 represent users with zero, 
basic, intermediate, and advanced levels of English, respec-
tively. To limit wiki access in enterprise settings, contribu-
tors can be assigned “roles” based on their responsibilities 
or level of expertise.

User practice. Although most wikis are relatively sim-
ple, they can be intimidating to first-time users. Many 
sites therefore provide a “sandbox” that lets contributors 
learn the wiki’s various features and practice, thereby 
limiting potential mistakes. Sandboxes might also facili-
tate user buy-in. 

Policies and guidelines. Wiki contributors should 
clearly understand what they can and cannot do. The site 
should therefore offer a list of mandatory policies and 
advisory guidelines, subject to community approval. For 
example, Wikipedia users must respect other contribu-
tors, respect copyrights, avoid bias, and include only 
verifiable information (http://en.wikipedia.org/wiki/
Wikipedia:Key_policies_and_guidelines). 

Copyrighted material. In many settings, wiki-based 
materials cannot be copyrighted. For example, Wiki-
books considers all contributions to fall under the terms 
of the GNU Free Documentation License (http://www.
gnu.org/licenses/fdl.html). Wikibooks warns potential 
violators that “the posting of copyrighted material with-
out the express permission of the copyright holder(s) is 
possibly illegal and is a violation of our copyright policy” 
(http://en.wikibooks.org/wiki/Wikibooks:Copyrights).

Project completion estimates. Although wikis are 
typically open ended, some projects can have a com-
pleted format. In these cases, providing users with an 
estimate of how much work has been done can be help-

ful. For example, Wikibooks indicates whether text for 
any given project is “sparse” (0 percent), “developing” 
(25 percent), “maturing” (50 percent), “developed” (75 
percent), or “comprehensive” (100 percent). Because 
there are likely to be multiple contributors, and com-
pleteness is in the eye of the beholder, estimates can be 
highly subjective.

Design for participation. Because wikis depend on 
contributors, any implementation should be designed 
to facilitate participation. Ross Mayfield, cofounder of 
Socialtext, the leading enterprise wiki company, sug-
gests starting small with a pilot project that applies a 
wiki solution to a single process or application.3 Once 
the project participants have evaluated the tool through 
a forum or discussion group, they can “take it public” 

by each inviting five others in the 
organization to use the wiki. This 
can be repeated with successively 
larger waves of contributors, gradu-
ally building a community, adding 
content, and evolving norms.

Personalization. Many wiki 
applications let users personalize some aspects such 
as privacy settings, link formats, image size, editing 
options, browser appearances, date format, and time 
zone.

EMERGING AI APPLICATIONS IN WIKIS
In simple terms, artificial intelligence aims to incor-

porate human intelligence into computer-based applica-
tions or analysis. There are numerous potential applica-
tions of AI in the area of wikis.

Wikis provide substantial structured material about 
particular subjects, and researchers have used them to 
generate and maintain ontologies11 and taxonomies.12

Similarly, group input could be used in a wiki to gen-
erate rule-based knowledge to capture insights and 
identify conceptual relationships. Systems designed 
to improve knowledge by intelligent questioning and 
answering could also leverage wiki content.

Just as electronic auction sites generate reliability or 
quality estimates about buyers and sellers, AI systems 
could search the Internet and other wikis to find out 
what particular authors have contributed on various top-
ics and generate trust or expertise indices. Researchers 
also could develop intelligent agents to search multiple 
wikis and assemble material for a comprehensive article 
on a subject.

Wikis such as Wikipedia address the same topics in 
numerous languages. Researchers could use this multilin-
gual data to disambiguate topics, terms, or words; gener-
ate translations; or analyze structure in a subject area.  

Researchers also could use AI systems to help secure 
wikis, whose open nature makes them particularly vul-
nerable. For example, concept-based systems could iden-
tify vandalism and exclude such contributions prior to 

Researchers have used wikis 
to generate and maintain 

ontologies and taxonomies.
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posting, while intrusion-detection systems could lever-
age information gathered about contributors to unmask 
illegitimate users. 

Wikis can be used as a training ground to search 
for knowledge obtained through machine-learning 
approaches. Further, annotating wikis with machine-
readable content would make them both human and 
machine-friendly.

W ikis offer tremendous potential to capture knowl-
edge from large groups of people, making tacit, 
hidden content explicit and widely available. 

They also efficiently connect those with information 
to those seeking it: “from each according to his knowl-
edge, to each according to his need.” Although wikis 
have inherent limitations that make them inappropri-
ate in certain settings and for some applications, they 
are likely to replace existing processes and technologies, 
providing organizations with a wide range of additional 
capabilities. 
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EventWeb: Developing 
a Human-Centered 
Computing System

I
n a sense, all computing is human centered. Once 
humans successfully developed machines to aug-
ment their mechanical strength, they focused on 
developing machinery to augment their analytical 
abilities. The first analytical ability they addressed 

was simple mathematical calculations. This resulted in 
different types of calculators, leading finally to electronic 
computers in the middle of the past century.

Augmentation of human analytical facilities remains 
the primary goal of computers today. Computing has 
evolved rapidly, with advances in processing, storage, 
communication, sensing, and related areas. Another 
driving force is the emergence of increasingly challeng-
ing sensory-data problems, including video and audio, 
that computers could solve.

Current interest in human-centered computing sug-
gests new winds blowing in the computing commu-
nity. HCC combines many powerful and independent 
approaches in different aspects of computing, ranging 
from human-computer interfaces (HCIs), computer 
vision, speech recognition, and pervasive computing to 
virtual reality systems. Most computing systems allow 
creation of powerful interfaces using audiovisual tech-
niques. However, designing HCC systems that give users 
a compelling experience requires quality content, care-
fully planned data organization and access mechanisms, 
and powerful presentation approaches.

Content is ultimately what’s interesting to users, so 
its quality is important. Content quality includes its 
credibility, depth, and timeliness. The challenges that 
HCC researchers face aren’t limited to HCI or gestural 

approaches, but go deeper, into correctly organizing 
multimodal data from disparate sources, finding the best 
combination of multimedia sources to communicate the 
message or experience, presenting and distributing these 
sources for the best subjective quality of experience, and 
helping advance human knowledge and build stronger 
communities using these approaches.

Most current approaches in computer science and 
applications evolved from alphanumerical data—the 
dominant data in the early days of computing. Research-
ers have tried to extend these approaches to increasingly 
multimodal dynamic data. To deal with emerging appli-
cations of computing, ranging from biology to entertain-
ment, and from security to business, we need to take a 
fresh look at our tools.

A combination of technological advances, a reduc-
tion in barriers to interactions among different parts of 
the world, and the quest for solving increasingly diffi-
cult problems has created a situation that’s unique in 
its potential to impact the course of human civilization.

DISRUPTIVE INNOVATIONS IN COMPUTING
Computing has already gone through two major dis-

ruptive evolutionary stages, and is now on the verge of a 
third. Although the first two were revolutionary, the third 
stage will effect the most long-term fundamental changes 
in how computing influences human civilization.

Table 1 shows the basic features and characteristics 
of the three stages of this evolution. In addition to the 
nature of input and output, the nature of applications 
and user expectations has changed. Also, each phase 

Dealing with emerging applications of computing requires taking a fresh look at our tools. 

EventWeb is a human-centered computing system that will give users a compelling experience 

by combining quality content, carefully planned data organization and access mechanisms, and 

powerful presentation approaches.

Ramesh Jain, University of California, Irvine
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builds on the previous phase’s advances, so it subsumes 
and even enhances the previous phase’s functionality.

Data and computation
The invention of electronic computers marked the first 

major event in computing. These computers processed 
data at an unimaginable speed and could perform calcu-
lations millions of times faster than humans. The ability 
to program computers opened avenues for many previ-
ously unimaginable applications.

This initial evolutionary phase focused on scientific 
and engineering computations. Soon, the business com-
munity and other organizations realized the potential 
of computing with alphanumeric data. This extended 
computing to businesses and large organizations. Early 
mainframe computers and workstations represented this 
style of computation. The terms “computer” and “com-
puting” are the legacy of this phase.

Information and communication
The second major evolutionary stage brought personal 

computers, including laptops, and the Internet. In this 
phase, the emphasis shifted from data to information 
and communication technology (ICT). The rise of PCs 
and what-you-see-is-what-you-get (WYSIWYG) word-
processing and spreadsheet programs brought com-
puting from trained computer operators to the general 
population in the developed world.

The Internet and World Wide Web accelerated the ICT 
revolution. By networking computers to form a global 
pervasive network, users could connect alphanumeric 
data sources, including documents, and communi-
cate data and information. The ICT revolution started 
unimaginable applications and affected human life in 
most developed and developing parts of the world.

Insights and experiences
The easy availability of multimodal sensory data and 

devices that can capture, play, store, and process this 
data is propelling the third major evolutionary stage. 
This phase will bring insights and experience to the fore-
front in the same way that the second phase focused on 
information and communication.

Insights refer to the perception of the true nature of 
things made possible when a human understands the 
relationships among a thing’s different components. 
Insights help in deeper analysis and problem solving. 
We need insights to make decisions, and information to 
implement these decisions. Insights are closely correlated 
to experiences. Dictionary.com defines “experience” as 
the “active participation in events or activities leading to 
the accumulation of knowledge or skill” or as “knowl-
edge or wisdom gained from what one has observed, 
encountered, or undergone.”

People experience events and activities using their sen-
sory tools: sight, sound, touch, smell, and taste. These 
observations constitute experience of the event resulting 
in insights related to the event and objects in the event. In 
the digital world, approaches that use sensing technology 
convert sight, sound, and touch to electronic form and 
then, after processing, convert it back to sensory data for 
human perception. Smell and taste remain relatively dif-
ficult to capture, convert to digital form, and then convert 
back to the original senses for presenting to humans.

It’s common, however, to experience the sights and 
sounds of remote events, and touch is finding increasing 
use. Fortunately, people experience the world around 
them and create knowledge about their environment 
mainly through sight and sound. Thus, we can natu-
rally extend digital experience to these dominant human 
senses.

This third stage is about experiencing events, saving 
experiences, gaining insights and knowledge from these 
experiences, and sharing these insights and experiences 
with others. It’s no wonder that the past few years have 
seen the emergence of companies like Flickr, YouTube, 
and Facebook because these companies provide environ-
ments in which users can share experiences through pho-
tos, videos, and multimedia. Progress made in this stage 
could lead to revolutionary approaches for expanding 
access to the more than 80 percent of the Earth’s popula-
tion that computing has yet to reach.

APPLICATION ENVIRONMENTS
Given the emerging nature of data and computing 

and projecting emerging applications, several applica-

Table 1. Evolutionary stages in computing.

Feature Stage 1 Stage 2 Stage 3

Input Data Documents Multimodal data
Output Results Information Experiences
Processing Computations Information extraction Experience processing
Devices Mainframe, workstations Personal computers, Internet Mobile phones
Applications Computing Information and communication Insights and entertainment 
User level Trained General population in the developed world All humans
Interaction environment Command languages Windows Experimental
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tion areas seem to be the natural extension of current 
popular computing application paradigms.

Immersive telepresence
Virtual reality systems use computing as a storytelling 

mechanism, with the user an integral part of the story. 
In these systems, the user is immersed in an environ-
ment. Developers are making immersive environments 
increasingly realistic by combining computer graphics 
technology with image processing, audio, and even tac-
tile information. Videogames, for example, routinely 
use tactile processing in the form of force feedback and 
similar mechanisms. 

In an immersive system,1-3 a rendering engine creates 
a detailed model of the environment in response to user 
actions. On detecting a user action, the engine renders 
an appropriate segment of the model 
to keep the user immersed in the 
environment. The system’s realism 
depends on its ability to render the 
model and adapt the environment 
to the user’s actions.

All these actions occur in an inter-
active setting. The system must have 
less latency than a person’s percep-
tual limits. These systems usually combine a predefined 
environment model with known user behaviors to gener-
ate the situation model synthetically.

Suppose we modify such a system. First, we assume 
that the model is from a real, rather than synthetic, envi-
ronment. Let’s assume that we’re in the US and the envi-
ronment model is a football game taking place in India. 
Let’s also assume that we’ve placed as many cameras and 
microphones as required for creating a realistic model of 
the sights and sounds of this event—including what’s hap-
pening on the sidelines and what spectators are doing. 
And suppose this dynamic model is properly indexed 
using events. We’ll call this a situation model to differ-
entiate it from the static environment model. (A simpler 
version of this scenario is a live telecast of the game.)

But now let’s assume that we can request what we 
want to see and from where on the field, and the system 
will render exactly that view using the model that exists 
at each moment. Effectively, we could be at any location 
on or off the field at any point in the game. Of course, in 
this scenario, we can’t act, except to change our position. 
But everybody else—potentially millions of people—can 
enjoy the game from their own perspective and, if they 
desire, share their view with others.

Figure 1 shows this architecture. On the left side, dif-
ferent sensors and data sources feed the system through 
arrow A. Using the environment model, the system 
assimilates and indexes this information. It creates a 
situation model to represent the physical world of inter-
est at every time moment. It also saves and indexes all 
sensory data, perhaps for later use. Arrow C is the inter-

action with different remote users. Each user requests to 
experience a different segment of the situation model, 
and the system generates that model using information 
from different sensor and data sources.

This is an immersive telepresence experience, based on 
reality that is “real” because the system’s environment 
model comes from the real, rather than virtual, world.4

Moreover, the situation model is prepared at every 
instant to represent the real world as captured using rel-
evant sensors. This makes it different from the systems 
that use these models from artificial worlds. This model 
could prove equally effective in entertainment, video-
conferencing, telemedicine, personal communications, 
scientific explorations, and education.

Information assimilation. Most current multime-
dia information systems deal with archived video, 

audio, and images. Continuous 
queries—that is, persistent queries 
that are issued once and then logi-
cally run continuously over live and 
unbounded streams, have recently 
become a major research area in 
data management. A media stream 
comes from a sensor device such 
as a video, audio, or motion sen-

sor and produces a continuous or discrete signal, but 
typically a data-stream processor can’t directly use it. 
To evaluate queries on media streams, a system needs 
to extract features continuously and assimilate them to 
form domain events. 

When we place multiple sensors in a physical envi-
ronment, their placement and the models of the events 
they’re supposed to capture play important roles in 
information extraction and assimilation. My research 
focuses on knowledge about the location of sensors in a 
physical space and the role of spatially and temporally 
correlated information obtained from disparate sen-
sors.2,5,6 An environment model captures the physical 
placements and constraints on the information obtained 
from these sensors. My research in multimedia stream 
queries addresses issues related to live multimedia data.

In an immersive telepresence system, multiple sensors 
placed in the physical environment capture an event. In 
most cases, a significant amount of metadata associated 
with the environment, sensors, and event is available. 
The system should continuously process and assimilate 
this data to form a unified situation model. The uni-
fied model provides all information about the events and 
objects in the environment. In assimilating the data from 
sensors and other sources, the system considers each 
source as an observation source that contributes to the 
complete model.

Semantic indexing. Databases and search engines 
have traditionally used indexing to efficiently store and 
retrieve data. In addition to dealing with indexing at 
that level, an immersive telepresence system must deal 

In an immersive telepresence 
system, multiple sensors placed 

in the physical environment 
capture an event.
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with indexing at the semantic level. Current indexing 
techniques for different data types depend on metadata 
for that particular type. Metadata plays a key role in 
introducing semantics and determining how to use data. 
Schemas provide semantics in relational tables. XML 
is increasingly used to introduce semantics in strongly 
human-mediated environments. 

Current information systems create data silos. They 
define and introduce the metadata for a particular data 
type, then index it and stash it neatly in a silo. Break-
ing down these silos can unify information. I proposed 
a unifying indexing system that introduces a layer on 
top of each data silo’s metadata layer, or disparate data 
source.7.8 The layer uses an event-based domain model 
and metadata to construct a new index that’s indepen-
dent of data type. This system can model an application 
domain in terms of events and objects.

An event ontology parses the data as it comes from 
the sensors and data sources and assimilates it to build a 
situation model that reflects knowledge about the event 
on the basis of information collected so far. An event 
index is essentially a list of spatiotemporal events as they 
occur. An event base stores the event’s name, type, and 
all other relevant information.

We might not have access to the relevant information 
when the event is created. If this is the case, when it 
becomes available, the system attaches the information 
to the event. Thus, the event base is an organic database 
that grows as a result of many different processes run-
ning, in contrast to the current database form. The event 

base also stores links to original data sources, so the 
system can present the appropriate media in the context 
of a particular event.

Personalized distribution mechanisms. Different 
perspectives of the event might interest system users. 
The environment model contains all information used to 
generate different perspectives. In most cases, the system 
renders these perspectives by sending each user a differ-
ent combination of sensor and other data streams. More-
over, because many different camera streams exist, the 
system can switch the streams at different times, depend-
ing on the user’s request. In a way, the system performs 
dynamic semantic remixing for each user.

Current streaming systems are designed for fixed data 
streams. Some systems prepare the data stream at the 
receiver by combining multiple streams. Even in this case, 
the receiver renders a single stream. In dynamic switch-
ing systems, however, a user’s actions or requests cause 
the system to switch the data stream—for example, from 
Camera 1’s video to Camera 28’s video. Because each 
user’s requests are unique, the switching combination 
and timing differ for each user.

This dynamic switching ability will require new 
media-streaming techniques. This difficult real-time 
resource-management problem should consider quality- 
of-experience issues for different users.

EventWeb
The Web has revolutionized many aspects of human 

society in just over a decade. However, in the current 

Sensing and data sources Processing and storage Interaction

Text

Tactile

Human
input

Database

Video

Analysis and
assimilation

Multimedia assets Index

BA

Situation
model

Personalized
presentation

Contextual
exploration

Environment
model

C

Figure 1. Immersive telepresence system architecture. On the left side, different sensors and data sources feed the system through 
arrow A. Arrow B is the interaction with different remote users.
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Web each node is a document connected to other nodes 
using manually created referential links. Because of 
emerging digital-media devices and technology, we’re 
now in a position to develop the EventWeb. Creating 
EventWeb will require developing technology to pro-
duce events using heterogeneous media elements, repre-
sent each event as a node, and then create explicit links 
between events and between events and information on 
the current Web.

EventWeb organizes data in terms of events and expe-
riences and allows natural access from users’ perspec-
tives. For each event, EventWeb collects and organizes 
audio, visual, tactile, textual, and other data to provide 
people with an environment for experiencing the event 
from their perspective. EventWeb also easily reorganizes 
events to satisfy different viewpoints and naturally incor-
porates new data types—dynamic, temporal, and live. 
The current Web is document-centric hypertext. Unlike 
events, hypertext has no notion of time, space, or seman-
tic structures other than often ad hoc hyperlinks.

Applications. EventWeb has significant applica-
tions, ranging from education to healthcare and from 
games to government. Events on this Web can offer 
multiple perspectives of important events, permitting 
remote personalized participation in live events such as 
meetings, lectures, concerts, and sports. Because users 
could conceivably take part in a meeting and change its 
course, they would find remote participation in a meet-
ing different from remote participation in a concert or 
sports event.

Users would participate in a sporting or entertain-
ment event only through observation from a particular 
perspective. In addition, they could archive these events 
to experience later, maybe from a different perspective 
each time. This could provide insights leading to valu-
able knowledge creation.

In EventWeb, each node (event) is represented by

its basic properties—time, location, and type;
informational attributes—participants and charac-
teristics of the event; and
experiential attributes—text or audio reports, pho-
tos, video, and other sensory information.

As Figure 2 shows, the structural and causal relation-
ships among the events create the EventWeb. Event cre-
ators could specify these relationships explicitly, or dif-
ferent processes or people could discover them. Events 
captured in this Web could be as diverse as an applica-
tion demands and at the desired granularity.

Dynamic structure. Anyone could produce an event 
node on EventWeb, whether it’s the World Cup finals, 
a tsunami, a wedding, an accident, a bus arriving at 
a bus stop, a sale at a local store, my daughter’s first 
music lesson, or me typing these words. You could 
use text descriptions, photos, audio, video, and hap-
tic, smell, infrared, and other suitable sensor data to 
capture the important information and experiences 
related to the event.

EventWeb is fundamentally a dynamic Web structure 
that’s linked to physical locations and uses familiar nat-
ural sensory characteristics. It uses text when needed. 
The EventWeb will link to the current Web, as content 
(for example, blogs and news sites) frequently describes 
events and experiences. Thus, EventWeb and the Web 
will work synergistically.

Realizing EventWeb will require technological 
advances in many areas. Some key areas are the same 
as for immersive telepresence. However, EventWeb also 
requires novel innovative concepts and tools from media 
processing, databases, Internet technologies, media cre-
ation and presentation, Web crawling, social network-
ing, computer architecture, arts and architecture, and 
media search.

Archiving and indexing. People can use an Event 
Markup Language to post their events and related 
information and experiential data in the form of pho-
tos, audio, videos, and textual data. An EML will also 
provide an environment for expressing and creating rela-
tionships among events. Combining this language with 
event capture and a media-processing tool will help users 
identify events of interest in the EventWeb.

Events have an interesting life cycle. They’re planned, 
they take place, then people store their experiences of 
the event in the form of experiential data and relate 
them to past and future events. Interestingly, past 
events play a more important role in our lives than cur-
rent and future events.

For example, all sciences rely on the analysis of past 
events. Most paintings, novels, movies, and news reports 
are related to past experiences. An environment for cap-
turing, archiving, and indexing events is therefore essen-
tial, as is the facility to continuously add new informa-
tion and experiences and links to these events.

•
•

•

Informational
facet

Casual
facet

Structural
facet

Temporal
facet

Experimental
facet

Event

Spatial
facet

Figure 2. Different facets of an event. In EventWeb, each node 
(event) is represented by its basic properties—time, location, and 
type—as well as informational and experimental attributes.
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When billions of events (past, current, and future) 
exist, how do we find events of interest? We should 
somehow aggregate and develop an environment that 
lets users discover events of interest. We also need 
powerful and efficient indexing approaches for access-
ing all of these events. Current search-engine and 
relational-database techniques might not allow for 
event indexing. Instead, event indexing might require 
a combination of multidimensional and inverted file 
approaches.

Exploration and presentation environments. The 
keyword box on the current Web is practically unusable 
in EventWeb. We’ll need novel approaches that combine 
navigation and search environments for finding appropri-
ate events. Moreover, because photos and video are better 
than text for capturing and representing events, we’ll need 
a novel presentation environment. 
Such a presentation environment 
will require a unique combination 
of ideas from visual arts and HCI to 
present event experiences to users.

Realizing immersive telepres-
ence and the EventWeb will require 
advances in several research areas. 
Two areas in particular are essential 
to the development of such emerging applications and to 
HCC’s advancement. These areas require a new perspec-
tive on current approaches and present some challenging 
issues. There’s some research in these areas, but at best 
it’s in its early infancy.

EVENT MODEL
Current information tools deal well with entities, 

objects, and keywords. However, information manage-
ment in dynamic multimedia environments requires new 
concepts and techniques. Clearly, current concepts and 
tools are good for text-oriented and structured informa-
tion systems that deal mostly with static information. But 
these tools aren’t good for dealing with images, video, 
audio, and other sensory information. Consider, for 
example, major search engines’ poor results for images 
and video. These search engines try to apply text-ori-
ented search tools to the text associated with images and 
video, without processing images and video to extract 
meaningful indexing information from them, with sur-
prisingly bad results.

Experiential systems
Current information tools evolved before the wave of 

mobile phones, digital cameras, and broadband systems 
changed the information system landscape. With all 
these advances, experiences are becoming an integral 
part of information systems. The recent flurry of activ-
ity in community-oriented systems such as YouTube, 
MySpace, and Facebook is a good example of experien-
tial data’s increasing popularity.

This data’s popularity will likely increase even more 
rapidly in the developing world because of the abundance 
of mobile phones and the number of non-English-speak-
ing people. Experiential systems deal with sensory data 
in sensory space without linguistic abstraction to bypass 
language and keyboard issues.

Event concept
The concept of “event” can serve as the fundamental 

organizational principle for multimedia systems. Strong 
conceptual, engineering, computational, and human-
centered design principles support the use of event as a 
primary structure for organizing and accessing dynamic 
multimedia systems.

The definition of event depends on context and granu-
larity. Dictionary.com defines an event as “something 

that occurs in a certain place dur-
ing a particular interval of time.” 
The term also refers to a significant 
occurrence or happening, or a social 
gathering or activity.

Events indeed have different con-
texts. A wedding is an event, as are 
the wedding reception and the cake-
cutting. The bride and groom’s first 

meeting is as much an event as the bride’s birth, her 
parents’ wedding, and so on. And, yes, the World Cup 
soccer final between Italy and France was an event, and 
so is my grandson’s first soccer kick in his backyard. 
Theoretically, even moving my finger to a specific key 
is an event. So, events depend on context and occur at 
different granularities or resolutions.

Capturing and combining events
As Figure 3 shows, you can combine events in many 

ways to define other (compound) events. And you can 
again combine these combinations of events with other 
events to define yet another set of events. So this pro-
cess of defining events continues. An application clearly 
determines these definitions. On the other side, an event 
is the result of one or more past events, which were in 
turn results of other events, and so on. Similarly, an 
event might result—maybe in combination with other 
events—in multiple events, which in turn might result in 
many other events. So this process of event creation has 
been ongoing and will continue into the future.

But, if all of these things are events, how can we capture 
them in our computing systems—or can we? At first, this 
situation appears confusing, but objects are equally confus-
ing. Objects could be physical or conceptual. Objects can 
also exist at many resolutions. So, I’m an object, and so are 
the shirt I’m wearing and the buttons on the shirt.

Defining event aspects
Object-oriented programming and object-oriented 

design concepts have dominated computer science for 

The concept of “event” can 
serve as the fundamental 

organizational principle for 
multimedia systems.
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more than a decade. This has been a powerful para-
digm. In the context of computer science, “objects are 
a language mechanism for binding data with methods 
that operate on that data” (http://en.wikipedia.org/wiki/
Object). This avoids any reference to physical, concep-
tual, or other types of objects that we use in our regular 
language, and it also provides an elegant new functional 
definition. Objects become a mechanism for binding 
data with methods that operate on that data.

Similarly, an event should explicitly define three 
important aspects:

information about the event,
experiences related to the event, and
the event’s structural and causal relationships with 
other events.

An event in computational form should represent data 
associated with these aspects as well as the processes 
necessary to acquire and present them. By providing 
flexible and expressive mechanisms to define these three 
components and associated methods, we could effec-
tively define events. The event environment should pro-
vide tools for defining any event of interest from many 
disparate application domains. We could, for example, 

•
•
•

define event classes, and each event in the system could 
serve as an instance of a class.

An event’s basic characteristics are its identification, 
time, and location, with the latter two becoming the 
event’s fundamental defining characteristics. We could 
consider a similar event occurring at a different time 
and space a different event. In this sense, an event is 
defined in spatiotemporal space. Point events are just 
points in the spatiotemporal space, while interval events 
are regions in spatiotemporal space.

My team at the University of California, Irvine, is 
developing multiple applications using event models to 
validate our hypothesis that events can effectively cap-
ture multimedia semantics and help us build efficient 
systems to deal with multimedia information.5,6

EXPERIENTIAL ENVIRONMENTS
Assume we create a system containing events and all 

their related information and experiences. We’ll then 
need an appropriate environment for interacting with 
such systems. The interaction environment should be 
human-centric and should work synergistically with 
human strengths and limitations. 

Current information environments actually work 
against the human-machine synergy. Humans are effi-
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Figure 3. Time and space. We could consider a similar event occurring at a different time and space a different event.
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cient in conceptual and perceptual analysis but relatively 
weak in mathematical and logical analysis, while com-
puters are the opposite. In an experiential environment, 
users apply their senses to observe data and information 
of interest related to an event, and they interact naturally 
with the data based on their particular set of interests in 
the context of that event.

Support direct communication
People like to work in their natural environments using 

sensors. Unfamiliar metaphors and commands create 
confusion and make systems difficult to use. Similarly, a 
keyboard is an effective tool in some text-oriented situ-
ations, but most people would rather talk and gesture 
than type on a keyboard. An experiential environment 
should present a user with data that the human senses 
can easily and rapidly interpret. We should make user 
interactions with the data set as natural as possible. Ges-
ture interfaces might play an important role here.

Same query and presentation spaces
WYSIWYG word processing and spreadsheets facili-

tated the personal computing revolution. WYSIWYG 
environments can provide quick feedback because they 
use the same space for queries and results. In fact, the 
notion of interface becomes just an environment for get-
ting things done.

Different query and presentation spaces make most 
current information systems difficult to use. These 
spaces make users feel they’re in a structured, rather 
than natural, environment. Popular search engines 
provide a box for entering keywords, and the system 
responds with a list of thousands of entries spanning 
hundreds of pages.

Most users never go beyond the first page. Contrast 
this to a spreadsheet, where users’ actions result in a 
new sheet, showing new relationships. A WYSIWYG 
environment that merges query and presentation spaces 
would allow for easier interaction with spatiotemporal 
data.

User state and context
People feel comfortable in situations with static or 

gradually changing contexts and states. Computing sys-
tems should know the user’s state and context and pres-
ent information that’s relevant to that state and context. 
Current information systems, including databases, were 
designed to provide scalability and efficiency, which are 
better achieved in stateless environments. This design 
was justified in the early days of computing, when com-
puters were very expensive compared to human time. 
The situation has changed dramatically, however, and 
computing time is cheap compared to human time. So, 
we’ll need to design systems that maintain context and 
state to maximize the efficiency and quality of users’ 
experiences.

Perceptual analysis
Humans can use their perceptual facilities more rap-

idly and efficiently than machines, hence the popular-
ity of visualization. Minimizing text-oriented displays 
and presenting information using appropriate sensory 
modalities can significantly improve performance and 
experience. Video’s increasing popularity over any 
other medium is due to its ability to combine multiple 
modalities. Videogames and many simulation sys-
tems are so engaging because they provide a powerful 
visual environment, sound, and, in some cases, tactile 
inputs.

As speech recognition and computer vision become 
more sophisticated, we’ll likely see more multimodal 
interfaces. Experiential environments must organize 
information as well as maintain user context and state. 
WYSIWYG applications are the first step in the direc-
tion of experiential environments.

It’s no surprise that videogames are so successful. 
They’re easy to learn and natural to use, and they pro-
vide a compelling experience by engaging our senses. 
General-computing-environment designers can learn a 
lot from the interaction environments in videogames.

H ow can we bring computing to the more than 5 
billion of the world’s 6 billion people it hasn’t yet 
reached? Although many think selling a computer 

for less than US $100 would help achieve this, sound 
HCC practices would definitely help.9

Mobile phones—which are easy to use and outnumber 
computers by two to one—can bring the Internet and 
computing to the masses, even in remote parts of the 
world. Providing audiovisual-tactile interfaces in phones 
can help people create and access content. The iPhone 
and advanced phones like Nokia’s N95 are more pow-
erful than PCs were less than a decade ago, and they 
have built-in cameras, microphones, and other sensors. 
These devices could make content creation and access 
less dependent on language and education level than in 
current systems.

It’s time to reduce our dependence on text by using 
all other data modalities and organizing and presenting 
information in ways that are more perceptual and cog-
nitively meaningful to humans. By providing an environ-
ment for experiencing events to gain insights and share 
event experiences, technology will accelerate knowledge 
growth at an unprecedented rate. Moreover, the ability to 
effortlessly share event experiences with fellow humans 
will help identify those with similar interests and subse-
quently build communities across the globe. 
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Secure and Easy
Internet Voting

A
lthough modern societies rely heavily on 
information and communication technology 
for business, work, and leisure time activi-
ties, they have thus far seemed hesitant to use 
ICT for democratic decision-making activi-

ties such as voting. Meanwhile, the lost and uncounted 
votes associated with current paper ballots could very 
well be contributing to biased political decisions.1

One reason for the delay in implementing more tech-
nologically sophisticated voting methods is the computer 
science community’s almost unanimous wariness of 
Internet-based elections.2 Many governments have sim-
ply dismissed e-voting as too risky. Others are not fully 
aware of e-voting’s strong advantages over paper ballots: 
reliable and secure vote casting, precise vote counting, 
the option to conduct voting in a centralized and decen-
tralized manner, and the rapid availability of results.

Fortunately, in light of these strong advantages, more 
countries are beginning to consider e-voting systems,3

but most efforts are still in the conceptual or testing 
stage. In contrast, three cantons in Switzerland—Zur-
ich, Geneva, and Neuchatel—are already using an e-vot-
ing system. The Zurich e-voting system (https://evoting.
zh.ch), which has been in operation since December 
2004, features a modular and service-oriented archi-
tecture that lets voters cast their votes through a range 
of digital media, including computers and mobile tele-
phones (currently) and interactive TV and personal digi-
tal assistants (planned). 

The system easily integrates into existing software 
solutions without loss of security and accommodates 

either centralized or decentralized operation. Both 
national and local authorities have embraced the sys-
tem, particularly its smooth integration with traditional 
ballot-box voting. Offering both e-voting and paper 
ballots means that all citizens, regardless of their tech-
nology awareness, can vote, and there is no fear of a 
digital divide among the population. Zurich Minister 
of the Interior Markus Notter pronounced the system a 
“milestone in Swiss democracy [that] opens the ballot to 
today’s information society.”

The “Chronology of the Zurich E-Voting System” 
sidebar describes key points in developing and imple-
menting the e-voting system. Annual operational costs 
are $400,000, which translates to approximately $0.50 
per e-vote. Since the testing phase concluded in April 
2006, three communities in Canton Zurich have started 
using the system. More would like to use it, but the Swiss 
government has mandated that only 10 percent of the 
electorate can use e-voting. As soon as the government 
lifts that restriction, however, all 171 Canton Zurich 
communities could begin using the system, thanks to 
the scalability of its service-oriented structure.

HOW THE SYSTEM WORKS
The Zurich e-voting system covers national votes on 

referenda, votes on citizen initiatives with counter refer-
endum and contingency plans, majority elections, and 
proportional elections with predefined party lists. 

Figure 1 illustrates the e-voting process. Six weeks 
before e-voting day, communities within Canton Zurich 
enter in the electronic ballot box the names of citizens 

A Swiss e-voting system, operational since December 2004, is based on a service-oriented 

architecture that lets voters use Internet or mobile phones to cast votes. Two-step encryption 

and redundant storage systems keep votes authentic and confidential.

Giampiero E.G. Beroggi
Statistical Office, Canton Zurich
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eligible to vote electronically. The electronic ballot box 
opens two weeks later. To vote, citizens use a special 
password that Canton Zurich’s Statistical Office has 
mailed to them as part of their voting forms. E-voting 
then takes place during the next four weeks. 

At present, voters can choose between using the Inter-
net and mobile phones to cast their e-votes; other digital 
alternatives, such as interactive TV and personal digi-
tal assistant/Wireless Access Protocol (PDA/WAP) are 
technologically feasible but not yet active. 

Voting process
To vote through the Internet, voters log onto the 

e-voting website using their identification numbers and 
follow the site’s instructions for vote casting. Figure 2 
gives a sample screen from the simulation software. 
After casting their votes, voters enter a personal identi-
fication number (PIN) and compare a security symbol 
with the one they received in the mail. If the two match, 
the system accepts the vote.

Two-step encryption protects voter confidentiality. 
The voter’s client computer first encrypts the votes and 
identification and authentication characteristics, and 
the e-voting system then checks the incoming votes for 
their structure and integrity before once again encrypt-
ing them. Two redundant subsystems then store the cast 
votes in a database.

To vote through a mobile phone, voters enter codes 
to a dedicated phone number using the short message 
system (SMS). Citizens enter codes for personal identi-
fication (g3387y55, for example), the name of the refer-
endum (such as sg1), and the actual yes or no vote (er2 
for yes, for example). The SMS message for a user voting 
yes on referendum sg1 would thus be g3387y55 sg1 er2. 
The system replies by asking the voter to enter a PIN 
(separate from the identification access code) and birth 
date (such as 14031968 for 14 March 1968) in a second 
SMS message. The citizen receives then a confirmation 
that the e-vote was entered in the e-voting ballot box. 

On voting day, the communities enter the results from 
the regular ballot box into the vote registration soft-
ware. As soon as the regular voting ballot box is closed, 
the e-voting system transfers the e-votes to the computer 
system that handles the regular votes. An overview of 
the total results—regular votes and e-votes—is available 
immediately.

Vote transmission
Because the e-voting system is based on the IT Infra-

structure Library, it can accommodate a range of for-
mats—the Extensible Markup Language (XML), the 
Electronic Markup Language (EML), open database 
connectivity, the comma-separated value format, and 
the Simple Object Access Protocol (SOAP)—as well 
as direct database access. To meet a Swiss government 
requirement, all formats are convertible to EML for 

Chronology of the 
Zurich E-Voting System

With approximately 1.2 million people, Zurich has
the largest population of the 26 Swiss cantons. The
Statistical Office of the Canton Zurich (www.statistik.
zh.ch), which belongs to the Ministry of Justice and
Interior, is responsible for planning and conducting
federal and local elections and referenda. As part of its
responsibility, the office must provide the technologi-
cal means for citizens and local authorities to conduct
and participate in elections and referenda.

In 2001, the office introduced a fully computerized
election and referendum system that connected all
171 communities within the canton, allowing real-
time progress monitoring and community assistance
on voting days. The e-voting pilot project began in
2003 and successfully completed in spring 2006. The
total project cost was $3.7 million—$1.9 million for
planning and $1.8 million for implementation.

February 1998: Swiss government defines as part
of its ICT strategy the need to test the use of ICT for
democratic decision-making processes.
August 2000: Swiss government mandates
Federal Chancellery to study the feasibility of
e-voting.
June 2002: Swiss Parliament creates legal basis for
e-voting pilot study.
February 2002: Federal Chancellery signs
contract with Ministry of the Interior of Canton
Zurich to participate in the e-voting pilot study.
October 2003: Unisys wins the bid to design the
Zurich e-voting system and starts development.
December 2004: First e-voting in Canton Zurich
through Internet and mobile phone to elect 70
student board members at the University of Zurich.
Voting participation was 93 percent; of the 1,767
people participating in the election, 1,582 used the
Internet and 205 used mobile phones. Only one
person used the traditional ballot box.
October 2005: First e-voting election in the city of
Bulach with 37 percent participating in e-voting.
November 2005: First e-voting for federal and
regional offices in three communities. E-voting
participation was 37 percent.
April 2006: First e-voting through Internet and
mobile phone for proportional election system.
E-voting participation was 20 percent.
July 2006: End of pilot project and start of
e-voting for any upcoming elections and
referenda. Currently, Canton Zurich is waiting for
the government to lift its restriction so that all
communities can use e-voting.
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import. Each community and organization has field 
mapping and tracing options at all user levels. Swiss 
standards for e-government dictate how data fields and 
records are integrated. 

To enable voting on a mobile phone, two of the three 
mobile phone companies in Switzerland use a virtual 
private network (VPN) communications network to link 
directly into the e-voting system. The third company 
uses an IP VPN communications network to link into 
the Canton Zurich secure network (LeuNet), which in 
turn links directly to the e-voting system. 

SYSTEM DEVELOPMENT
The e-voting system had to ensure voting rights and 

secrecy, capture votes accurately, and prevent abuses 
such as multiple votes from the same individual. The 

Swiss government was adamant 
that any alternative to traditional 
ballot-box voting not compromise 
the Swiss Federal Law for Political 
Rights, which protects the funda-
mental right of citizens to express 
their free political will without 
any technological, psychologi-
cal, or other restriction or bias. 
The government also wanted an 
e-voting system that would encour-
age more citizens to participate in 
public-policy decision making. 
Finally, e-voting had to meet the 
same high security standards as 
traditional voting approaches.

To meet these requirements, the 
overarching design goals were to 
provide more flexibility and secu-
rity without additional restrictions 
or controls and to offer a superior 
service for citizens and communities 
responsible for elections and refer-
enda. To meet the superior service 
goal, all current IT systems had to 
integrate within the e-voting system. 
The aim was to require only minor 
changes to the communities’ elec-
tion and referendum processes.

Another requirement was the 
ability to operate in the decen-
tralized manner of the Swiss vot-
ing structure. Thus, each of the 
171 communities within Canton 
Zurich had to be able to manage 
its own voting register. The e-vot-
ing system also had to account 
for features of the Swiss elections 
and referenda rules. For major-
ity elections, this could involve a 

predefined list of candidates or the entire citizenry. The 
system had to allow each community to define when the 
electronic ballot boxes would be open. The election offi-
cers would receive the decoding keys with all the pass-
words to decode the votes on voting day.

Finally, to prevent citizens from abuses such as casting 
their vote multiple times, the system had to have several 
safety features, which either the communities could acti-
vate individually or the canton could activate centrally.

Testing
The e-voting system had to undergo scientific test 

monitoring as well as technological testing. The three 
cantons chosen for these tests, including Canton Zurich, 
signed contracts with the Federal Chancellery to adhere 
to four rules during testing:

Interactive TV

iTV

CitizensCanton Zurich

E-voting ballot box

Communities

Regular ballot box

Vote registration
software

Voting Office

Community Chancellery

e-vote

e-vote

e-vote

e-vote

Mobile phone

Web browser
(Internet)

PDA/WAP

21

3

Identification of
eligible citizens

Mailing of PIN
to citizens

4

Announcement of
voting results

5

6

Figure 1. E-voting in Canton Zurich. The e-voting process has six main steps: (1) 
Communities send a list of those eligible to vote electronically. (2) Voters receive a list of 
system codes for identifying themselves and the referenda or candidates they are voting 
for, as well as codes for entering “yes” and “no” responses. (3) Voters cast their vote using 
their preferred digital medium. At present only Internet and mobile phone options are 
active, although the system is designed to handle iTV and PDA/WAP as well. The e-voting 
ballot box closes 24 hours before the regular ballot box. (4) The communities send the 
paper ballot results to the vote registration software. (5) Finally, Canton Zurich’s Statistical 
Office counts all votes (electronic and paper) and (6) produces the final vote count.
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No one can intercept, change, or 
reroute electronically cast votes.
No third party can obtain knowl-
edge of the cast vote.
Only registered citizens can 
vote. 
Every registered person can vote 
only once.

Testing used an algorithm devel-
oped to simulate vote casting, vote 
counting, and results reporting. The 
aim of these tests was to reveal gaps 
that might not be detectable during 
regular applications. From 2004 to 
2006, the e-voting system was tested 
during real elections and referenda. 
Swisscom Solutions, Switzerland’s 
leading telecommunications com-
pany, conducted the system and 
internal security audits. The Fed-
eral Chancellery also conducted a 
separate security audit and suggested 
changes in the architecture, user 
interface, and password structure. 
Designers considered these sugges-
tions in improving the e-voting sys-
tem during the testing phase.

Security
The e-voting system’s security requirements are based 

on the Information Security Management System (BS 
7799). Both the Swiss government and the Federal Chan-
cellery assess security annually. External parties perform 
security audits, one of which involves attempting to hack 
into the e-voting system (so far, all attempts have failed). 
The hardware and its physical security environment are 
in compliance with the US Department of Defense’s pro-
tection class B2 or lower. The security concept definition 
complies with both ISO/IEC 17799 and BS 7799. 

Data exchange between the communities and the 
e-voting system is based on the Secure Data Exchange 
Platform (SeDAP), which is based on the Online Ser-
vices Computer Interface (OSCI) standard, which in 
turn is based on SOAP. All entries into the e-voting sys-
tem—voter identification and authentication as well as 
voter rights—occur through a secure entry server, which 
ensures that only registered voters can vote.

Both the citizens’ votes through the Internet and the 
files containing the names of citizens eligible to vote 
are transmitted using the Secure Sockets Layer (SSL) 
protocol. The confidentiality of voter access codes and 
passwords is of utmost importance, so Canton Zurich 
uses three independent companies to print these. After 
the system identifies the access codes and the voters cast 
their votes, the system immediately asks them to vali-

•

•

•

•

date their vote by entering their birth date and a six-digit 
numerical identification code. The system accepts their 
votes only after validation. 

Encryption occurs in two steps. The voter’s client 
computer first encrypts the votes and identification and 
authentication characteristics through an SSL channel 
(1,024-bit encryption). The e-voting system then checks 
the incoming votes for their structure and integrity 
before once again encrypting them (1,024-bit encryp-
tion) and passing them to the high-security zone (second 
firewall). Two redundant systems store the votes on a 
write-once, read-multiple-times database. 

For every election and referenda event, Canton 
Zurich’s Statistical Office uses a virtual community 
to cast votes and then checks that the e-system prop-
erly recorded them. It also analyzes the citizens’ votes, 
making sure that the sum of the validated codes during 
e-voting equals the sum of received electronic votes. 
These two plausibility checks must match perfectly—
have zero tolerance—for the e-voting to be trustwor-
thy. The separate encryption and storage of cast votes 
and names of citizens eligible to vote ensures that vote 
counts are accurate and keeps voting rights from being 
corrupted.

The literature on e-voting emphasizes the danger of 
making source code available as a way to build trust 
in the system,4 since attackers with such access could 

Figure 2. Sample e-voting screen. A menu indicates which issues are up for e-voting 
(left). In this case, 1a is the referendum, 1b is the alternative government proposal, and 
1c is the supplementary question. Voters click on yes or no three times and then click 
forward to go to the next screen.
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modify voting and auditing records.5 For these reasons, 
the Zurich e-voting system does not make source code 
available. Rather, it relies on the ACM Statement on 
Voting Systems,6 which recommends that e-voting sys-
tems “embody careful engineering, strong safeguards, 
and rigorous testing in both design and operation.” The 
Federal Chancellery supervises the decoding of e-votes, 
which takes place only after physical balloting closes. 
As a further precaution, the e-voting hardware itself is 
in a steel cage with physical access control mechanisms 
such as fingerprint identification and appropriate safety 
precautions, such as fire detection and break-in alert.

The ACM statement also recommends that each voter 
be able to inspect a physical record to verify the accuracy 
of that vote. Obviously, e-voting does not lend itself to 
a reproducible recording of each voter’s actions, but the 
codes provide an audit trail of sorts. This trail is still 
subject to attack and will never fully replace the physical 
trail, but a paper trail is equally dangerous in that it pro-
vides a visible receipt. Such a receipt could subject voters 
to bribery from those seeking to sell or buy votes.

Scalability and portability
Because of its service-oriented architecture and mod-

ularity, the e-voting system is fully scalable and porta-
ble. Cantons can define any number of voting districts, 
and communities can define their own electorate dis-
tricts, entering district-specific data and information. 
Because the e-voting procedure is based on EML, any 
additional voting device will integrate with the e-vot-
ing system. Because voting transfer is independent of 
the user interface, users can integrate new applications 
and input devices quite easily. Thus, it is possible to 
analyze voting results independently of the media used 
to cast the vote.

ADOPTION RESULTS
Perhaps the main contributor to the e-voting system’s 

favorable reception is its modularity and service-oriented 

architecture. Both national and local authorities have 
embraced the system because of its extreme flexibility 
in accommodating both centralized and decentralized 
operation and the full range of voting concepts, as well 
as its ability to integrate into existing infrastructure 
without compromising system security.

Adopting the e-voting system has already heightened 
voter participation. In response to the high participation 
in e-voting during the system’s testing phase, the board 
of the University of Zurich decided to abolish traditional 
ballot-box voting. Consequently, the 2006 student board 
elections were, for the first time, based solely on e-vot-
ing. The result was higher efficiency and lower cost with 
no compromise in the approximately 24,000 students 
expressing their political preferences.

T he Swiss ICT Society awarded the Zurich e-voting 
system the prize for Best Software in 2005, citing 
“its flexible compliance with complex elections 

and referenda concepts, its modular structure allowing 
for extension, and its remarkably high security stan-
dard.” In 2007, the system won the 2007 United Nations 
Public Service Award for “fostering participation in pol-
icy-making decisions through innovative mechanisms.” 
These awards, as well as lessons from the testing phase 
and first year of general use, are evidence that the e-vot-
ing system will successfully handle all Canton Zurich’s 
171 communities as well as port to other cantons or to 
any organization desiring to enjoy e-voting’s compelling 
advantages. 
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Turning 
Teenagers 
into Stores

T
he intersection of computers, the Internet, 
music, and teenagers has uprooted the music 
industry. For more than a century after 
Thomas Edison’s 1877 invention of the pho-
nograph, the industry sold singles or albums 

recorded on wax or plastic media to consumers in record 
and department stores. New media were introduced, 
including the 78-rpm wax single, the 45-rpm single, the 
33-rpm LP record, and finally the Philips CD, but the 
business model stayed the same. With the invention and 
1991 standardization of the MP3 psychoacoustic com-
pression algorithm by engineers working on the Euro-
pean Union’s Eureka project 147, the era of download-
able digital music was launched.

After the Fraunhofer Institute released the first MP3 
encoder in 1994, many young music fans began to 
encode their audio CDs in MP3 format and store them 
on their computers’ hard disks. Before the invention of 
MP3, storing music on a PC’s hard disk wasn’t practical 
because a single CD could take up to 650 Mbytes, and 
hard disks were smaller than 1 Gbyte at this time. But 
with tenfold compression possible with little quality loss, 
storing and playing music on computers skyrocketed.

It didn’t take long before friends began exchanging 
music files over the Internet. Napster debuted in 1999, 
offering a central catalog of who had which songs, so peo-
ple could directly copy songs from the remote hard disks 

of people they didn’t know. Napster users thought of it as 
a wonderful new invention: peer-to-peer file sharing.

Unfortunately for them, people in the music indus-
try didn’t see it that way. They saw it as theft of their 
intellectual property, and they responded by suing Nap-
ster and closing it down. Decentralized services such as 
Kazaa and Grokster soon replaced Napster, and they 
were sued with mixed results. Then the music industry 
began suing individual teenagers for copyright viola-
tion, seeking maximum publicity when they settled out 
of court for thousands of dollars.

Eventually, it dawned on them that suing their own 
customers (especially children) wasn’t a good business 
model. This led to the development of online music stores 
that let customers legally buy and download songs from 
the store’s central server. The first major online-music 
seller was Apple with its hugely successful iTunes store 
(www.apple.com/itunes) and iPod player.

iTunes uses a completely centralized digital rights 
management (DRM) system called FairPlay, with users 
contacting an Apple server to buy and download music 
and authorize their usage. When Microsoft released its 
Zune player (www.zune.net) and online store in Novem-
ber 2006, it added a new feature lacking in iTunes: a 
limited ability for a user to transmit a song to a friend’s 
Zune player offline, without having to contact the cen-
tral Zune server. However, a user can only transmit a 

Paradiso is a prototype of a system that lets consumers contact content providers to buy 

songs and videos—and to buy optional content-resale rights. In essence, the scheme would 

turn customers into content distributors, provide wider reach, and free up content providers’ 

bandwidth. However, such an architecture requires strict security precautions and interoperable 

digital rights management standards among player manufacturers and content providers.

Srijith K. Nair, Bruno Crispo, and Andrew S. Tanenbaum, Vrije Universiteit

Ron Gerrits, Inovia
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song three times and store it for three days. 
If the friend likes the song, he must contact 
Zune’s server to buy it. Figure 1 shows the two 
models.

By now, the music companies have come to 
realize that digital music is their friend (just 
as the movie studios eventually stopped suing 
VCR manufacturers and began releasing mov-
ies for rent). They also realize that many teen-
agers become aware of songs when they plug 
into a friend’s music player and listen to music 
that way, a practice now known as “jack shar-
ing.” This knowledge has led some music exec-
utives to dream of turning teenagers into stores, 
legally reselling songs they’ve bought, a concept 
more prosaically called superdistribution.1

A MODEL FOR RESELLING MUSIC
What we need is a scheme that turns willing 

customers into full-fledged resellers. Amster-
dam’s Vrije Universiteit has developed a system 
that could serve as a prototype.

Consider this scenario: Bob visits an online 
content provider like iTunes and buys a song 
for 99 cents. Having an inkling that the song 
will also be a hit with his friends, he buys the 
right to resell the song to nine friends for a total 
of $8.91, getting a 10 percent discount for buy-
ing 10 units. He pays the $8.91 in advance by 
credit card. Bob then hooks up with his friend 
Mark and tells him about the cool song he just 
got. After hearing the song using Bob’s player, 
Mark decides to buy a copy. Bob sells Mark 
the copy (using the wireless link) for 95 cents, 
making a 6-cent profit.

On his way home, Bob meets up with Alice and sells 
a copy of the song to her. Alice tells Bob that her friend 
Mary might also be interested in the song, so she buys it 
and the right to resell it once, paying Bob $1.90. When 
Alice runs into Mary, she sells Mary the song for 97 
cents. Figure 2 illustrates these transactions.

From the point of view of consumers like Bob and Alice, 
the benefit is evident. By acting as a reseller on behalf of 
the content owner, the consumer earns a profit per song 
sold. Mark and Mary also benefit by getting the song 
immediately and for less than the retail price. The content 
owner can reach a wider range of potential consumers, 
and, more importantly, the network formed between 
the consumers is more taste-targeted than any market-
ing campaign. Furthermore, by transacting many of the 
sales without involving the central distribution server, the 
content vendor’s server and bandwidth requirements are 
greatly reduced, cutting associated costs.

Of course, the trick is to have the technology to enable 
the above scenario in such a way that content doesn’t 
become freely available.

THE TECHNOLOGY
Achieving interoperability between different manu-

facturers’ players and providers’ content requires IEEE 
or other standards. Player manufacturers would need 
to design according to these specifications and undergo 
compliance testing and accreditation from a certification 
authority. Upon passing the accreditation tests, the CA 
would certify the manufacturer by signing its public key. 
The manufacturer would in turn sign the unique public 
key of each player it produces, thus producing a chain 
of trust to identify all specification-compliant players. 
Each player would contain its own certified public and 
private keys, the manufacturer’s certified public key, and 
the CA’s public key.

The manufacturer needs to store the player’s private 
key in secure hardware to prevent direct unmediated 
access. All private-key operations must be performed 
within the secure hardware in a controlled manner. 
Among other functions, the secure hardware must per-
form asymmetric and symmetric key encryption and 
decryption and collision-resistant hashing.

User 1 User 2 

User 3

Central server

Buy
content Buy

content

Buy
content

Free
sample

User 1

User 2 

Sample
N times 

Central server

(b)(a)

Figure 1. Music distribution models. (a) Apple uses a central store model to 
sell its iTunes. (b) Microsoft’s Zune allows limited sharing of content.
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One copy

One copy
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Figure 2. Content buying and reselling process flow.
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Since an attacker or misbehaving consumer might mis-
use content, it’s stored encrypted. In addition, a cryp-
tochip (preferably soldered to the player’s motherboard 
or to a PCI plug-in card) performs sensitive operations. 
The cryptochip must contain a CPU, nonvolatile mem-
ory for key storage, and some working RAM. In this 
way, the player can issue a command to the cryptochip 
saying, “Fetch the encrypted song at memory address 
0x122400, decrypt it with symmetric key #4 in your 
internal list, and generate audio on your output pins.”

In this way, the plaintext music is never released out-
side the cryptochip. A chip like the trusted platform 
module (www.trustedcomputinggroup.org/groups/tpm) 
already provides some of these features. We feel that 
technology is advanced enough to expect implementa-
tion of such features, given enough financial incentives. 
With the content never appearing in plaintext outside the 
cryptochip, the security requirements on the rest of the 
software become much less stringent.

SYSTEM ARCHITECTURE
In our architecture,2,3 a consumer contacts a provider 

to buy a song, video, or other content and optionally 
the right to resell it N times. The request message con-
tains the player’s public key. Once the consumer has paid 
for the content and the rights, the provider encrypts the 
content on the fly with a newly generated symmetric 
Advanced Encryption Standard (AES) key and sends 
the encrypted content to the consumer’s (now called the 
reseller’s) player.

The content provider also 
sends the symmetric key 
encrypted with the player’s 
public key and the rights the 
reseller bought, expressed in 
a suitable language. It signs 
the rights with a secret key to 
prove they’re valid. The secure 
hardware on the consumer’s 
player checks the integrity of 
the content and the rights. If 
valid, they’re stored on an 
insecure hard disk or flash 
memory. Since the rights infor-
mation is signed by the content 
provider and its hash is stored 
in a secure memory, the owner 
can’t tamper with it.

Process steps
Each time a reseller such 

as Bob wishes to resell the 
content, the cryptochip first 
checks to see if the maximum 
number of sales the license 
defines has been reached. If 

not, it goes through the following steps, which Figure 3 
illustrates. In Step 1, Bob asks a buyer such as Alice to 
send her public key, PKA, and a certificate chain rooted at 
the CA over the wireless link to Bob’s player. In Step 2, 
Alice’s player sends the PKA and certificate chain. In Step 
3, Bob’s cryptochip verifies that Alice’s claimed public 
key is in her certificate, that the player’s manufacturer 
signed the certificate, and that the CA approved the 
manufacturer.

If all goes well, Bob’s player now knows that Alice’s 
player has been certified as compliant. After all, although 
Alice can easily generate a private-public-key pair, she 
can’t produce a certificate chain back to the CA guarantee-
ing that the key is authentic, and without this authenticity, 
Bob’s cryptochip won’t allow the transaction to proceed.

In Step 4, Alice pays Bob using cash, PayPal, credit 
card, or another agreed-upon means. This step is out of 
band and not part of the protocol. In Step 5, when Bob 
is satisfied with the payment, he pushes a button on his 
player to approve the sale. In Step 6, the cryptochip first 
updates the number of sales remaining and keeps this 
counter in its secure internal memory. Then, in Step 7, it 
generates a fresh symmetric key, AESnew.

Using the existing stored per-song symmetric key, in 
Step 8, the cryptochip reads the song from main memory 
and decrypts it, and in Step 9, reencrypts it with AESnew,
and puts the newly encrypted song elsewhere in insecure 
RAM, leaving the original intact.

In Step 10, Bob’s cryptochip encrypts the new symmet-
ric key, AESnew, with Alice’s valid public key and puts it 

Alice Bob

1. Bob’s player requests public key and certificate chain 

2. Alice’s player sends PKA and certificate chain

3. Bob’s player verifies public key

4. (Out-of-band) payment by cash, PayPal, credit card, or other method 

5. Bob approves payment 

Bob’s player automatically:
6. Updates remaining-sales counter 
7. Generates AESnew
8. Decrypts stored song 
9. Encrypts song with AESnew

 10.  Encrypts AESnew rights with PKA

11. Bob’s player sends AESnew (song), PKA(AESnew, rights)

Alice’s player:
12. Decrypts and saves AESnew, rights
13. Stores encrypted song on HD

Figure 3. How Bob sells Alice a song. The yellow boxes are messages, the green ones are steps 
the cryptochips perform, and the blue ones are manual steps.
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in RAM as well. Bob can steal the song and the key from 
RAM, but it won’t do him any good as they’re encrypted, 
the song with a symmetric key he doesn’t know and the 
song key with Alice’s public key. Furthermore, he can’t 
get at the “remaining-sales” counter, which is kept safely 
in the cryptochip’s internal nonvolatile memory.

Next, in Step 11, Bob’s player sends Alice the AES-
encrypted song and encrypted AES key for this song. In 
Step 12, upon receipt of the message, Alice’s cryptochip 
decrypts it and saves the song key, AESnew, internal to 
itself; in Step 13, it saves the encrypted song on the (inse-
cure) hard disk or flash memory.

Critical events
Steps 6-10 are performed as a single atomic transac-

tion, but if Bob’s player is switched off between steps 
6 and 11, maliciously or otherwise, he loses one resale 
right and must deal with an unhappy customer who 
didn’t get the song she paid for. Other critical events 
are an accidental communication breakdown between 
the reseller and the consumer while the transaction is 
in progress or when the reseller cheats the consumer by 
delivering a bogus song. To resolve all these situations, 
a “recovery subprotocol”3 lets the consumer contact the 
content provider directly to resolve the issue. 

It’s important to note that the resale is offline. Nei-
ther Bob nor Alice has to contact the content provider 
since Bob has already paid for Alice’s copy of the music 
(as well as the eight unsold copies) in advance. By using 
teenagers as salespeople, the content provider saves on 
computing power and bandwidth costs.

What happens if Bob can’t find eight more friends who 
want the song? The publishers of books, magazines, and 
newspapers have precisely the same problem, and they gen-
erally allow their sales outlets to return unsold stock for 
credit to encourage them to have an ample supply on hand. 
Of course, the publisher can rescind any quantity discount 
granted initially when the vendor returns the unsold copies. 
Following this tradition, music vendors are likely to follow 
suit, but that’s their business decision to make.

When Alice wants to listen to her newly purchased 
song, the cryptochip in her player extracts its symmetric 
key, AESnew, stored in its internal memory and fetches, 
decrypts, and plays the song one block at a time. In this 
way, the bulk data—the songs—are stored in the large 
cheap memory, with each song encrypted with a unique 
symmetric (AES) key. 

SECURITY CONSIDERATIONS
However secure and foolproof we assume a system 

to be, experience has shown that all it takes is a sin-
gle weak link to compromise its security. Our scheme 
assumes that certified players behave in the stipulated 
manner and that they follow the protocols correctly. 
However, it might be possible to crack a player using 
out-of-band methods, such as using an electron micro-

scope to read the keys in the cryptochip’s internal non-
volatile memory.

Watermarking and traitor-tracing techniques4 can be 
used to identify such compromised players. Once iden-
tified, the compromised player’s identity (public key) is 
added into a player revocation list. The system can push 
this list to each consumer’s player the next time it con-
nects to a content provider. Other researchers have pro-
posed various ways to minimize the size of such lists.5

As an enhancement, the players could also exchange 
revocation lists when they exchange content. A compli-
ant player is designed to refuse communication with any 
player listed in the revocation list.

Of course, our system also suffers from the “analog 
hole” problem. An attacker can always record the content 
with a microphone while it’s being played and redistrib-
ute it in an uncontrolled manner. There’s no definitive 
solution for this problem; however, the degradation in 
the quality of the copy obtained through analog record-
ing could be an attack deterrent.

It’s important to note that our system doesn’t intro-
duce any new vulnerability. These attacks also apply to 
current players that don’t allow controlled peer-to-peer 
distribution. 

PROTOTYPE IMPLEMENTATION
We’ve implemented Paradiso (www.few.vu.nl/~srijith/

paradiso), a system prototype, using a $230 Neuros 
development board (http://wiki.neurostechnology.com/
index.php/OSD_Beta), representative of what’s found in 
mobile music players. Shown in Figure 4, this board has 
a TI 200-MHz ARM926, 120-MHz C54x DSP proces-
sor specifically developed for multimedia applications, 
64 Mbytes of SDRAM and 10/100 Mbps Ethernet port, 
among others. The board runs a modified version of the 
Linux 2.6 kernel. We used OpenSSL libraries for cryp-
tographic support and software techniques for atomic 
actions.6

Figure 4. Prototype implementation using Neuros OSD boards.
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The developer boards acted as compliant players. 
However, since we couldn’t obtain a developer board 
with a suitable cryptochip and secure store, we used a 
software layer to emulate the hardware security layer. 
We believe that once the interface and protocols have 
been defined, implementing them on another (secure) 
processor wouldn’t be difficult. 

Experiments performed with our prototype show that 
it takes around 10 seconds to perform steps 6-13 for a 
5-Mbyte file. Performance measurements also show that 
the music file’s quality doesn’t suffer from the lag due to 
the decryption steps. While the prototype implements 
the cryptographic steps in the software, a production 
unit will implement them in the hardware, thus we can 
expect a speedup and better performance.

M icrosoft’s Zune took the first baby step toward 
implementing our proposed system by letting 
users forward songs to friends. However, the 

similarity ends there. The recipient still must contact 
the content provider to purchase the content and asso-
ciated license. Zune’s existence is an indication of the 
digital medium’s potential, as well as content owners’ 
and player manufacturers’ receptiveness to explore new 
avenues to widen their reach. 

Although we designed our prototype to generate rev-
enue, DRM technology can easily be extended to serve 
the needs of consumer-produced digital content. For 
example, a band could produce and release a song under 
one of the “noncommercial” Creative Commons licenses 
and upload it to a content provider as a way to promote 
its new album. The trusted player, on noticing the song’s 
license, would let the song be exchanged for free.

Similarly, Bob could use the same technology to share 
the latest video clip he’s shot. One of Zune’s perceived 
shortcomings is that irrespective of the origin and license 
of the content a user exchanges with another, the con-
tent is deleted after three plays or days. It’s evident that 
designers incorporated such limitations to prevent using 
Zune as a new illegal peer-to-peer medium. However, in 
this age of consumer-generated content, a DRM scheme 
shouldn’t deny copyright owners the right to give away 
content for free if they so choose. Just imagine the fuss 
if all computers automatically deleted all free software 
after three days.

The goals of a Paradiso-like system, however, aren’t 
realizable without some mind-set change. As of now, 
every player manufacturer uses DRM technology that’s 
not interoperable with other manufacturers. A Parad-
iso-like architecture would require major manufacturers 
and content owners to use interoperable DRM technol-
ogy standards. The success of industry-wide specifica-
tions like the mobile industry’s Open Mobile Alliance 
indicates that such an alliance is possible, given strong 
enough incentives. 
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Authorizing 
Card Payments 
with PINs

T
he introduction of Chip and PIN technology 
for card-purchase authorization has led to 
vigorous discussions within the computer-
security community. An implementation of 
the EMV (Eurocard, MasterCard, and VISA) 

standard for secure payments, Chip and PIN is intended 
as a replacement for taking card imprints or swiping 
cards with magnetic stripes through readers during 
face-to-face credit- or debit-card transactions. Signature 
verification is the main means of security for both meth-
ods, with the clerk required to compare the customer’s 
signature with the signature on the back of the card. 
Both systems have proven reasonably effective; however, 
thieves can still circumvent them by stealing cards from 
the mail and forgers can mimic card signatures.

Chip and PIN features a smart card containing an 
embedded chip that’s placed in a PIN-pad terminal or 
modified swipe-card reader. Once the system verifies 
the card as authentic, the customer enters a four-digit 
PIN that’s matched against the PIN on the card. The 
system was launched in the United Kingdom in 2004, 
and banks have since started issuing cards with both 
magnetic stripes and chips (http://en.wikipedia.org/
wiki/Chip_and_PIN).

To resolve questions about this new authentication 
system’s benefits, we conducted a two-part experiment 
to evaluate whether it makes circumvention easier for 
thieves and disputing fraudulent transactions more dif-
ficult for customers.

PROBLEMS WITH PINS
Chip and PIN technology can potentially increase the 

cost of card counterfeiting as well as complicate abuse 
of stolen cards. However, it might also have an adverse 
effect on Chip and PIN card users dealing with card-loss 
detection and reporting.

The first problem with PIN authorization lies in repu-
diation. Customers can fight the loss of a magnetic-stripe 
card reasonably well by tracking poorly faked signatures. 
However, losses with Chip and PIN cards are more dif-
ficult to dispute, since there’s no tracking in the purchase 
or authorization documents after entry of the correct PIN. 
Furthermore, customers might have a difficult time obtain-
ing relevant merchants’ camera recordings due to limited 
retention time or merchants’ disinterest in investigating dis-
puted purchases. Furthermore, card-activation procedures 
only partly protect against mail theft to obtain PINs.

The second drawback is that current Chip and PIN 
systems don’t deploy different security mechanisms 
or settings for various threat environments. Conse-
quently, a thief obtaining a PIN by spying on a low-
level transaction can use that PIN for a high-level 
transaction. While signatures have more entropy than 
PINs, merchants often don’t check them, as many 
investigators (www.zug.com/pranks/credit) and our 
experiment verified.

Some indirectly related issues include the following:1

We must allow for both Chip and PIN and signature •

Chip and PIN technology was introduced as a means of decreasing payment-card fraud. 

However, according to results of a two-phase experiment, the technology makes it easier for 

thieves to obtain PINs and more difficult for customers to defend against counterfeiting.

Václav (Vashek) Matyáš, Jan Krhovják, and Marek Kumpost, Masaryk University

Dan Cvrcek, Brno University of Technology
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authorizations and so combine the 
drawbacks of both.
The technology change lets some 
participants shift the parameters of 
risk exposure.
Thieves can read information from 
the card chip at any merchant’s 
reader and use it for other types of 
fraud.

Critics have uncovered many problems 
with using Chip and PIN for card-pay-
ment authorization (www.chipandspin.
co.uk). The technological change from 
magnetic stripe and signature to Chip 
and PIN surprisingly makes low-tech 
attacks on cards less difficult. It’s now 
easier to spy on customers entering 
their PINs, since PINs are used more 
frequently, often in overcrowded stores. 
The need to insert a PIN card in the 
reader during the entire transaction 
also reduces merchants’ opportunity to 
check card details and compare signa-
ture-purchase authorization.

PIN VERSUS SIGNATURE
We hoped that results from our exper-

iment2 would help us and the broader 
community understand the security 
implications of the new technology, 
which represents a major security-related 
computer deployment. In particular, we 
wanted to find out

whether PIN-entry spying is easier 
than signature falsification;
under what conditions the above 
holds true or false; and
alternatives for purchase authoriza-
tion using chip-equipped payment 
cards.

For customers to behave naturally during the experi-
ment, we presented them with a cover story stating 
a slightly different purpose for our experiment, an 
approach our university ethically cleared. We based our 
results on the assumption of an honest merchant and 
an outside attacker. We also disregarded the possibility 
that the merchant could use CCTV or modified PIN 
pads to eavesdrop PINs,3 although this type of attack 
might be easy and would have a high success potential. 
A thief might also deploy a miniature camera for an 
attack.

We initiated the experiment’s first phase in 2005 in 
near-realistic conditions in our university bookstore 

•

•

•

•

•

with staff and students as participants, as Figure 1 
shows. During this phase, we examined the success 
rates of PIN observation for two PIN pads (one with 
no security and the second with a very robust protective 
shield, shown in Figure 2), and of signature falsifica-
tion, with the signature thoroughly verified.

The second phase took place in 2006 in one of the region’s 
largest supermarkets, with slightly modified settings.

FIRST PHASE
We undertook the first phase in two rounds, focusing 

on the success rates of observing a customer entering 
the PIN and falsifying someone else’s signature without 

Figure 1. The first phase of the experiment was carried out in a university bookstore 
in near-realistic conditions.

Figure 2. PIN pads. The PIN pads used during the experiment’s first phase had 
varying security shields.
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the store assistant’s detecting the deception. Thirty-two 
customers participated in the first round, along with four 
observers, two store assistants, and three experiment 
supervisors. Three or four bystanders were also present 
at any given time.

First-phase setup
We set up the experiment so that after shopping, par-

ticipants in a given round didn’t exchange information 
with participants in subsequent rounds. The shop area 
plus two separated rooms prevented customers from 
interfacing. This phase involved simulated payments 
with nonbranded smart cards.

In our cover story, we told merchants and customers 
that we were surveying the pros and cons of two differ-
ent methods of payment authorization. At the time, PIN-
based authorization was used for few card payments in 
the Czech Republic, so it was known that signatures still 
overshadowed the authorization method.

We measured user comfort and acceptance and the 
time it took for all related operations. We used the two 
different types of PIN pads and split customers into two 
groups. We also asked the customers and merchants to 
follow their normal security and logistic provisions and 
fill out an opinion survey.

A person posing as a researcher from the university’s 
School of Social Studies presented the cover story, and 
members of our research group posed as technology con-
sultants. After the experiment was over, we informed 
participants about its real purpose.

Round one. In this round, we took all 32 customers 
into one room and gave each of them a purchase card 
with a randomly generated PIN. We split the cards into 
two groups of 17 and 15 participants, with each group 
using a PIN pad with a different security level. Custom-
ers were sent into the bookstore individually, and each 
picked a random item and approached the counter (or 
queue at the counter).

We started timing the operation once the customer 
handed the selected item to the merchant and entered the 
PIN (correct at the first attempt), then set a 10-second 
delay for the purchase authorization and receipt print-
ing. We read the final time at the moment the merchant 
handed the item and a receipt to the customer. Once the 
customer left the bookstore, we recorded the observers’ 
guesses of the PIN and called in the next customer.

Round two. We used all 32 participants from the first 
round to create two groups of 15 and 17 members for the 
second round. We issued the first group cards with their 
own signatures on the backs, and we gave the second group 
cards containing other people’s signatures. We gave partici-
pants from the second group 20 minutes (and, at a special 
request, 30 minutes) to practice the given signatures.

We told the merchants that some customers would 
falsify other people’s signatures, but didn’t indicate how 
many would do that. The customers again entered the 

bookstore one at a time, and, as in the first round, we 
measured their purchase times. The merchants had to 
determine the signature’s validity at the time of the pur-
chase. We let them ask the customers to repeat the sig-
natures if they were in doubt.

First-phase results
We divided the results into four parts. The first part 

contained interesting data from the opinion survey. That 
was followed by results obtained for the PIN pads with 
and without security. The final part covered signatures.

Opinion survey. While we asked participants to fill 
out the opinion surveys just to strengthen their belief 
that the experiment was about the user-friendliness of 
customer-authorization technologies, the results are 
worth mentioning.

Twenty-five of the 32 participants had used magnetic-
stripe cards for payments, and about half had used Chip 
and PIN payment cards. On a scale where 1 is the best 
and 5 the worst, participants gave magnetic-stripe card 
payments an overall satisfaction level of 3.4, compared 
with 2.5 for Chip and PIN card payments.

Given the options of 10, 20, 30, 40, and 50 seconds as the 
maximum acceptable time for the entire payment opera-
tion, the participants agreed on an average of 21 seconds. 
And finally, participants experienced no problems with 
the card payment in 89 percent of their transactions. In 
about 7.5 percent of instances, they experienced a minor 
nuisance, in 2 percent a major problem, and in less than 2 
percent of cases, they couldn’t pay with their cards.

PIN pad with security. For the 17 customers who 
made their card payments using PINs, six observers (or 
35.5 percent) successfully guessed the PIN. In five of 
those six instances, the thieves guessed the PIN on their 
first attempt. For three PINs, two observers got the PIN 
right, and for two PINs, one observer learned the PIN. 
In the sixth case, the observers built the PIN using their 
shared knowledge. Viewing the recordings from another 
point of view, the observers correctly reported 75 digits 
(48 percent) in 39 tips of the four-digit PINs (for 156 
digits altogether).

PIN pad without security. Results for this PIN pad 
were shockingly different. Participants lost their PINs to 
the observers in 12 of 15 cases (or 80 percent). Observ-
ers correctly guessed 10 PINs at the first attempt. All 
four observers saw two PINs, three observers saw one 
pin, two observers saw four PINS, and one observer saw 
three PINs. The remaining two correct guesses were 
built from the shared knowledge.

Using the alternative view, from the 46 tips of four-
digit PINs (184 digits) the observers provided, they 
guessed 129 digits (or 70.1 percent) correctly.

We instructed the four observers to make sure one 
observer interacted with bystanders instead of watch-
ing customers. In all four cases, the observers reported 
results. The fourth observer noted that “he couldn’t have 
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helped” seeing the ease of PIN-entry observation even at 
a distance while talking to the bystanders.

Signatures. The merchants correctly identified 12 of 
the 17 cheaters (five of them bypassed the merchant’s 
control). The merchants pointed out eight of the 12 
fraudsters right after their first attempt, and the remain-
ing four after their second signature.

In the group of 20 customers (five cheaters and 15 sign-
ing their own signatures), only four had to sign twice to 
convince the merchants. Both the participants and the 
supervisors for this experiment believed that the merchant 
performed a thorough check. We attribute this to the sig-
nature verifier working in a luxury jewelry store where 
signature checks are conducted more thoroughly than in 
a supermarket or bookstore.

SECOND PHASE
While we initially weren’t certain we’d run the second 

phase of the experiment, results from the first phase reas-
sured us that we had to undertake the second phase to 
determine whether PIN-entry observation was as easy in 
a supermarket as a bookstore and to establish the level of 
signature-forgery detection in a less strict environment.

Second-phase setup
We decided to run the second phase using genuine pay-

ment cards in one of the region’s largest supermarkets. 
We opened new accounts in our names for this experi-
ment and set appropriate legal and contractual arrange-
ments between the formal account owners, cardholders, 
and actual card users so that cardholders wouldn’t deem 
the card usage within our experiment as unauthorized.

To obtain unbiased data, we needed as few people as 
possible to know about the experiment, including cash-
register assistants and ground-floor security. Therefore, 
the only people aware of the experiment were the univer-
sity experiment supervisors; a supermarket chain man-
ager; and the supermarket’s director, head of security, 
and chief camera supervisor.

We performed two rounds using goals similar to the 
first-phase rounds. Twenty relatives and friends who didn’t 
know anything about the experiment’s first phase took 
part as customers in round one of the second phase. In the 
cover story, we told participants that we were examining 
the security of payment processes and the supermarket’s 
internal procedures. We told them we’d be using our PhD 
students’ cards with the students’ consent.

Essentially, we shared all practical aspects of the 
experiment. However, we didn’t tell them about the 
three teams observing our customers entering the PINs 
at the cash registers. We again asked participants to fill 
out a questionnaire to reassure them about the pretended 
purposes of our experiment. We revealed its real purpose 
after the experiment was over.

Of the 20 customers who took part in this round, 13 
used tills equipped with security-shielded PIN pads, and 

the remaining seven used tills equipped with unsecured 
PIN pads, as Figure 3 shows.

Three groups of observers operated on the ground floor, 
reporting the results of their individual observations to 
three experiment supervisors. Each customer was always 
observed only by one dedicated group of observers, and a 
supervisory team member made sure observers followed 
the right person and was available to handle incidents on 
the ground floor. We took care to have equal representa-
tion of sexes and ages in the customer group.

Second-phase results
Observation results were initially surprising. Observ-

ers would correctly put together four PINs within the 
typical three-attempt limit, yet only observed one cus-
tomer entry into an unsecured PIN pad (out of seven such 
observations). The remaining three came from those 13 
observations of payments using secured PIN pads. The 
other three observations would lead to the right PIN 
within 10 attempts, and customers could guess three 
more PINs in less than 222 attempts. Using the alterna-
tive view, from the tips of four-digit PINs the observers 
provided, they guessed 42 percent correctly.

A more thorough analysis of results that groups of 
observers obtained led to a reasonable explanation of 
the results. Of the three groups of observers, the first 
correctly reported individual PINs in one-quarter of the 
cases. The second correctly reported PINs in 27 per-
cent of the cases, while the third had a 68 percent suc-
cess rate. Not surprisingly, the third group of observers 
discovered the four correct PINs within three attempts. 
Particularly, one member of the third group was rather 

Figure 3. The supermarket PIN pad without shielding.
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“assertive” and thus able to observe customers from very 
convenient spots.

Then we asked volunteers to spend 10 to 30 minutes 
practicing someone else’s signature. When they visited 
the shop later, all 17 signatures were accepted without 
the volunteers being asked to sign a second time or show 
their IDs. Several volunteers reported that the clerk barely 
looked at their signatures. The result demonstrates that it 
might not be a good idea to require payment-card signa-
ture authentication with little or no human intervention.

The experiment’s second phase results are unpleasant 
for card users, considering that signature forgers and 
PIN-entry observers were new to their tasks. All signature 
forgeries went undetected, and PIN observations yielded 
a success rate over 35 percent. However, we acknowledge 
that signature verification will likely be more thorough in 
a luxury jewelry store than a supermarket.

O ur experiment indicated that the risk of PIN com-
promise is high, and eliminating paper records 
with signatures significantly reduces customers’ 

ability to defend themselves during disputes over unau-
thorized transactions. While the proportion of correctly 
observed PIN digits in our experiments was roughly 
half (60 percent in the first and 42 percent in the sec-
ond phase, respectively), we’ve seen partial evidence of 
skilled observers achieving a success rate of more than 
two-thirds in both the supermarket and the bookstore.

In addition, there’s considerable room for improve-
ment in the signature-verification process. Figures from 
both stages of our experiment support the view that PIN 
pads need robust security shielding. Our experiment 
suggests that we’re replacing a weak biometric with an 
equally weak or possibly even weaker means of customer 
payment authorization. The risk of PIN-entry observa-
tion is clearly different at an ATM and a PIN pad in 
a crowded store. Biometric authentication might be a 
long-term remedy for the problem, yet the path to suc-
cessful deployment will likely take years. We see PINs 
and verified signatures and different PINs for low- and 
high-level transactions as short-term solutions.

From the global security point of view, we can improve 
crime detection. However, as it’s currently deployed, Chip 
and PIN makes detection much harder. Chip and PIN 
reduces some credit-card related crime, but it also shifts 
liability from banks to customers even further. In gen-
eral, payment systems should acknowledge possibilities 
of unauthorized transactions and the fact that many cus-
tomers are strongly disadvantaged against professional 
thieves. Currently, customer-protection mechanisms are 
the best solution, including careful control of card posses-
sion and the card issuer bearing contractual responsibil-
ity for card losses. Dedicated customer devices, blocking 
some types or levels of transactions, and secondary PINs 
might serve as solutions in the future. 
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R E S E A R C H  F E A T U R E

The Promise of 
High-Performance 
Reconfigurable Computing

I
n the past few years, high-performance computing 
vendors have introduced many systems contain-
ing both microprocessors and field-programmable 
gate arrays. Three such systems—the Cray XD1, 
the SRC-6, and the SGI Altix/RASC—are paral-

lel computers that resemble modern HPC architectures, 
with added FPGA chips. Two of these machines, the 
Cray XD1 and SGI Altix, also function as traditional 
HPCs without the reconfigurable chips. In addition, sev-
eral Beowulf cluster installations contain one or more 
FPGA cards per node, such as HPTi’s reconfigurable 
cluster from the Air Force Research Laboratory. 

In all of these architectures, the FPGAs serve as 
coprocessors to the microprocessors. The main applica-
tion executes on the microprocessors, while the FPGAs 
handle kernels that have a long execution time but lend 
themselves to hardware implementations. Such kernels 
are typically data-parallel overlapped computations that 
can be efficiently implemented as fine-grained architec-
tures, such as single-instruction, multiple-data (SIMD) 
engines, pipelines, or systolic arrays, to name a few. 

Figure 1 shows that a transfer of control can occur 
during execution of the application on the microproces-
sor, in which case the system invokes an appropriate 
architecture in a reconfigurable processor to execute 
the target operation. To do so, the reconfigurable pro-

cessor can configure or reconfigure the FPGA “on the 
fly,” while the system’s other processors perform com-
putations. This feature is usually referred to as runtime 
reconfiguration.1

From an application development perspective, devel-
opers can create the hardware kernel using hardware 
description languages such as VHDL and Verilog. Other 
systems allow the use of high-level languages such as 
SRC Computers’ Carte C and Carte Fortran, Impulse 
Accelerated Technologies’ Impulse C, Mitrion C from 
Mitrionics, and Celoxica’s Handel-C. There are also 
high-level graphical programming development tools 
such as Annapolis Micro Systems’ CoreFire, Starbridge 
Systems’ Viva, Xilinx System Generator, and DSPlogic’s 
Reconfigurable Computing Toolbox.

Readers should consult Computer’s March 2007 
special issue on high-performance reconfigurable com-
puting for a good overview of modern HPRC systems, 
application-development tools and frameworks, and 
applications.

HPRC ARCHITECTURAL TAXONOMY
Many early HPRC systems, such as the SRC-6E and 

the Starbridge Hypercomputer, can be seen as attached 
processors. These systems were designed around one 
node of microprocessors and another of FPGAs. The 

Several high-performance computers now use field-programmable gate arrays as reconfigurable 

coprocessors. The authors describe the two major contemporary HPRC architectures and explore 

the pros and cons of each using representative applications from remote sensing, molecular 

dynamics, bioinformatics, and cryptanalysis.
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two nodes were connected directly, without a scalable 
interconnection mechanism. 

Here we do not address these early attached processor 
systems but focus instead on scalable parallel systems such 
as the Cray XD1, SRC-6, and SGI Altix/RASC as well 
as reconfigurable Beowulf clusters. These architectures 
can generally be distinguished by whether each node in 
the system is homogeneous (uniform) or heterogeneous 
(nonuniform).2 A uniform node in this context contains 
one type of processing element—for example, only micro-
processors or FPGAs. Based on this distinction, modern 
HPRCs can be grouped into two major classes: uniform 
node nonuniform systems and nonuniform node uniform 
systems.

Uniform node nonuniform systems 
In UNNSs, shown in Figure 2a, nodes strictly have 

either FPGAs or microprocessors and are linked via an 
interconnection network to globally shared memory 
(GSM). Examples of such systems include the SRC-6 and 
the Altix/RASC. The major advantage of UNNSs is that 

vendors can vary the ratio of reconfigu-
rable nodes to microprocessor nodes to 
meet the different demands of custom-
ers’ applications. This is highly desirable 
from an economic perspective given the 
cost difference between FPGAs and 
microprocessors, and it is particularly 
suitable for special-purpose systems.

On the downside, having the reconfig-
urable node and the microprocessor node 
interact over the shared interconnection 
network makes them compete for over-
all bandwidth, and it also increases the 
latency between the nodes. In addition, 
code portability could become an issue 
even within the same type of machine 
if there is a change in the ratio between 
the microprocessor nodes and the FPGA 
nodes.

A representative example of the 
UNNS is the SRC-6/SRC-7, which con-
sists of one or more general-purpose 
microprocessor subsystems, one or 
more MAP reconfigurable subsystems, 
and global common memory (GCM) 
nodes of shared memory space. These 
subsystems are interconnected through 
a Hi-Bar switch communication layer. 
The microprocessor boards each include 
two 2.8-GHz Intel Xeon microproces-
sors and are connected to the Hi-Bar 
switch through a SNAP interface. The 
SNAP card plugs into the dual in-line 
memory module slot on the micropro-
cessor motherboard to provide higher 

data transfer rates between the boards than the less effi-
cient but common peripheral component interconnect 
(PCI) solution. The sustained transfer rate between a 
microprocessor board and the MAP processors is 1,400 
Mbytes per second. 

The MAP Series C processor consists of one control 
FPGA and two user FPGAs, all Xilinx Virtex II-6000-
4s. Additionally, each MAP unit contains six interleaved 
banks of onboard memory (OBM) with a total capacity 
of 24 Mbytes. The maximum aggregate data transfer rate 
among all FPGAs and OBM is 4,800 MBps. The user 
FPGAs are configured such that one is in master mode 
and the other is in slave mode. A bridge port directly con-
nects a MAP’s two FPGAs. Further, MAP processors can 
be connected via a chain port to create an FPGA array.

Nonuniform node uniform systems 
NNUSs, shown in Figure 2b, use only one type of node, 

thus the system level is uniform. However, each node 
contains both types of resources, and the FPGAs are con-
nected directly to the microprocessors inside the node. 

PC

μP

Pipelines, systolic arrays, SIMD, ...

RP (FPGA)

Figure 1. In high-performance reconfigurable computers, field-programmable 
gate arrays serve as coprocessors to the microprocessors. During execution of the 
application on the microprocessor, the system invokes an appropriate architecture 
in the FPGA to execute the target operation. 

IN and/or GSM

…

IN and/or GSM

…
…

μP node

…

μP node

RPM

…

RP node

…

RP node

μP1

μP1

μPN μPN RPM RPMμP1

μPN

RP1 RP1

(a)

(b)

RP1

Figure 2. Modern HPRCs can be grouped into two major classes: (a) uniform node 
nonuniform systems (UNNSs) and (b) nonuniform node uniform systems (NNUSs).
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Examples of such systems are the Cray XD1 and 
reconfigurable clusters. NNUSs’ main drawback 
is their fixed ratio of FPGAs to microprocessors, 
which might not suit the traditional vendor-buyer 
economic model. However, they cater in a straight-
forward way to the single-program, multiple-data 
(SPMD) model that most parallel programming 
paradigms embrace. Further, the latency between 
the microprocessor and its FPGA coprocessor can 
be low, and the bandwidth between them will be 
dedicated—this can mean high performance for 
many data-intensive applications.

A representative example of the NNUS is the 
Cray XD1, whose direct-connected processor 
(DCP) architecture harnesses multiple processors 
into a single, unified system. The base unit is a chas-
sis, with up to 12 chassis per cabinet. One chassis 
houses six compute cards, each of which contains 
two 2.4-GHz AMD Opteron microprocessors and 
one or two RapidArray Processors (RAPs) that 
handle communication. The two Opteron micro-
processors are connected via AMD’s HyperTrans-
port technology with a bandwidth of 3.2 GBps 
forming a two-way symmetric multiprocessing (SMP) 
cluster. Each XD1 chassis can be configured with six 
application-acceleration processors based on Xilinx 
Virtex-II Pro or Virtex-4 FPGAs. With two RAPs per 
board, a bandwidth of 8 GBps (4 GBps bidirectional) 
between boards is available via a RapidArray switch. 
Half of this switch’s 48 links connect to the RAPs on the 
compute boards within the chassis, while the others can 
connect to other chassis.

NODE-LEVEL ISSUES
We have used the SRC-6E and SRC-6 systems to inves-

tigate node-level performance of HPRC architectures in 
processing remote sensing3 and molecular dynamics4

applications. These studies included the use of optimi-
zation techniques such as pipelining and data transfer 
overlapping with computation to exploit the inherent 
temporal and spatial parallelism of such applications.

Remote sensing
Hyperspectral dimension reduction3 is representative 

of remote sensing applications with respect to node per-
formance. With FPGAs as coprocessors for the micropro-
cessor, substantial data in this data-intensive application 
must move back and forth between the microprocessor 
memory and the FPGA onboard memory. While the 
bandwidth for such transfers is on the order of GBps, 
the transfers are an added overhead and represent a chal-
lenge on the SRC-6 given the finite size of its OBM. 

This overhead can be avoided altogether through 
the sharing of memory banks, or the bandwidth can 
be increased to take advantage of FPGAs’ outstanding 
processing speed. Overlapping memory transfers—that 

is, streaming—between these two processing elements 
and the computations also can help. As Figure 3a shows, 
such transfers (I/O read and write operations) take only 
8 percent of the application execution time on a 1.8-
GHz Pentium 4 microprocessor, while the remaining 
92 percent is spent on computations.

As Figure 3b shows, the first-generation SRC-6E 
achieves a significant speedup over the microprocessor: 
12.08× without streaming and 13.21× with streaming. 
However, the computation time is now only 9 percent 
of the overall execution time. In the follow-up SRC-6, 
the bandwidth between the microprocessor and FPGA 
increases from 380 MBps (sustained) to 1.4 GBps 
(sustained). As Figure 3c shows, this system achieves 
a 24.06× speedup (without streaming) and a 32.04× 
speedup (with streaming) over the microprocessor. 

These results clearly demonstrate that bandwidth 
between the microprocessor and the FPGA must be 
increased to support more data-intensive applications—
an area the third-generation SRC-7 is likely to address. 
It should be noted, however, that in most HPRCs today, 
transfers between the microprocessor and FPGA are 
explicit, further complicating programming models. 
These two memory subsystems should either be fused 
into one or integrated into a hierarchy with the objective 
of reducing or eliminating this overhead and making the 
transfers transparent.

Molecular dynamics
Nanoscale molecular dynamics (NAMD)4 is repre-

sentative of floating-point applications with respect to 
node performance. A recent case study revealed that 
when porting such highly optimized code, a sensible 
approach is to use several design iterations, starting with 

Total execution time is 20.21 sec
(1.8-GHz Pentium 4)

92%

3% 5%

I/O-read
Comp
I/O-write

Total execution time is 0.84 sec
(SRC-6)

Speedup without streaming: 24.06x
Speedup with streaming: 32.04x

Total execution time is 1.67 sec 
(SRC-6E, P3)

Speedup without streaming: 12.08x
Speedup with streaming: 13.21x

33%

9%
58%

50%
25%

25%

(a)

(b)

(c)

Figure 3. Execution profiles of hyperspectral dimension reduction. (a) 
Total execution time on 1.8-GHz Pentium 4 microprocessor. (b) Total 
execution time on SRC-6E. (c) Total execution time on SRC-6.
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the simplest, most straightforward implementation and 
gradually adding to it until achieving the best solution 
or running out of FPGA resources.5

The study’s final dual-FPGA-based implementation 
was only three times faster than the original code execu-
tion. These results, however, are data dependent. For a 
larger cutoff radius, the original CPU code executes in 
more than 800 seconds while the FPGA execution time 
is unchanged, which would constitute a 260× speedup. 
The need to translate data between the C++ data storage 
mechanisms and the system-defined MAP/FPGA data 
storage architecture required considerable development 
effort. When creating code from scratch to run on an 
FPGA architecture, a programmer would implement 
the data storage mechanisms compatible between the 
CPU and FPGA from the beginning, 
but this is rarely the case for exist-
ing code and adds to the amount of 
work required to port the code. 

Although the “official bench-
mark” kernel employs double-pre-
cision floating-point arithmetic, the 
NAMD researchers applied algo-
rithmic optimization techniques 
and implemented their kernel using 
single-precision floating-point arith-
metic for atom locations and 32-bit 
integer arithmetic for forces. Consequently, the final 
design occupies most available slices (97 percent), yet 
utilization of on-chip memory banks (40 percent) and 
hardware multipliers (28 percent) is low. The fact that the 
slice limit was reached before any other resource limits 
suggests that it might be necessary to restructure code to 
better utilize other available resources. One possible solu-
tion is to overlap calculations with data transfer for the 
next data set to use more available on-chip memory.

Despite the relatively modest speedup achieved, the 
NAMD study clearly illustrates the potential of HPRC 
technology. FPGA code development traditionally begins 
with writing code that implements a textbook algorithm, 
with little or no optimization. When porting such unop-
timized code to an HPRC platform and taking care to 
optimize the FPGA design, it is easy to obtain a 10×-
100× speedup. In contrast, we began with decade-old 
code optimized to run on the CPU-based platform; such 
code successfully competes with its FPGA-ported coun-
terpart. It is important to keep in mind that the study’s 
100-MHz FPGA achieved a 3× application performance 
improvement over a 2.8-GHz CPU, and FPGAs are on a 
faster technology growth curve than CPUs.6

Lessons learned
Optimization techniques such as overlapping data 

transfers between the microprocessors and FPGAs with 
computations are useful for data-intensive, memory-
bound applications. However, such applications, includ-

ing hyperspectral dimension reduction and NAMD, can 
only achieve good performance when the underlying 
HPRC architecture supports features such as streaming 
or overlapping. Streaming can be enabled by architectures 
that are characterized by high I/O bandwidth and/or tight 
coupling of FPGAs with associated microprocessors. New 
promising examples of these are DCP architectures such 
as AMD’s Torrenza initiative for HyperTransport links 
as well as Intel’s QuickAssist technology supporting front 
side bus (FSB) systems. Large enough memory bandwidth 
is another equally important feature.

By memory bandwidth we mean that the memory sys-
tem has sufficient multiplicity as well as speed, width, or 
depth/size. In other words, because FPGAs can produce 
and consume data at a high degree of parallelism, the 

associated memory system should 
also have an equal degree of multi-
plicity. Simply put, a large multiple 
of memory banks with narrow word 
length of local FPGA memory can 
be more useful to memory-bound 
applications on HPRCs than larger 
and wider memories with fewer 
parallel banks. 

In addition, further node architec-
ture developments are clearly neces-
sary to support programming mod-

els with transparent transfers of data between FPGAs 
and microprocessors by integrating the microprocessor 
memory and the FPGA memory into the same hierar-
chy. Vendor-provided transparent transfers can enhance 
performance by guaranteeing the most efficient transfer 
modes for the underlying platform. This will let the user 
focus on algorithmic optimizations that can benefit the 
application under investigation rather than data trans-
fers or distribution. It also can improve productivity.

SYSTEM-LEVEL ISSUES
We have used the SRC-6 and Cray XD1 systems to 

investigate system-level performance of HPRC archi-
tectures in bioinformatics7 and cryptanalysis8-10 appli-
cations. These applications provide a near-practical 
upper bound on HPRC potential performance as well 
as insight into system-level programmability and perfor-
mance issues apart from those associated with general 
high-performance computers. They use integer arithme-
tic, an area where HPRCs excel, are compute-intensive 
with lots of computations and not much data transfer 
between the FPGAs and microprocessors, and inherit 
both spatial and temporal parallelism.

We distributed the workload of both types of appli-
cations over all nodes using the message passing inter-
face (MPI). In the case of DNA and protein analysis, we 
broadcast a database of reference sequences and scatter 
sequence queries. The application identified matching 
scores locally and then gathered them together. Each 

Vendor-provided transparent 
transfers can enhance 

performance by guaranteeing 
the most efficient transfer 
modes for the underlying 

platform. 
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FPGA had as many hardware kernels for the basic 
operation as possible. In the case of cryptanalysis, we 
broadcast the ciphertext as well as the corresponding 
plaintext; upon finding the key, a worker node sent it 
back to the master to terminate the search.

Bioinformatics
Figure 4 compares DNA and protein sequencing on 

the SRC-6 and Cray XD1 with the open source FASTA 
program running on a 2.4-GHz Opteron microproces-
sor. We used giga cell updates per second (GCUPS) as the 
throughput metric as well as to compute speedup over 
the Opteron. With its FPGA chips running at 200 MHz, 
the XD1 had an advantage over the SRC-6, which could 
run its FPGAs at only 100 MHz. 

By packing eight kernels on each FPGA chip, the Cray 
XD1 achieved a 2,794× speedup using one chassis with 
six FPGAs. An FPGA with one engine produced a 91× 
speedup instead of the expected 98× speedup due to asso-
ciated overhead such as pipeline latency, resulting in 93 
percent efficiency. On the other hand, eight cores on the 
same chip collectively achieved a 695× speedup instead 
of the expected 788× speedup due to intranode com-
munication and I/O overhead. The achieved speedup for 
eight engines/chip was 2,794× instead of the estimated 
(ideal) of 4,728× due to MPI internode communications 
overhead, resulting in 59 percent efficiency. 

These results demonstrate that, with FPGAs’ remark-
able speed, overhead such as internode and intranode 

communication must be at much lower levels in HPRCs 
than what is accepted in conventional high-performance 
computers. However, given the speed of HPRCs, very 
large configurations might not be needed.

Cryptanalysis
The cryptanalysis results, shown in Tables 1 and 2, are 

even more encouraging, especially since this application 
has even lower overhead. With the Data Encryption Stan-
dard (DES) cipher, the SRC-6 achieved a 6,757× speedup 
over the microprocessor—again, a 2.4-GHz Opteron—
while the Cray XD1 achieved a 12,162× speedup. The 
application’s scalability is almost ideal.

In the case of the Cray XD1, straightforward MPI 
application resulted in using all nodes. However, it made 
sense for the node program to run on only one micro-
processor and its FPGA; the other microprocessors on 
each node were not used. On the SRC-6, MPI processes 
had to run on the microprocessors, and the system had 
to establish an association between each microprocessor 
and a MAP processor. Because the SRC-6 was limited to 
two network interface cards that could not be shared effi-
ciently, two MPI processes were sufficient. This meant 
the program could only run on one microprocessor and 
one MAP processor.

Lessons learned
Heterogeneity at the system level—namely, UNNS 

architectures—can be challenging to most accepted 

Expected Measured
Throughput
(GCUPS) Speedup

Throughput
(GCUPS) Speedup

FASTA
(ssearch34)

Opteron
2.4 GHz

DNA NA NA 0.065 1

Protein NA NA 0.130 1

SRC-6
100 MHz  (32x1)

XD1
200 MHz  (32x1)

DNA

1 Engine/chip 3.2 49.2×

4 Engines/chip 12.8 197×

8 Engines/chip 25.6 394×

Protein 3.2 24.6×

DNA

1 Engine/chip 6.4 98×

4 Engines/chip 25.6 394×

8 Engines/chip 51.2 788×

Protein 6.4 49×

3.19  12.2
1  4 chips 

49  188
1  4 chips 

12.4  42.7
1  4 chips 

191  656
1  4 chips 

24.1  74
1  4 chips 

371  1,138
1  4 chips 

3.12  11.7
1  4 chips 

24  90
1  4 chips 

5.9  32
1  6 chips 

91  492
1  6 chips 

23.3  120.7
1  6 chips 

359  1,857
1  6 chips 

45.2  181.6
1  6 chips 

695  2,794
1  6 chips 

5.9  34
1  6 chips 

45  262
1  6 chips 

Figure 4. DNA and protein sequencing on the SRC-6 and Cray XD1 versus the open source FASTA program. An FPGA with one engine 
produced a 91× speedup, while eight cores on the same chip collectively achieved a 695× speedup.
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SPMD programming paradigms. This occurs because 
current technology utilizes the reconfigurable processors 
as coprocessors to the main host processor through a 
single unshared communication channel. In particular, 
when the ratio of microprocessors, reconfigurable pro-
cessors, and their communication channels differs from 
unity, SPMD programs, which generally assume a unity 
ratio, might underutilize some of the microprocessors. 
On the other hand, heterogeneity at the node level does 
not present a problem for such programs. 

Heterogeneity at the system level is driven by nontech-
nological factors such as cost savings, which develop-
ers can achieve by tailoring systems to customers using 
homogeneous node architectures. However, this is at 
least partly offset by the increased difficulty in code por-
tability. NNUS architectures are more privileged in this 
respect than their UNNS counterparts.

HPRC PERFORMANCE IMPROVEMENT
To assess the potential of HPRC technology, we 

exploited the maximum hardware parallelism in the pre-
viously cited studies’ testbeds at both the chip and system 
levels. For each application, we filled the chip with as 
many hardware cores as possible that can run in parallel. 
We obtained additional system-level parallelism via par-
allel programming techniques, using the MPI to break 
the overall problem across all available nodes in order 
to decrease execution time. After estimating the size of 
a computer cluster capable of the same level of speedup, 

we derived the corresponding cost, power, and size sav-
ings that can be achieved by an SRC-6, Cray XD1, and 
SGI Altix 4700 with an RC100 RASC module compared 
with a conventional high-performance PC cluster. 

As Tables 3-5 show, the improvements are many orders 
of magnitude larger. In this analysis, a 100× speedup indi-
cates that the HPRC’s cost, power, and size are compared 
to those of a 100-processor Beowulf cluster. The estimates 
are very conservative, because when parallel efficiency is 
considered, a 100-processor cluster will likely produce 
a speedup much less than 100×—in other words, we 
assumed the competing cluster to be 100 percent efficient. 
We also assumed that one cluster node consumes about 
220 watts, and that 100 cluster nodes have a footprint of 
6 square feet. Based on actual prices, we estimated the 
cost ratio to be 1:200 in the case of the SRC-6 and 1:100 
in the case of the Cray XD1. The cost reduction is actually 
much larger than the tables indicate when considering the 
systems’ associated power and size. 

These dramatic improvements can be viewed as real-
istic upper bounds on the promise of HPRC technol-
ogy because the selected applications are all compute-
intensive integer applications, a class at which HPRCs 
clearly excel. However, with additional FPGA chip 
improvements in the areas of size and floating-point 
support, and with improved data-transfer bandwidths 
between FPGAs and their external local memory as well 
as between the microprocessor and the FPGA, a much 
wider range of applications can harness similar levels of 

Table 1. Secret-key cipher cryptanalysis on SRC-6.

Hardware Software
Number of Throughput Number of Throughput

Application search engines (keys/s) search engines (keys/s) Speedup

Data Encryption Standard (DES) 40 4,000 M 1 0.592 M 6,757
breaking
International Data Encryption 16 1,600 M 1 2.498 M 641
Algorithm (IDEA) breaking
RC5-32/12/16 breaking 4 400 M 1 0.351 M 1,140
RC5-32/8/8 breaking 8 800 M 1 0.517 M  1,547

Table 2. Secret-key cipher cryptanalysis on Cray XD1.

Hardware Software
Number of Throughput Number of Throughput

Application search engines (keys/s) search engines (keys/s) Speedup

Data Encryption Standard (DES) 36 7,200 M 1 0.592 M 12,162
breaking
International Data Encryption 30 6,000 M 1 2.498 M 2,402
Algorithm (IDEA) breaking
RC5-32/8/8 breaking 6 1,200 M 1 0.517 M  2,321
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benefits. For example, in the hyperspectral dimension 
reduction study, data transfer improvements between 
the SRC-6E and SRC-6, while using the same FPGA 
chips, almost doubled the speedup.

O ur research revealed that HPRCs can achieve up to 
four orders of magnitude improvement in perfor-
mance, up to three orders of magnitude reduction 

in power consumption, and two orders of magnitude 
savings in cost and size requirements compared with 
contemporary microprocessors when running compute-
intensive applications based on integer arithmetic. 

In general, these systems were less successful in pro-
cessing applications based on floating-point arithmetic, 
especially double precision, whose high usage of FPGA 
resources constitutes an upper bound on fine-grained 
parallelism for application cores. However, they can 
achieve as high performance on embarrassingly parallel 
floating-point applications, subject to area constraints, 
as integer arithmetic applications. FPGA chips will likely 
become larger and have more integrated cores that can 
better support floating-point operations. 

Our future work will include a comprehensive study 
of software programming tools and languages and their 
impact on HPRC productivity, as well as multitasking/
multiuser support on HPRCs. Because porting applica-
tions from one machine to another, or even to the same 
machine after a hardware upgrade, is nontrivial, hard-
ware architectural virtualization and runtime systems 
support for application portability is another good 
research candidate. 
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THE HONG KONG POLYTECHNIC UNI-
VERSITY, Department of Comput-
ing.The Department invites applications
for Assistant Professors in most areas of
Computing, including but not limited to
Software Engineering / Biometrics / Dig-
ital Entertainment / MIS and Pervasive
Computing. Applicants should have a
PhD degree in Computing or closely
related fields, a strong commitment to
excellence in teaching and research as
well as a good research publication
record. Initial appointment will be made
on a fixed-term gratuity-bearing contract.
Re-engagement thereafter is subject to
mutual agreement. Remuneration pack-
age will be highly competitive. Applicants
should state their current and expected
salary in the application. Please submit
your application via email to hrstaff@
polyu.edu.hk. Application forms can be
downloaded from http://www.polyu.
edu.hk/hro/job.htm. Recruitment will
continue until the positions are filled.
Details of the University’s Personal Infor-
mation Collection Statement for recruit-
ment can be found at http://www.polyu.
edu.hk/hro/jobpics.htm.

UNIVERSITY OF CALGARY, Assistant
and Associate Professors, Depart-
ment of Computer Science. The
Department of Computer Science at the
University of Calgary seeks outstanding

candidates for several tenure-track posi-
tions at the Assistant and Associate Pro-
fessor levels. Of particular interest are
applicants from information security, the-
ory, computer games and information
visualization or HCI. Applicants must pos-
sess a PhD in Computer Science or related
discipline, and have strong potential to
develop an excellent research record.
Details for each position appear at:
www.cpsc.ucalgary.ca/department/empl
oy. The Department is one of Canada’s
leaders, as evidenced by our commitment
to excellence in research and teaching. It
has an expansive graduate program and
extensive state-of-the-art computing facil-
ities. Further information about the
Department is available at www.cpsc.
ucalgary.ca. Calgary is a multicultural city
and the fastest growing city in Canada.
Located beside the natural beauty of the
Rocky Mountains, Calgary enjoys a mod-
erate climate and outstanding year-round
recreational opportunities. Interested
applicants should send a CV, a concise
description of their research area and pro-
gram, a statement of teaching philoso-
phy, and arrange to have at least three
reference letters sent to: Dr. Ken Barker,
Department of Computer Science, Uni-
versity of Calgary, Calgary, Alberta,
Canada, T2N 1N4 or via email to:
search@cpsc.ucalgary.ca. Applications
will be reviewed immediately and will
continue until the position is filled. All
qualified candidates are encouraged to
apply; however, Canadians and perma-
nent residents will be given priority. The
University of Calgary respects, appreci-
ates, and encourages diversity. For more
information on the University of Calgary
and the city, please visit http://www.ucal-
gary.ca/hr/careers.

UNIVERSITY OF PUERTO RICO AT
MAYAGUEZ, College of Engineer-
ing, Department of Electrical and
Computer Engineering Doctoral
Program in CISE. The Department of
Electrical and Computer Engineering
(ECE) of the University of Puerto Rico at
Mayaguez (UPRM) invites applications for
tenure-track positions in Computer Sci-
ences and Engineering. The Department
is interested in attracting faculty in the
area of software engineering, databases
or networking.  Candidates are expected
to make important contributions to
research activities being conducted under
the doctoral program in Computing and
Information Sciences and Engineering
(CISE), either by enhancing and strength-

ening current projects or starting new
research tracks. Applicants must possess a
PhD degree in computer science or com-
puter engineering or closely related field,
and demonstrate strong potential for
excellence in research.  If applicant’s
native language is not Spanish, applicant
should be able to communicate fluently
in English, and by the end of the tenure-
track appointment be able to communi-
cate effectively in Spanish. The ECE
Department offers a Baccalaureate and
Masters in Computer Engineering and
the PhD in CISE jointly with the UPRM
Department of Mathematics. For further
information please visit www.ece.
uprm.edu and www.phd.cise.uprm.edu
or call 1-787-833-3338. Applications with
a curriculum vitae, three reference letters,
and MS and PhD original transcripts,
should be sent no later than February 29,
2008, to: CISE Search Committee, Uni-
versity of Puerto Rico at Mayaguez, P.O.
Box 5028, Mayagüez, PR 00681-5028. Or
in pdf format to cisephd@ece.uprm.edu.
Appointments will be made by July 1st,
2008. UPRM is an equal opportunity affir-
mative action employer.

SIEMENS PLM SOFTWARE INC., & its
subsidiaries including Siemens Product
Lifecycle Management Software II (US)
Inc. have positions in software/imple-
mentation engineering, sales engineer-
ing, PLM and technical/software market-
ing, Applied Specialist, and Solutions
Architect in various locations including
Ames, IA, Plano, TX, Richardson, TX,
Cypress, CA, San Diego, CA, San Jose, CA,
State College, PA, Milford, OH, Shore-
view, MN, Bloomington, IN, Ann Arbor,
MI, Detroit, MI metro area and Seattle,
WA metro area. Ph.D., Master's or Bach-
elor’s degree w/ experience required bas
ed on position. Send resumes to PLMCa
reers@ugs.com & list location of interest.
Job code J08 must be referenced in email
subject line. EOE.

HEWLETT – PACKARD COMPANY has
an opportunity for the following position
in Cupertino, California. Technology Con-
sultant II Reqs. BS in Computer Science,
Electrical Engineering or related and 2 yrs
related exp. Reqs. Windows, Unix, Siebel,
CRM and Outlook. Send resume refer-
encing #CUPCCH. Please send resumes
with reference number to Hewlett-
Packard Company, 19483 Pruneridge
Ave., MS 4206, Cupertino, CA 95014.
No phone calls please. Must be legally
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SUBMISSION DETAILS: Rates are $299.00 per column inch ($320 mini-
mum). Eight lines per column inch and average five typeset words per line.
Send copy at least one month prior to publication date to: Marian Ander-
son, Classified Advertising, Computer Magazine, 10662 Los Vaqueros Cir-
cle, PO Box 3014, Los Alamitos, CA 90720-1314; (714) 821-8380; fax (714)
821-4010. Email: manderson@computer.org.

The Philips organization has the following job
opportunities available (various levels/types):
PHILIPS ELECTRONICS NORTH AMERICA
ANDOVER, MA
• Software Engineers (SWE-PENAC-MA)
• Test Engineers (TE-PENAC-MA)
ATLANTA, GA
• Software Engineers (SWE-PENAC-GA)
• Clinical Support Engineers (CSE-PENAC-GA)
• Technical Support Engineers (TSE-PENAC-GA)
BOTHELL,WA
• Software Engineers (SWE-PENAC-WA)
• Programmer Analysts (PA-PENAC-WA)
FOSTER CITY, CA
• Software Engineers (SWE-PENAC-CA)
ROSEMONT, IL
• Design Engineers (DE-PENAC-IL)
SAN JUAN, PUERTO RICO
• Field Service Engineers (FSE-PENAC-PR)

PHILIPS ORAL HEALTHCARE
SNOQUALMIE,WA
• Software Engineers (SWEPOHC-WA))
• Commodity Manager (CM-POHC-WA)
• Process Engineer (PE-POHC-WA)

PHILIPS ULTRASOUND
BOTHELL and SEATTLE,WA
• Software Engineers (SWE-PU-WA)
• Design Engineers (DE-PU-WA)
• Test Engineers (TE-PU-WA)
• Programmer Analysts (PA-PU-WA)

PHILIPS MEDICAL SYSTEMS CLEVELAND
HIGHLAND HEIGHTS, OH
• Software Engineers (SWE-PMSC-OH)
• Design Engineers (DE-PMSC-OH)
• Engineer (E-PMSC-OH)

PHILIPS NUCLEAR MEDICINE
MILPITAS, CA
• Software Engineer (SWE-PNM-CA)

Engineering

Some positions may require travel. Submit resume by
mail to PO Box 4104, Santa Clara, CA 95056-4104.
Must reference job title and job code (i.e.
SWE-PENAC-CA) in order to be considered. EOE.
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authorized to work in the U.S. without
sponsorship. EOE.

HEWLETT – PACKARD COMPANY has
an opportunity for the following position
in New York, NY. Business Consulting IV.
Reqs. exp. with SQL, Sales & Marketing,
Profit & Loss, ROI, Net Present Value
Analysis, & Risk Mgt. Reqs. incl. Master’s
degree or foreign equiv. in MIS, Business
or related & 1 year of related exp. Send
resume & refer to job #NYCSHA. Please
send resumes with job number to
Hewlett-Packard Company, 19483
Pruneridge Ave., MS 4206, Cupertino, CA
95014. No phone calls please. Must be
legally authorized to work in the U.S.
without sponsorship. EOE.

NETWORK AND COMPUTER SYS-
TEMS ADMINISTRATOR: Valley Cot-
tage, NY. Bach deg in Comp Science (or
equiv), ext Windows 2000/SP/2003
install, TCP/IP network, SQL server 2000
& MS 2000, Ciscos switches, PIX firewalls,
& routers admin; ARCServe & NT backup.
Fax resumes to CreditRiskMonitor, Attn L
Fensterstock at (845) 267-4110.

OPERATION SYSTEM ANALYST. NY,
NY. Analyze IT development of company:
operation/system & infrastructure dev. &
integration, system analysis & program-

February 2008 79

KUWAIT UNIVERSITY
DEPARTMENT OF INFORMATION SCIENCE

FACULTY POSITION ANNOUNCEMENT

The Department of Information Science at College for Women, Kuwait University, invites
applications for faculty positions starting February 2008 in Information Science & Technol-
ogy, Information Systems, Database Systems, Telecommunication Networks & Security, Data
Mining and Web Development & Multimedia or related areas.

Preferences will be given to those applying for Associate and Full Professor ranks. Applica-
tions for short time visiting professor appointment will also be considered. The medium of
instruction is English. Responsibilities include teaching undergraduate courses, conducting
scholarly research, and carrying administrative duties. Both male and female candidate are
invited to apply.

Qualifications include an earned Ph.D. from a reputed western university in the area of spe-
cialization or related fields. The candidate must also demonstrate evidence of quality teach-
ing and research and have full command of English. To be considered for an Associate or pro-
fessor level, the candidate must have a strong publication record in refereed international
journals.

The College for Women, www.cfw.kuniv.edu, is part of Kuwait University which is one of the
leading public institutions of higher education in the Gulf region. Kuwait University offers a
generous benefit package that includes competitive tax-free salary, annual air tickets, tuition
allowance for children schooling, a one-time settling-in allowance, housing allowance, free
national health care, paid mid-year holidays and summer vacation, and an end-of-contract
gratuity. The University offers an excellent academic environment and financial research sup-
port.

To apply, please submit a completed Application Package. Detailed information can be found
at http://www.cfw.kuniv.edu/about/positions.htm. All communication should be addressed
to:

ISC Department Head, College for Women, Kuwait University, P.O. Box 5969, Safat 13060,
Kuwait, Phone:(+965) 498 3095, Fax: +(965) 251-4252, e-mail: ISChead@cfw.kuniv.edu
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ming, tech support & telecommunica-
tions. BS/MS in related field or foreign
equiv & related exp. RES: Consulate Hotel
Associates, 200 W 55th St, Ste 42, NY, NY
10019.

NOKIA SIEMENS NETWORKS US LLC
has the following exp/degree position at
its Irving, Texas location. Travel to unan-
ticipated U.S. worksites may be required.
Equal Opportunity Employer. IRVING,
TEXAS: *Specialist: Perform Wide Code
Division Multiple Access Base Transceiver
Station system testing, troubleshooting
and reporting using test tools and equip-
ment. ID# NSN-TX-SPEC. Mail resume to:
NSN Recruiter, Nokia Siemens Networks,
6000 Connection Dr., 4E-338, Irving, TX
75039. MUST REFERENCE ID #.

CISCO SYSTEMS, INC is accepting
resumes for the following positions: CAL-
IFORNIA, San Jose/Milpitas/Santa Clara:
Finance Business Manager, Treasury (Ref#
SJ54IC), Finance Business Manager (Ref#
SJ28IC), Manager, Technical Marketing
(Ref# SJ56IC), Network Engineer (Ref#
SJ57IC), Manufacturing Quality Engineer
(Ref# SJ58IC), Marketing Manager (Ref#
SJ59IC), Web Program/Specialist (Ref#
SJ60IC), Program Manager (Ref# SJ22IC).
ILLINOIS, Chicago: Business Develop-
ment Manager (Ref# CHI2IC). NEW

YORK, New York: Channel Systems Engi-
neer (Ref# NY6IC). OHIO, Richfield: Hard-
ware Engineer (Ref# OH2IC). TEXAS,
Austin: Software Engineer (Ref# AUS2IC).
Please mail resumes with job reference
number to Cisco Systems, Inc., Attn: Jas-
bir Walsh, 170 W. Tasman Drive, Mail
Stop: SJC 5/1/4, San Jose, CA 95134. No
phone calls please. Must be legally autho-
rized to work in the U.S. without spon-
sorship. EOE. www.cisco.com

COMPUTER & INFORMATION SYS-
TEMS MANAGER (NYC) Manage
backup, security & user help systems.
Consult w/users, mgmt, vendors & tech-
nicians to assess computing need & sys-
tem reqmts.  Make modifications/correc-
tions to s/ware. BS/MS in related field &
related exp. Res: Neil A. Weinrib & Asso-
ciates, 305 Broadway, Ste 1002, NY, NY
10007.

HEWLETT – PACKARD COMPANY has
an opportunity for the following position
in Cupertino, CA. Software Designer II.
Reqs. exp. with Java, J2ee, Junit, SQL,
PL/SQL, XML, Ant, Eclipse, Webservers,
Application Servers, Software Develop-
ment Life Cycle for an enterprise applica-
tion, Oracle, industry standard Java Soft-
ware Design Patterns, working w/ at least
1 bug-tracking system; exp. Integration

w/ 3rd party libraries pref. Open source
(Apache/Source Forge). Reqs. incl. Mas-
ter’s degree or foreign equiv. in CS, CE,
EE or related. Send resume & refer to job
#CUPSPA. Please send resumes with job
number to Hewlett-Packard Company,
19483 Pruneridge Ave., MS 4206, Cuper-
tino, CA 95014. No phone calls please.
Must be legally authorized to work in the
U.S. without sponsorship. EOE.

HEWLETT – PACKARD COMPANY has
an opportunity for the following position
in Cupertino, CA. Software Designer.
Reqs. exp. with Java and Python, pro-
gramming languages; networking tech-
nology & protocols incl. TCP/IP, HTTP,
SSL, XML/RPC, LDAP, DHCP & Dykstra’s
routing algorithms; UNIX file systems &
shell programming; Database technology
incl. JDBC; SQL programming & perfor-
mance tuning; security concepts incl.
RBAC, authentication authorization pro-
tocols; and ability to design clean, usable
APIs. Reqs. incl. Bachelor’s degree in
CS/Engineering or related & 6 yrs. exp.
in job offered or related. Send resume &
refer to job #SUNKGR. Please send
resumes with job number to Hewlett-
Packard Company, 19483 Pruneridge
Ave., MS 4206, Cupertino, CA 95014. No
phone calls please. Must be legally autho-
rized to work in the U.S. without spon-
sorship. EOE.

LEE KUAN YEW POSTDOCTORAL FELLOWSHIP
Applications are invited from young and outstanding academics 

for the prestigious Lee Kuan Yew Postdoctoral Fellowship (LKY 
PDF) in the National University of Singapore (NUS) and Nanyang 
Technological University (NTU). 

The Fellowship is tenable for up to 3 years, with possible 
extension for 2 further years. LKY PDFs can apply for academic 
positions following the Fellowship.

Gross annual salary ranges from S$72,000 to S$144,000 
(approx US$50,000– US$100,125) with commencing salary 
depending on qualifications and experience. Leave and medical 
benefits will be provided. For details of other benefits offered and 
application procedure, please visit the websites of the respective 
University*. 

* For application and contact details, please see
NUS: http://www.nus.edu.sg/ore/fellowships/fellowship_lky.htm
NTU: http://www.ntu.edu.sg/hr/recruit/research/LKY2008.htm

APPLICATION
Interested candidates should send their complete application 

package, comprising all documents listed below, to the 
respective University *

NTU Application or NUS Personal Particulars Form 
(downloadable from website)
Detailed Curriculum Vitae, List of Publications & Educational 
Certificates
3 International Referee Reports (including contact details)
Statement of Research Intent (details of proposed research 
plan) 

Closing date: 5 March 2008
Successful candidates will be notified in June 2008

•

•

•
•
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CMMI and Six Sigma: Partners 
in Process Improvement, Jean-
nine M. Siviy, M. Lynn Penn, 

and Robert W. Stoddard. This book
focuses on the synergistic, rather 
than competitive, implementation 
of CMMI and Six Sigma. Topics 
range from formation of the value 
proposition to specific implementa-
tion tactics. The authors show how 
not taking advantage of what both 
initiatives offer puts an organization 
at risk of sinking time, energy, and 
money into inventing a solution that 
already exists. Along the way they 
debunk a few myths about Six Sigma 
applications in software.

Although the authors concentrate 
on the interoperability of Six Sigma 
and CMMI, they also recognize that 
organizations rarely implement only 
these two initiatives. Accordingly, the 
discussion turns to the emerging realm 
of multimodel process improvement, 
as well as strategies and tactics that 
transcend models to help organiza-
tions effectively knit together a single 
unified internal process standard.

Addison-Wesley Professional; 
informit.com; 0-321-51608-7; 
368 pp.

A lgorithmic Game Theory, Noam 
Nisan, Tim Roughgarden, Eva 

Tardos, and Vijay V. Vazirani, eds. 
In the past few years game theory 
has substantially influenced com-
puter science, especially Internet- and 
e-commerce-related issues. More than 
40 top researchers in this field have 
contributed chapters to this book that 
go from game theory’s foundations to 
its state-of-the-art applications.

Early chapters cover algorithmic 
methods for equilibria, mechanism 
design, and combinatorial auctions, 
while later chapters address incen-
tives and pricing, cost sharing, infor-
mation markets, and cryptography 
and security.

Cambridge University Press; www.
cambridge.org; 978-0-521-87282-9; 
776 pp.

Advances in Biometrics: Sensors, 
Algorithms and Systems, Nalini 

K. Ratha and Venu Govindaraju, 
eds. Biometrics technology contin-
ues to progress, with its wider accep-
tance and the need for various new 
security facets in modern society. 
From simply logging on to a laptop 
to crossing a national border, bio-
metrics is being called upon to meet 
the growing challenges of identity 
management.

With contributions by leading 
international authorities in the field, 
this book presents a comprehensive 
treatment of biometrics that covers 
the entire gamut of topics in the field, 
including data acquisition, pattern-
matching algorithms, and system-
level issues such as standards, security, 
networks, and databases. Organized 
into three sections, the book covers: 
sensors, advances in biometric match-
ing algorithms, and topics that deal 
with issues at the systems level.

Springer; www.springer.com; 978-
1-84628-920-0; 508 pp.

N etworking with Microsoft Win-
dows Vista: Your Guide to 

Easy and Secure Windows Vista 
Networking, Paul McFedries. The 
author provides a beginner’s guide 
to creating, configuring, administer-
ing, and using a small network with 
Windows Vista computers. Cover-
age spans networking hardware, 
including Ethernet hardware (from 
NICs to cables to switches to rout-
ers) and wireless hardware (from 
wireless NICs to access points to 
range extenders). 

The book includes buyer’s guides 
that help readers make smart choices 
when purchasing network hard-
ware, then shows readers how to 
put everything together, including 
configuring a router, laying cable, 
and connecting the devices. Mas-

tering Windows Vista’s networking 
features involves using the Network 
and Sharing Center, managing wired 
and wireless connections, accessing 
shared network resources, sharing 
local resources on the network, and 
working with network files offline. 

The book also provides extensive 
coverage of security issues that affect 
anyone connected to the Internet. 
The author shows how to secure 
each computer, secure global net-
working settings, and batten down 
wireless connections. The book also 
includes intermediate networking 
tasks such as making remote con-
nections, monitoring the network, 
troubleshooting network problems, 
and setting up Vista’s built-in Web 
and FTP servers.

QUE; www.informit.com/que; 0-
7897-3777-9; 552 pp.

Conversational Informatics: An 
Engineering Approach, Toyoaki 

Nishida, ed. This book investigates 
human behavior with a view to 
designing conversational artifacts 
capable of interacting with humans. 
It spans an array of topics, including 
linguistics, psychology, and human-
computer interaction. Until recently, 
research in such areas has been car-
ried out in isolation, with no attempt 
made to connect the various disci-
plines. Advancements in science and 
technology have changed this. 

This book provides an interdis-
ciplinary introduction to conver-
sational informatics and places 
emphasis on the integration of sci-
entific approaches to achieve engi-
neering goals and advance further 
understanding of conversation. A 
collection of surveys explores four 
prominent research areas: conver-
sational artifacts; conversational 
contents; conversation environment 
design; and conversation measure-
ment, analysis, and modeling.

Wiley; www.wiley.com; 978-0-
470-02699-1; 430 pp.

Send book announcements to 
newbooks@computer.org.
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T
he IEEE Computer Soci-
ety sponsors an active 
and prestigious awards 
program as part of its mis-
sion to promote the free 

exchange of ideas among computer 
professionals around the world 
and to recognize its members for 
their outstanding accomplish-
ments. The awards honor technical 
achievements as well as service to 
the computer profession and to the 
Society.

TECHNICAL ACHIEVEMENT AWARD
Each year, the IEEE Computer Society selects several 

individuals to receive its Technical Achievement Award. 
This award recognizes outstanding and innovative con-
tributions to the fields of computer and information sci-
ence and engineering or computer technology, usually 
within the past 10, and not more than 15, years. Each 
winner receives a certificate and a $2,000 honorarium.

2006 Winners
The following four award recipients were selected for 

their contributions to the technical advancement of the 

computer science and engineering 
fields.

Hsinchun Chen, of the Univer-
sity of Arizona, was chosen “for 
innovative contributions to digital 
libraries, medical informatics, and 
intelligence and security informat-
ics.”

Michael T. Goodrich, of the 
University of California, Irvine, 
was cited “for outstanding con-
tributions to the design of paral-
lel and distributed algorithms for 
fundamental combinatorial and 

geometric problems.”
Shashi Shekhar, of the University of Minnesota, 

gained honors “for technical achievements in spatial 
databases, spatial data mining, and geographic infor-
mation systems.”

Roberto Tamassia, of Brown University, was recog-
nized “for pioneering the field of graph drawing and for 
outstanding contributions to the design of graph and 
geometric algorithms.”

For more information about these and other IEEE 
Computer Society awards, including nomination forms 
and guidelines, visit www.computer.org/awards.

Top Researchers Win Technical 
Achievement Award

82 Computer
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Society Debuts Career-Development Initiative

The IEEE Computer Society has launched a career
site intended to help professionals in the computing
field navigate the rapid technology advances, glo-
balization, shifting demographics, and new business
approaches that will dramatically change the work-
force over the next decade.

Build Your Career (www.computer.org/
buildyourcareer) is designed to give technologists practi-
cal, affordable guidance to benefit their job prospects.
The site is envisioned as a one-stop shop for those who
are either entering the field, looking for a new job, or
interested in advancing with their current employer.
Users can get quickly up to speed on a broad spectrum of
topics with TechSets, article packages that provide com-
prehensive knowledge on subjects in the fields of soft-
ware and programming, security and privacy, network-
ing, and wireless, Web, and management technologies.

TechSets are compiled by such well-known
Computer Society experts as Cisco engineering
manager Wes Chou, MITRE Corp.’s Susan (Kathy)
Land, CSDP, the Society’s 2008 president-elect;
Pennsylvania State University software engineering
professor Phillip Laplante, an author and editor of
22 books; and University of British Columbia pro-
fessor Philippe Kruchten, an expert on the Rational
Unified Process.

Besides career-related technical articles, the site
features online technical courses, training aids, jobs
boards, career news, and columns that address cur-
rent industry issues. In partnership with the Computer
Society, Harvard Business School Publishing is making
its Harvard Business Review articles, Harvard Business
School Press books, and other content available to
Build Your Career visitors.
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IEEE Names 2008 Fellows

T he IEEE Board of Directors recently conferred the 
title of Fellow upon 295 senior members of the 
IEEE, including 62 Computer Society members, 

who have demonstrated outstanding achievement in 
engineering. The original 1912 constitution of the Amer-
ican Institute of Electrical Engineers, a forerunner of the 
IEEE, outlined a procedure for naming Fellows. Today, 
Fellow status recognizes a person who has established 
an extraordinary record of achievements in any of the 
IEEE fields of interest.

The honorees are selected from among the more than 

350,000 IEEE members. Since IEEE policy limits the 
number of Fellows selected each year to no more than 
0.10 percent of the IEEE’s total voting membership, this 
year’s cohort of 295 new Fellows is an especially select 
group of outstanding individuals.

The names below include both new Fellows who are 
Computer Society members and other IEEE members 
who the Computer Society recommended for elevation 
to Fellow status. All are now IEEE Fellows, effective 1 
January. An accompanying citation details the accom-
plishments of each new Fellow.

A
Ishfaq Ahmad, University of Texas 

at Arlington, for contributions to 
scheduling techniques in paral-
lel and distributed computing 
systems.

Rajeev Alur, University of Penn-
sylvania, for contributions to 
automata, logics, and verifica-
tion techniques for real-time and 
hybrid systems.

Cleon Anderson, L-3 Communica-
tions, for contributions to servo 
control systems.

B
Victor (Paramvir) Bahl, Microsoft 

Research, for contributions to the 
design of wireless networks and 
systems and leadership in mobile 
computing and communications.

John Bay, Air Force Research Labo-
ratory, for leadership in model-
based design and integration 
methods for large-scale embed-
ded systems. 

Bernd Becker, University of Freiburg, 
for contributions to the develop-
ment of algorithms and data 
structures for testing and verifica-
tion of integrated circuits.

Andrew Blake, Microsoft, for con-
tributions to the foundations of 
segmentation and tracking, and 
innovation in vision applications.

Gunilla Borgefors, Swedish Univer-
sity, for contributions to discrete 
geometry and image analysis.

Ronald Brachman, Yahoo!, for lead-
ership in knowledge representa-
tion and reasoning in computer 
science and artificial intelligence.

Joe Brewer, IEEE, for contributions 
to nonvolatile memory integrated 
circuit technology and digital sig-
nal processor architecture.

Michael Bushnell, Rutgers University, 
for contributions to testing meth-
ods for digital and mixed-signal 
VLSI circuits.

C
Manuel Castro, Spanish University 

for Distance Education, for con-
tributions to distance learning in 
electrical and computer engineer-
ing education.

Krishnendu Chakrabarty, Duke Uni-
versity, for contributions to the 
testing of core-based system-on-
chip integrated circuits.

Peter Chen, University of Michigan, 
for contributions to fault-tolerant 
storage systems.

George Chiu, IBM, for leadership in 
supercomputer technology.

Jen-Yao Chung, IBM, for contribu-
tions to the application of elec-
tronic business and Web-based 
information systems.

Pau-Choo Chung, National Cheng 
Kung University, for contribu-
tions to neural network models 
for biomedical image analyses.

Peter Corke, Commonwealth Scien-
tific Industrial Research Orga-
nization, for contributions to 
visual-based robot control and its 
applications to field robotics.

D
Nikil Dutt, University of California, 

Irvine, for contributions to archi-
tecture description languages for 
the design and exploration of cus-
tomized processors.

G
Guang Gao, University of Delaware, 

for contributions to architecture 
and compiler technology of paral-
lel computers.

Daniel Gamota, Motorola, for lead-
ership in nanotechnology-based 
printed electronic products.

Michael Gschwind, IBM, for con-
tributions to high-performance 
computer architecture and compi-
lation technology.

Rajiv Gupta, University of Arizona, for 
contributions to computer architec-
ture and optimizing compilers.

H
Dong Ha, Virginia Polytechnic Insti-

tute and State University, for lead-
ership in VLSI design and test.

Kazuo Hagimoto, Nippon Telegraph 
and Telephone, for contributions 
to very large capacity optical 
transmission systems.

Jennifer Hou, University of Illinois 
at Urbana-Champaign, for con-
tributions to protocol design and 
analysis of wireless communica-
tions networks.

J
Ravi Jain, Google, for contributions 

to wireless networks and stan-
dard programmable interfaces for 
converged networks.

Christian Jensen, Aalborg University, 
for contributions to temporal, 
spatiotemporal, and mobile data 
management.

Christian Jutten, University Joseph 
Fourier, for contributions in 
source separation and indepen-
dent component analysis.

K
Hisao Kameda, University of Tsu-

kuba, for contributions to perfor-
mance-optimization methods for 
information processing systems.
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L
Phillip Laplante, Pennsylvania State 

University, for leadership in engi-
neering education and for contri-
butions to software and systems 
education.

Jorg Liebeherr, University of Toronto, 
for contributions to the design 
and analysis of computer net-
works and their protocols.

Steven Low, California Institute of 
Technology, for contributions to 
Internet congestion control.

M
Benoit Macq, Université Catholique 

de Louvain, for contributions to 
visual communication technolo-
gies.

Vijay Madisetti, Georgia Institute of 
Technology, for contributions to 
embedded computing systems.

Roy Maxion, Carnegie Mellon Uni-
versity, for contributions to real-
time monitoring and analysis of 
computer systems for trend analy-
sis, fault prediction, and anomaly 
detection.

Samiha Mourad, Santa Clara Uni-
versity, for contributions to fault 
modeling in digital circuits and 
systems.

N
Klara Nahrstedt, University of Illi-

nois at Urbana-Champaign, for 
contributions to end-to-end, 
quality-of-service management of 
multimedia systems.

Chandrasekhar Narayanaswami, 
IBM, for contributions to perva-
sive computing systems.

Sani Nassif, IBM, for contributions 
to semiconductor manufacturing 
processes.

David Notkin, University of Wash-
ington, for contributions to soft-
ware engineering and software 
evolution research.

O
Oyekunle Olukotun, Stanford Uni-

versity, for contributions to mul-
tiprocessors on a chip and multi-
threaded processor design.

P
Dhabaleswar Panda, Ohio State 

University, for contributions to 

high-performance and scalable 
communication in parallel and 
high-end computing systems.

Karen Panetta, Tufts University, for 
leadership in engineering educa-
tion and curriculum development 
to attract, retain, and advance 
women in engineering

Fernando Pereira, Instituto Superior 
Técnico, for contributions to 
object-based digital video represen-
tation technologies and standards.

R
Sanguthevar Rajasekaran, University 

of Connecticut, for contribu-
tions to sequential, parallel, and 
randomized algorithms and to 
bioinformatics.

Raghu Ramakrishnan, Yahoo!, for 
contributions to deductive data-
bases, data mining, and query 
optimization.

Nageswara Rao, Oak Ridge National 
Laboratory, for contributions 
to algorithms for reliable com-
munication in distributed sensor 
networks.

Ronny Ronen, Intel, for leadership 
in microarchitecture, low-power 
design, and compilers for high-
performance superscalar micro-
processors.

S
Yvon Savaria, University of Montreal, 

for contributions to the develop-
ment of long interconnect VLSI 
signal-processing architectures.

Jyuo-Min Shyu, Industrial Technol-
ogy Research Institute, for lead-
ership in the microelectronics 
industry.

Mani Srivastava, University of Cali-
fornia, Los Angeles, for contribu-
tions to energy-aware wireless 
communications and sensor net-
working.

Ivan Stojmenovic, University of 
Ottawa, for contributions to data 
communication algorithms and 
protocols for wireless sensor and 
ad hoc networks.

T
Sergios Theodoridis, University of 

Athens, for contributions to the 
design of adaptive signal process-
ing systems.

Anand Tripathi, University of Min-
nesota, for contributions to 
distributed system software 
architectures and programming 
frameworks

U
Lalita Udpa, Michigan State Univer-

sity, for contributions to devel-
opment of forward and inverse 
electromagnetic nondestructive 
evaluation methodologies.

V
Paulo Verissimo, University of Lis-

bon, for contributions to depend-
able and secure distributed com-
puting.

W
Laung-Terng Wang, SynTest Tech-

nologies, for leadership in practi-
cal design for test of integrated 
circuits.

Jacob White, Massachusetts Institute 
of Technology, for contributions 
to simulation tools for RF cir-
cuits, electrical interconnects, and 
micromachined devices.

Ja-Ling Wu, National Taiwan Uni-
versity, for contributions to image 
and video analysis, coding, digital 
watermarking, and rights man-
agement.

Y
Rajendra Yavatkar, Intel, for contri-

butions to network protocols and 
multiprocessor systems-on-a-chip 
for wire-speed packet processing.

Hoi-Jun Yoo, Korea Advanced Insti-
tute of Science and Technology, 
for contributions to low-power 
and high-speed VLSI design.

Z
Alexander Zelinsky, Commonwealth 

Scientific Industrial Research 
Organization, for contributions 
to vision-based robotics.

F or more information on IEEE 
Fellows, see the related story 
on IEEE Fellow nominations 

in this issue of Computer, or visit 
www.ieee.org/fellows. 

Join the IEEE Computer Society
www.computer.org
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Obituary: James P. Anderson Jr.

On 18 November 2007, noted computer pioneer
James P. Anderson, Jr., 77, died at his home in Pennsyl-
vania. Anderson first introduced the notion of intru-
sion detection in 1980 with his seminal paper, “Com-
puter Security Threat Monitoring and Surveillance”
(US Air Force, 1972). Widely known as “The Anderson
Report,” that paper defined the research agenda in
information security for well over a decade.

After graduating from Pennsylvania State University
with a degree in meteorology, Anderson served in the
US Navy as a gunnery officer and as a radio officer.
Later, he worked at Univac under noted computer pio-
neer John Mauchly. Anderson subsequently joined Bur-
roughs, where he explored issues of compilation, paral-

lel computing, and computer security. At Burroughs, he
received a patent for one of the earliest multiprocessor
systems, the D-825. From the late 1960s until 2007,
Anderson maintained an independent consulting firm.

In 1968, he served on the Defense Science Board Task
Force on Computer Security, which produced the “Ware
Report,” defining the technical challenges of computer
security. In 1990, Anderson received the prestigious
NIST/NCSC National Computer Systems Security Award.
He also figured prominently in the development of more
than 200 other seminal standards, policies, and reports
including Blacker and the Trusted Computer System
Evaluation Criteria or “Orange Book” (US National
Security Agency, 1983.)

IEEE/ACM TCBB Seeks 
Editor in Chief for 2009-2010 Term

T he IEEE Computer Society seeks applicants for the 
position of editor in chief of IEEE/ACM Transac-
tions on Computational Biology and Bioinformat-

ics for a two-year term starting 1 January 2009.

REQUIREMENTS AND QUALIFICATIONS
Candidates for any Computer Society editor in chief 

position should possess a good understanding of indus-
try, academic, and government aspects of the specific 
publication’s field. In addition, candidates must demon-
strate the managerial skills necessary to process manu-
scripts through the editorial cycle in a timely fashion. 
An editor in chief must be able to attract respected 
experts to his or her editorial board.

Applicants, with clear employer support, must possess rec-
ognized expertise in the computer science and engineering 
community, have editorial experience, and be able to work 
effectively with technical and publishing professionals.

CANDIDATE SEARCH
Prospective candidates are asked to provide, by 15 

March, a complete curriculum vitae, a brief plan for the 
publication’s future, and a letter of support from their insti-
tution or employer. Materials should be sent as PDF files to 
staff liaison Alicia Stickley at astickley@computer.org.

NEW TRANSACTIONS EDITORS IN CHIEF
Two other IEEE Computer Society transactions have 

editors in chief who are beginning an initial two-year 
term in 2008.

Wolfgang Nejdl, of the University of Hannover, 
now directs the recently launched IEEE Transac-
tions on Learning Technologies. Mani Srivastava, of 
the University of California, Los Angeles, now heads 
IEEE Transactions on Mobile Computing. 
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IEEE Fellow Nominations Due 1 March
André Ivanov, Chair, 2008 Computer Society Fellows Committee

T he IEEE and its member societies cooperate each 
year to select a small group of outstanding profes-
sionals for recognition as IEEE Fellows. A senior 

IEEE member who has achieved distinction in his or 
her field can be named an IEEE Fellow only after being 
nominated for the honor. All such nominations undergo 
rigorous review before the IEEE Board of Governors 
votes to bestow the prestigious rank of Fellow.

For information regarding nominating a candidate for 
IEEE Fellow recognition, visit www.ieee.org/fellows. 
The Electronic Fellow Nomination Process is detailed 
at www.ieee.org/web/membership/fellows/index.html.

The deadline for Fellow nominations is 1 March. In 
the event that the online nomination process is unsuit-
able, paper nomination materials can be obtained from 
the IEEE Fellow Committee, 445 Hoes Lane, PO Box 
1331, Piscataway, NJ 08855-1331; voice +1 732 562 
3840; fax +1 732 981 9019. Hard copies can also be 
obtained by request from fellow-kit@ieee.org. Nomina-
tors may not submit the forms via fax or email.

Nominees
A nominee must be a senior member at the time of nomi-

nation and must have been an IEEE member at any level 
for the previous five years. This includes exchange, student, 
associate, senior, honorary, and life membership levels. It 
excludes affiliates, however, because this category does not 
comprise IEEE members. The five-year requirement must 
be satisfied at the date of election, 1 January 2009; thus, a 
nominee must have been a member at any level continuously 
since 31 December 2003. The five-year membership require-
ment may be waived in the case of nominees in Regions 8, 9, 
and 10. Fellows are never named posthumously.

Nominators
A nominator need not be an IEEE member. However, 

nominators cannot be IEEE staff or members of the 
IEEE Board of Directors, the Fellows Committee, the 
technical society, or council evaluation committee.

Preparing a nomination
Essential to a successful nomination is a concise 

account of a nominee’s accomplishments, with empha-
sis on the most significant contribution. The nominator 
should identify the IEEE society or council that can best 
evaluate the nominee’s work and must send the nomina-
tion form to the point of contact for that group. 

Careful preparation is important. Endorsements from 
IEEE entities such as sections, chapters, and committees, 
and from non-IEEE entities and non-IEEE individuals 
are optional but might be useful when these entities or 

individuals are in the best position to provide credible 
statements.

References
The nominator should select referrers who are famil-

iar with the nominee’s contributions and can provide 
insights into these achievements. For nominees in the 
US and Canada, references must be from IEEE Fellows; 
outside the US and Canada, senior members can pro-
vide references if necessary. References cannot come 
from IEEE staff or from members of the IEEE Board of 
Directors, the Fellows Committee, a technical society, 
or a council evaluation committee. While a minimum 
of five references are needed, it is strongly recommended 
that the maximum of eight be sought.

Evaluation of nominees
In evaluating nominations, the IEEE Fellow Commit-

tee considers the following criteria:

individual contributions as a research engineer or 
scientist, application engineer or practitioner, tech-
nical leader, or educator;
technical evaluation by an IEEE society or council;
tangible and verifiable evidence of technical accom-
plishment, such as technical publications, patents, 
reports, published product descriptions or services, 
as listed on the nomination form;
confidential opinions of referrers who can attest to 
the nominee’s work;
IEEE and non-IEEE professional activities, includ-
ing awards, services, and offices held, committee 
memberships, and the like; and
total years in the profession.

Resubmission of nominations
Typically, less than half of the nominations each year 

are successful. Therefore, even highly qualified individuals 
might not succeed the first time. Because reconsideration 
of a nominee is not automatic, nominators are encouraged 
to update and resubmit nominations for unsuccessful 
candidates. To resubmit these materials, ensure that the 
nomination forms are current. The deadline for resubmis-
sion is the same as for new nominations.

Nomination deadline
The IEEE Fellow Committee must receive 2008 nomina-

tion forms by 1 March. The staff secretary, Pamela Kemper 
(pkemper@computer.org), must also receive at least five 
Fellow-grade reference letters directly from the referrers 
by that date. The deadline will be strictly enforced. 

•

•
•

•

•

•
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Computer Society Board Announces 2008 Meetings 
and Election Schedule

The IEEE Computer Society has released its official
2008 administrative schedule. Highlights include
the annual Board of Governors administrative meet-
ing series that serves as a fixed point around which
many other deadlines are scheduled. In a move to
control costs, Computer Society administrative meet-
ings have been scaled back from three weeks to one
week during the year. The balance of administrative
deliberations throughout the year will take place via
teleconference.

The 2008 calendar includes significant dates in the
2008 election and governance cycle. The 6 October
election will name the 2009 first and second vice
presidents; the 2009 president-elect, who will serve
as president in 2010; and seven members of the Board
of Governors, who serve three-year terms. Officers
selected in the 2008 elections begin their terms on 1
January 2009.

Nominations
The Nominations Committee must receive recom-

mendations for candidates in this year’s election
no later than 4 April. Recommendations must be
accompanied by the nominee’s biographical infor-
mation, which should include facts about past and
present participation in Society activities. Nomination
materials should be sent to Michael Williams, Nomina-
tions Committee Chair, IEEE Computer Society, 1730
Massachusetts Ave. NW, Washington, DC 20036-
1992; voice +1 202 371 0101; fax +1 202 296 6896;
m.williams@computer.org.

2008 Schedule
Member participation and volunteer involvement

are welcomed throughout the year. The following
calendar lists dates of note for both Computer
Society and IEEE election materials in 2008.

8 February: Board of Governors teleconference
4 April: Recommendations from membership for

•
•

board/officer nominees due to Nominations
Committee
18 April: Nominations Committee slate of officer
and board candidates due to Board of Governors
6 May: Last day for board/officer petition candi-
dates to be submitted to Board secretary
12-16 May: First Board of Governors meeting,
Rio Hotel, Las Vegas
16 May: Periodical page budgets, prices, and
board/officer candidates approved at Board of
Governors meeting, Rio Hotel, Las Vegas
13 June: Last day for 2009 IEEE Division V Del-
egate/Director-Elect petition candidates to be
submitted to IEEE
27 June: Board-selected candidate statements,
biographies, and pictures due in the Publications
Office
July: Board-approved slate and call for petition
candidates published in Computer
31 July: Last day for members to submit board/
officer petition candidates (with statements,
biographies, and pictures)
August: Schedule and call for 2010 IEEE Division
VIII Delegate-Director-Elect recommendations to
Nominations Committee
4 August: Executive Committee teleconference
5 August: Board of Governors teleconference
5 August: Ballots mailed
September: Candidate statements/biographies
published in Computer
6 October: Ballots returned and tabulated
21 October: Nominations Committee makes
recommendations to Board of Governors for 2010
IEEE Division VIII Delegate-Director-Elect
17-18 November: Second Board of Governors
meeting, Hyatt Regency, New Brunswick, New Jersey
18 November: 2010 IEEE Division VIII Delegate/
Director-Elect slate approved at Board of Gover-
nors meeting
December: Election results published in Computer

•

•

•

•

•

•

•

•

•

•
•
•
•

•
•

•

•

•

w w w . c o m p u t e r . o r g / j o i n / g r a d e s . h t m

G IVE  YOUR  CAREER  A  BOOST     UPGRADE  YOUR  MEMBERSH IP

Advancing in the IEEE Computer Society can elevate your standing in the profession.

Application to Senior-grade membership recognizes ten years or more of professional expertise

Nomination to Fellow-grade membership recognizes exemplary accomplishments in computer engineering

REACH HIGHER
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CALLS FOR ARTICLES FOR 
IEEE CS PUBLICATIONS

IEEE Intelligent Systems seeks articles for a Septem-
ber 2008 special issue on natural-language processing 
and the Web. Articles should focus on innovative uses 
of the Web as a large-scale, distributed, hyperlinked, 
and multilingual corpus and on building state-of-the-art 
natural-language interfaces to search engines.

Submissions are due by 5 March. Visit www.computer.
org/intelligent to view the complete call for papers.

IEEE Pervasive Computing seeks articles for a 
December 2008 issue on environmental sustainabil-
ity. The creation, use, and disposal of large quantities 
of pervasive technologies such as sensors and mobile 
devices have strong implications for resource consump-
tion and waste production. Submissions should address 
design for technology reuse, repurposing, or lifetime 
extension; sensor network applications that support the 
efficient use or protection of natural resources; novel 
systems, devices, or interfaces that support stewardship 
of the natural environment; and resource-efficient sys-
tem design, among other topics.

Articles are due by 23 June. Visit www.computer.org/
pervasive to view detailed author instructions and the 
complete call for papers.

CALLS FOR PAPERS

ICWS 2008, IEEE Conf. on Web Services, 23-26 Sept.,
Beijing; Submissions due 7 Apr.; http://conferences.
computer.org/icws/2008/call-for-papers.html

Music And Multimedia 2008, The Use of Symbols 
to Represent Music and Multimedia Objects, 8 Oct.,
Lugano, Switzerland; Submissions due 31 May; http://
conferences.computer.org/icws/2008/call-for-papers.
html

WI-IAT 2008, IEEE/WIC/ACM Int’l Conf. on Web 
Intelligence & IEEE/WIC/ACM Int’l Conf. on Intelli-
gent Agent Technology, 9-12 Dec., Sydney; Submissions 
due 10 July; http://datamining.it.uts.edu.au/wi08/html/
wi/?index=cfp

CALENDAR
FEBRUARY 2008

18-21 Feb: WICSA 2008, Working IEEE/IFIP Conf. on Soft-
ware Architecture, Vancouver, Canada; www.wicsa.net

MARCH 2008

3-7 Mar: SimuTools 2008, 1st Int’l Conf. on Simulation 
Tools and Techniques for Communications, Networks, 
and Systems, Vancouver, Canada; www.simutools.org

8-12 Mar: VR 2008, IEEE Virtual Reality, Reno, 
Nevada; http://conferences.computer.org/vr/2008

24-26 Mar: SSIAI 2008, IEEE Southwest Symp. on 
Image Analysis and Interpretation, Santa Fe, New 
Mexico; www.ssiai.org

25-28 Mar: AINA 2008, 22nd IEEE Int’l Conf. on 
Advanced Information Networking and Applications, 
Okinawa, Japan; www.aina-conference.org/2008

25-28 Mar: SOCNE 2008, 3rd IEEE Workshop on Ser-
vice-Oriented Architectures in Converging Networked 
Environments (with AINA), Okinawa, Japan; www.c-
lab.de/RLS/SOCNE08

31 Mar. - 4 Apr.: ECBS 2008, 15th IEEE Int’l Conf. 
on Eng. of Computer-Based Systems, Belfast, Northern 
Ireland; www.compeng.ulster.ac.uk/events/ecbs2008

APRIL 2008

7-12 Apr: ICDE 2008, 24th IEEE Int’l Conf. on Data 
Eng., Cancun, Mexico; www.icde2008.org

8-12 Apr: MCN 2008, 2nd IEEE Workshop on Mis-
sion-Critical Networking (with InfoCom), Phoenix; 
www.criticalnet.org

14 Apr: HiCOMB 2008, 7th IEEE Int’l Workshop 
on High-Performance Computational Biology (with 
IPDPS), Miami; www.hicomb.org

14-15 Apr: RAW 2008, 15th Reconfigurable Architec-
tures Workshop (with IPDPS), Miami; www.ece.lsu.
edu/vaidy/raw

14-17 Apr: CSEET 2008, 21st IEEE Conf. on Software 
Eng. Education and Training, Charleston, South Caro-
lina; www.csc2.ncsu.edu/conferences/cseet

14-18 Apr: IPDPS 2008, 22nd IEEE Int’l Parallel and 
Distributed Processing Symp., Miami; www.ipdps.org

Submission Instructions
The Call and Calendar section lists conferences,

symposia, and workshops that the IEEE Computer
Society sponsors or cooperates in presenting.

Visit www.computer.org/conferences for instruc-
tions on how to submit conference or call listings as
well as a more complete listing of upcoming com-
puter-related conferences.
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15-17 Apr: InfoCom 2008, 27th IEEE Conf. on Com-
puter Communications, Phoenix; www.ieee-infocom.
org

18 Apr: Hot-P2P 2008, 5th Int’l Workshop on Hot Top-
ics in Peer-to-Peer Systems (with IPDPS), Miami; www.
disi.unige.it/hotp2p/2008/index.php

18 Apr: PCGrid 2008, 2nd Workshop on Desktop Grids 
and Volunteer Computing Systems (with IPDPS), Miami; 
http://pcgrid.lri.fr

18 Apr: RoSOC-M 2008, Int’l Workshop on the Role 
of Services, Ontologies, and Context in Mobile Envi-
ronments (with MDM), Beijing; http://events.deri.at/
RoSOC-M

18 Apr: SSN 2008, 4th Int’l Workshop on Security in 
Systems and Networks (with IPDPS), Miami; www.cse.
buffalo.edu/~fwu2/ssn08

27-30 Apr: MDM 2008, 9th Int’l Conf. on Mobile 
Data Management, Beijing; http://idke.ruc.edu.cn/
mdm2008

MAY 2008

4-8 May: VLSI 2008, 28th IEEE VLSI Test Symp., San 
Diego; www.tttc-vts.org

5-7 May: ISORC 2008, 11th IEEE Int’l Symp. on 
Object/Component/Service-Oriented Real-Time Dis-
tributed Computing, Orlando, Florida; http://ise.gmu.
edu/isorc08

7-9 May: EDCC 2008, 7th European Dependable 
Computing Conf., Kaunas, Lithuania; http://edcc.
dependability.org

10-18 May: ICSE 2008, 30th Int’l Conference on Soft-
ware Eng., Leipzig, Germany; http://icse08.upb.de

12-13 May: HST 2008, 8th IEEE Int’l Conf. on Technol-
ogies for Homeland Security, Waltham, Massachusetts; 
www.ieeehomelandsecurityconference.org

14-16 May: ICIS 2008, 7th IEEE Int’l Conf. on Com-
puter and Information Science, Portland, Oregon; http://
acis.cps.cmich.edu:8080/ICIS2008

19-22 May: CCGrid 2008, 8th IEEE Int’l Symp. on 
Cluster Computing and the Grid, Lyon, France; http://
ccgrid2008.ens-lyon.fr

22-24 May: ISMVL 2008, 38th Int’l Symp. on Multiple-
Valued Logic, Dallas; http://engr.smu.edu/ismvl08

24 May: ULSI 2008, 17th Int’l Workshop on Post-
Binary ULSI Systems (with ISMVL), Dallas; http://engr.
smu.edu/ismvl08

25-28 May: GPC 2008, 3rd Int’l Conf. on Grid and Per-
vasive Computing, Kunming, China; http://grid.hust.
edu.cn/gpc2008

25-28 May: WaGe 2008, 3rd Int’l Workshop on Work-
flow Management and Applications in Grid Environ-
ments (with GPC), Kunming, China; www.swinflow.
org/confs/WaGe08/WaGe08.htm

25-28 May: WMCS 2008, 4th Int’l Workshop on Mobile 
Commerce and Services (with GPC), Kunming, China; 
www.engr.sjsu.edu/wmcs

Events in 2008
MARCH

3-7  . . . . . . . . . . . . . . . . . . . . SimuTools 2008
8-12  . . . . . . . . . . . . . . . . . . . . . . . . . VR 2008
24-26  . . . . . . . . . . . . . . . . . . . . . . SSIAI 2008
25-28  . . . . . . . . . . . . . . . . . . . . . . AINA 2008
25-28  . . . . . . . . . . . . . . . . . . . . SOCNE 2008
31 Mar-4 Apr  . . . . . . . . . . . . . . . . ECBS 2008

APRIL 
7-12  . . . . . . . . . . . . . . . . . . . . . . . ICDE 2008
8-12  . . . . . . . . . . . . . . . . . . . . . . .MCN 2008
14  . . . . . . . . . . . . . . . . . . . . . . HiCOMB 2008
14-15  . . . . . . . . . . . . . . . . . . . . . . RAW 2008
14-17  . . . . . . . . . . . . . . . . . . . . . CSEET 2008
14-18  . . . . . . . . . . . . . . . . . . . . . IPDPS 2008
15-17  . . . . . . . . . . . . . . . . . . . InfoCom 2008
18 . . . . . . . . . . . . . . . . . . . . . . .Hot-P2P 2008
18 . . . . . . . . . . . . . . . . . . . . . . . PCGrid 2008
18 . . . . . . . . . . . . . . . . . . . . . RoSOC-M 2008
18 . . . . . . . . . . . . . . . . . . . . . . . . . . SSN 2008
27-30  . . . . . . . . . . . . . . . . . . . . . MDM 2008

MAY
4-8  . . . . . . . . . . . . . . . . . . . . . . . . .VLSI 2008
5-7  . . . . . . . . . . . . . . . . . . . . . . . ISORC 2008
7-9  . . . . . . . . . . . . . . . . . . . . . . . EDCC 2008
10-18  . . . . . . . . . . . . . . . . . . . . . . ICSE 2008
12-13  . . . . . . . . . . . . . . . . . . . . . . . HST 2008
14-16  . . . . . . . . . . . . . . . . . . . . . . . ICIS 2008
19-22  . . . . . . . . . . . . . . . . . . . . CCGrid 2008
22-24  . . . . . . . . . . . . . . . . . . . . . ISMVL 2008
24  . . . . . . . . . . . . . . . . . . . . . . . . ULSI 2008
25-28  . . . . . . . . . . . . . . . . . . . . . . GPC 2008
25-28  . . . . . . . . . . . . . . . . . . . . . WaGe 2008
25-28  . . . . . . . . . . . . . . . . . . . . .WMCS 2008
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JUNE 2008

4-6 June: SMI 2008, IEEE Int’l Conf. on Shape Model-
ing and Applications, Stony Brook, New York; www.
cs.sunysb.edu/smi08

10-13 June: ICPC 2008, 16th IEEE Int’l Conf. on Pro-
gram Comprehension, Amsterdam; www.cs.vu.nl/
icpc2008

11-13 June: SIES 2008, IEEE 3rd Symp. on Industrial 
Embedded Systems, La Grande Motte, France; http://
www.lirmm.fr/SIES2008

11-13 June: SUTC 2008, IEEE Int’l Conf. on Sensor 
Networks, Ubiquitous, and Trustworthy Computing,
Taichung, Taiwan; http://sutc2008.csie.ncu.edu.tw

23-25 June: CSF 2008, 21st IEEE Computer Security 
Foundations Symp. (with LICS), Pittsburgh; www.cylab.
cmu.edu/CSF2008

23-25 June: WETICE 2008, 17th IEEE Int’l Workshop 
on Enabling Technologies: Infrastructures for Col-
laborative Enterprises, Rome; www.sel.uniroma2.it/
wetice08/venue.htm

23-26 June: ICITA 2008, 5th Int’l Conf. on Information 
Technology and Applications, Cairns, Australia; www.
icita.org

24-27 June: LICS 2008, IEEE Symp. on Logic in Com-
puter Science, Pittsburgh; www2.informatik.hu-berlin.
de/lics/lics08

JULY 2008

8-11 July: Services 2008, IEEE Congress on Ser-
vices, Hawai’i;; http://conferences.computer.org/
services/2008

8-11 July: CIT 2008, IEEE Int’l Conf. on Computer and 
Information Technology, Sydney; http://attend.it.uts.
edu.au/cit2008

8-11 July: SCC 2008, IEEE Int’l Conf. on Services Com-
puting, Honolulu, Hawai’i; http://conferences.computer.
org/scc/2008

11-12 July: NCA 2008, 7th IEEE Int’l Symp. on Net-
work Computing and Applications, Cambridge, Mas-
sachusetts; www.ieee-nca.org

28 July–1 Aug: SAINT 2008, IEEE/IPSJ Symp. on 
Applications and the Internet, Turku, Finland; www.
saintconference.org

AUGUST 2008

4-7 Aug: ICSC 2008, 2nd IEEE Int’l Conf. on Semantic 
Computing, Santa Clara, California; http://icsc.eecs.uci.
edu

SEPTEMBER 2008

1-3 Sept: AVSS 2008, 5th IEEE Int’l Conf. on Advanced 
Video and Signal-Based Surveillance, Santa Fe, New 
Mexico; www.cpl.uh.edu/avss2008

23-26 Sept: ICWS 2008, IEEE Int’l Conf. on Web 
Services, Beijing; http://conferences.computer.org/
icws/2008

OCTOBER 2008

8 Oct: Music and Multimedia 2008, The Use of Symbols 
to Represent Music and Multimedia Objects, Lugano, 
Switzerland; www.cm.supsi.ch

22-24 Oct: ICEBE 2008, IEEE Int’l Conf. on e-Busi-
ness Eng., Xi’an, China; http://conferences.computer.
org/icebe

CCGrid 2008
Grid computing started as a generalization of clus-

ter computing, promising to deliver large-scale levels
of parallelism to high-performance applications by
crossing administrative boundaries. Today, the use
of computational and data resources in high-perfor-
mance applications, undertaken over grid infrastruc-
ture, has become a reality.

The IEEE International Symposium on Cluster
Computing and the Grid provides researchers and
practitioners with an opportunity to share their
research and experience in cluster and grid tech-
nology. Topics to be addressed at the conference
include grid architectures and systems, service com-
position and orchestration, middleware for clusters
and grids, scheduling and load balancing, and paral-
lel and wide-area file systems.

CCGrid 2008, which takes place in Lyon, France
from 19-22 May, attracts top computer engineers
and scientists from around the world.

The four-day program includes contributed
papers, tutorials, a poster exhibition, and a doctoral
symposium, complemented by workshops held
throughout the week.

For further details, visit the CCGrid website at
http://ccgrid2008.ens-lyon.fr.
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A Product-
Focused Approach 
to Software 
Certification
Tom Maibaum and Alan Wassyng
McMaster University

H
istory tells us that self-
regulation of critical 
products doesn’t work—
certification by oversee-
ing bodies is necessary. 

As software invades more areas of 
everyday life, certification of systems 
containing software is increasingly 
important for governments, industry, 
and consumers alike. Even if an orga-
nization isn’t worried about safety, it 
must consider the consequences of 
using mission-critical software that 
isn’t certified or qualified as fit for 
purposes. The US Sarbanes-Oxley 
Act of 2002, for example, imposes 
stringent requirements on compa-
nies’ financial IT systems.

Many standards bodies and licens-
ing authorities describe attributes of 
processes by which software should be 
developed to meet certain standards or 
certification criteria. However, a good 
process on its own doesn’t necessarily 
result in high-quality software.

Standards and certification pro-
cesses should be primarily product-

focused rather than process-based to 
raise the certainty in evaluation of 
software reliability. Evaluations should 
be based on direct evidence about the 
product’s attributes, not circumstan-
tial evidence about the process.

MISSING THE POINT
Licensing organizations currently 

aim to establish a common under-
standing between software produc-
ers and certifiers. For example, the 
US Food and Drug Administration 
has published several guidance doc-
uments concerning the validation of 
medical software. However, such rec-
ommendations aren’t explicit or pre-
cise. For example, the FDA doesn’t 
adequately specify the

objects subject to assessment, 
measurable attributes that char-
acterize these objects, or 
criteria on which the FDA staff 
will base its decision to approve 
or reject the medical software 
and, thus, the measurement pro-

•
•

•

cedures to ascertain the values 
of the relevant attributes of the 
objects being assessed. 

Instead, the FDA’s approach 
focuses on the characteristics of a 
development process that is likely 
to produce satisfactory software. It 
shares this approach with most cer-
tification authorities’ requirements 
as well as those of standards based 
on maturity, such as the Capability 
Maturity Model (CMM). 

Although this focus on process 
has had an important and positive 
effect on software development, it 
misses the point of certification—
namely, to ascertain whether the 
product for which a certificate is 
being sought has appropriate char-
acteristics. 

A MEASUREMENT-BASED 
ACTIVITY

Certification should assess a prod-
uct in terms of measurable attributes 
using an agreed-upon objective 
function, combining these measures 
as a basis for decision making. This 
function is itself subjectively defined, 
but once specified—by, for example, 
a certifying authority (CA), govern-
ment regulatory body, or company 
procuring the software for itself—
its use is objective, repeatable, and, 
perhaps most importantly for the 
economic well-being of all parties 
concerned, predictable. 

Using a process likely to deliver a 
sound product (for example, CMM 
level 5) offers no guarantee that it 
will not deliver a faulty product that 
could cause an avoidable disaster. A 
process simply can’t provide the kind 
of assurance required for certification 
if it doesn’t relate directly to relevant 
qualities of the product being certi-
fied. Even if the process provides cor-
rectness by construction, this doesn’t 
ensure the product’s acceptability. 
For example, the specification on 
which the correctness assertion is 
based might be flawed. 

Process-oriented standards and 
certification criteria alone will 
never prove to be satisfactory ways 

Process alone is insufficient 

to guarantee necessary product 

attributes for certification.
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of guaranteeing software properties 
and providing a basis for licensing. 
What’s needed is a scientific—that 
is, evidence-based—and product-
focused approach to certification.

FAKING IT
Process-based certif ication 

imposes many procedures designed 
exclusively to manage the process’s 
imperfections. For example, the FDA 
recommends developing and imple-
menting a configuration-manage-
ment plan for medical software. But 
what does configuration manage-
ment have to do with the product’s 
properties? Similar observations can 
be made about bug-reporting and 
bug-fixing mechanisms. 

David Parnas and Paul Clem-
ents argued that, while the actual 
instances of a development process 
are likely to be imperfect, it’s never-
theless useful for the manufacturer 
to develop documentation that fakes 
the ideal execution of the project, 
eliminating backtracking, fixes, 
workarounds, and so on (“A Ratio-
nal Design Process: How and Why 
to Fake It,” IEEE Trans. Software 
Eng., Feb. 1986, pp. 251-257).

Intermediate products are needed 
as part of the evidence being assessed 
for certification of the final prod-
uct—for example, a requirements 
specification, a design specification, 
a document describing validation of 
the design against the requirements, 
documents relating to testing, and 
documents proving correctness. 
These various products can be orga-
nized in terms of an idealized devel-
opment process, such as a simplified 
waterfall model, in which every stage 
must be completed before moving on 
to the next. 

Whatever actual process it follows, 
the onus is on the organization seek-
ing certification for its product to map 
evidence onto the idealized process. 
Thus, the CA can measure both the 
actual product and associated prod-
ucts. The CA shouldn’t mandate any 
particular development process or the 
necessity of having, say, a configura-
tion-management plan. 

Software manufacturers can 
define their own internal process as 
long as they can effectively map their 
products onto the ones that the much 
simpler, faked process requires. They 
can then manage their own internal 
process without having to undertake 
the difficult, time-consuming job of 
“proving” conformance to a man-
dated process.

Of course, the CA must decide 
what evidence is required and design 
the idealized process to deliver this 
evidence. Striking the fine balance 
between the level of detail in the ide-
alized process and the weight of evi-

dence necessary to make the certifi-
cation decision is probably the most 
difficult job the CA has to perform. 

An example of this idea in action is 
the process model used to redevelop 
the safety system of the Darlington 
Nuclear Generating Station on Lake 
Ontario in Canada. Figure 1 shows a 
simplified version of the actual pro-
cess, which the certifiers approved 
but didn’t mandate. 

MEASUREMENT FRAMEWORK
Many models attempt to capture 

an existing or yet-to-be-built process 
and its associated products, which can 
be technical or administrative or both 
(M. Myers and A. Kaposi, A First Sys-
tems Book: Technology and Manage-
ment, 2nd ed., Imperial College Press, 
2004). A process constitutes behavior 
that occurs over time, while a product 
is an instantaneous entity; both have 
measurable attributes.  

Processes and products
Norman Fenton and Shari Pfleeger 

defined processes, in the context of 
software engineering, as “collec-
tions of software-related activities” 
(Software Metrics: A Rigorous and 

Practical Approach, 2nd ed., PWS 
Publishing Co., 1998). They used the 
term “internal process attributes” to 
describe those attributes that can be 
measured directly by examining the 
process definition on its own. We 
refer to these attributes as static. A 
software certifier should, after iden-
tifying these attributes, evaluate the 
procedures used to measure each of 
them. The evaluation can occur at 
predefined times or continue over a 
time interval.

In contrast, dynamic attributes 
such as quality and stability can only 
be measured with regard to the way 
the process relates to its environ-
ment—that is, the process behavior 
rather than the process definition is 
the focus of the measurement activity. 
The values of these attributes, which 
can depend on some values of static 
process attributes, aren’t meaningful 
outside their operating environment. 

Fenton and Pfleeger defined prod-
ucts as “any artifacts, deliverables or 
documents that result from a process 
activity.” Examples include software 
requirements specifications, soft-
ware design specifications, source 
code, or any other outcomes of the 
development process. Products are 
atemporal in that their attributes 
can be measured at any time instant, 
though the measured values might 
differ from one instant to another. 

The same notion of static and 
dynamic attributes applies to prod-
ucts. The software’s version num-
ber is a static attribute related to the 
product itself, whereas reliability is a 
dynamic attribute related to the way 
the product behaves in its operating 
environment.

Specifying product attributes
To facilitate the formal evaluation 

of software products for validation 
or certification, their attributes must 
be specified. This involves defining a 
measurement  

scale for the attribute—that is, 
its type; and 
procedure for ascertaining the 
specific value in the type. 

•

•

The onus is on the organization 
seeking certification for 

its product to map evidence 
onto the idealized process. 
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An acceptability criterion for 
each attribute must also be estab-
lished that defines the acceptable 
values from the evaluation’s point 
of view. Often it’s not the value of 
a specific attribute that determines 
product acceptability but the result 
of some objective function applied 
to some or all of the product’s attri-
bute measures.  

Tools used in software production 
must also be evaluated. These are 
considered entities with attributes, 
exactly like products, and thus their 
attributes must be specified and 
measured. 

The FDA’s guidelines for medical 
software validation lack such objec-
tive criteria. Because the FDA doesn’t 
explicitly define what processes or 
products are to be measured, soft-
ware developers and FDA evaluators 
have no deep, common understand-
ing about what evidence to inspect, 
what attributes to measure, and 
what values are acceptable. 

The Common Criteria (CC) for 
Information Technology Security 
Evaluation attempts to identify 
products of development processes 
and determine what the evaluator 
must do, though it still lacks ade-
quate specificity. Interestingly, the 
CC classifies certification into dif-
ferent levels that reflect security fea-
tures’ criticality to the organization. 
The top-most levels require formal 
specification and verification prod-
ucts. For each level, various kinds of 
evidence are required to satisfy the 
CA—a common feature in regula-
tory environments.

R egulations designed to pro-
duce reliable software gen-
erally rely on process-based 

approaches, but there’s little evidence 
that particular processes produce 
software with the quality required 
for critical applications. Without a 
fundamental understanding of the 
relationship between software attri-
butes and quality, process-oriented 
approaches will remain hit-and-miss 
aids. However, if we develop this 

understanding, we can build audit 
processes to support predictable, 
objective, product-focused certifica-
tion methods.

During the past year, McMas-
ter University’s Software Quality 
Research Laboratory started an 
initiative on software certification 
under the aegis of the Software 
Certification Consortium, which 
includes North American representa-
tives of academia, industry, national 
agencies interested in software, and 
regulators. The SCC is identifying 
research-oriented activities that will 
facilitate and promote product-ori-
ented, evidence-based approaches 
to certification. It is also providing 
Grand Challenge problems as test-
beds for both engineering methods 
and potential certification regimes. 

The first of these is the Pacemaker 
Formal Methods Challenge (www.
cas.mcmaster.ca/sqrl/pacemaker.
htm). Boston Scientific has made 
public a typical requirements speci-
fication for a pacemaker manufac-
tured 10 years ago. This application 
is of a size and complexity not seen 

in past grand challenge problems and 
provides a unique opportunity to 
apply a product-oriented, evidence-
based certification evaluation. The 
SCC will soon add analogous chal-
lenges in other domains. 

Tom Maibaum is a professor and 
holds the Canada Research Chair in 
the Foundations of Software Engi-
neering in the Department of Com-
puting and Software at McMaster 
University, Hamilton, Ontario, Can-
ada. Contact him at tom@maibaum.
org.

Alan Wassyng is an associate profes-
sor in the Department of Computing 
and Software and acting director of 
the Software Quality Research Labo-
ratory at McMaster University. Con-
tact him at wassyng@mcmaster.ca.

Figure 1. Idealized version of the process used to redevelop the safety system of the 
Darlington Nuclear Generating Station. (Figure adapted from A. Wassyng and M. 
Lawford, “Software Tools for Safety-Critical Software Development,” Int’l J. Software 
Tools for Technology Transfer, vol. 8, nos. 4-5, 2006, p. 338.)
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Social 
Networking
Alfred C. Weaver and Benjamin B. Morrison
University of Virginia

S
ocial networking is a 
concept that has been 
around much longer 
than the Internet or even 
mass communication. 

People have always been social crea-
tures; our ability to work together in 
groups, creating value that is greater 
than the sum of its parts, is one of 
our greatest assets. 

At its bare essentials, a social 
network consists of three or more 
entities communicating and shar-
ing information. This could take the 
form of a research coalition, a Girl 
Scout troop, a church, a university, 
or any number of other socially con-
structed relationships.

Since the explosion of the Internet 
age, more than 1 billion people have 
become connected to the World Wide 
Web, creating seemingly limitless 
opportunities for communication 
and collaboration. In the context of 
today’s electronic media, social net-
working has come to mean individu-
als using the Internet and Web appli-
cations to communicate in previously 
impossible ways. This is largely the 
result of a culture-wide paradigm 
shift in the uses and possibilities of 
the Internet itself.

The current Web is a much differ-
ent entity than the Web of a decade 

ago. This new focus creates a riper 
breeding ground for social network-
ing and collaboration. In an abstract 
sense, social networking is about 
everyone. 

The model has changed from top-
down to bottom-up creation of infor-
mation and interaction, made pos-
sible by new Web applications that 
give power to users. While in the past 
there was a top-down paradigm of a 
few large media corporations creating 
content for the consumers to access, 
the production model has shifted so 
that individual users now create con-
tent that everyone can share. 

The social-networking trend is 
causing a major shift in the Inter-
net’s function and design. While we 
previously thought of the Internet 
as an information repository, the 
advent of social networks is turning 
it into a tool for connecting people. 
The mass adoption of social-net-
working websites of all shapes and 
sizes points to a larger movement, 
an evolution in human social inter-
action.

AGE DISTINCTION AMONG 
SOCIAL NETWORKING USERS

A social-networking site typically 
allows users to post their profiles 
and create personal networks for 

exchanging information with other 
users. According to a Pew Internet 
and American Life Project report 
(www.pewInternet.org/pdfs/PIP_
SNS_Data_Memo_Jan_2007.pdf), 
more than half of Americans aged 
12 to 17 use online social-network-
ing sites, 55 percent of teens have 
created a personal profile online, 
and 55 percent have used social-
networking sites such as Facebook 
or MySpace. Regardless of whether 
the information they exchange is 
serious or frivolous, the underlying 
Web technology is the same.  

The mass murder at Virginia 
Tech on 16 April 2007 provides 
a poignant lesson concerning the 
functions of social networking. As 
this tragic event unfolded during 
the early-morning hours, univer-
sity officials communicated via 
conventional police radios and 
telephones. As the scope of the 
tragedy became apparent, students 
and peers notified each other via 
e-mail. But students at other 
schools used Facebook to ascer-
tain the status of their friends 
attending Virginia Tech, aided by 
VT students annotating their per-
sonal pages with comments such 
as “I’m all right,” “I’m safe,” and 
“I’m coming home. See you soon.” 
This is a perfect example of using 
the Internet as a way of keeping 
updated with a network of friends, 
a function that the younger genera-
tion is readily adopting.

But will everyone adopt this con-
ceptualization of the Internet as a 
social platform? The ubiquity of 
social networking among college-
age individuals remains largely 
unappreciated by their parents’ 
demographic. This is a generational 
issue that will in turn affect how 
well the modern workplace accepts 
and adopts social-networking con-
cepts. Information sharing, collegi-
ality, quick group formation, and a 
sense of shared purpose and mission 
characterize the various Web-based 
social-networking applications that 
today’s young professionals com-
monly use.

The mass adoption of social-

networking websites points 

to an evolution in human 

social interaction.
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SOCIAL-NETWORKING 
SUCCESSES

A large or rapidly growing user 
population characterizes a successful 
social network. The most popular 
social networks grow their member-
ship through viral marketing—the 
natural human behavior that causes 
people to tell others about products 
or services that are particularly good 
or bad. The value proposition is that 
the user must see enough return 
on investment of some measure of 
involvement—for example, time, 
energy, or money—to continue using 
the service over a long time. Table 1 
lists some currently popular social-
networking websites.

The service provider must see suf-
ficient return on its investment—for 
example, staff, equipment, advertis-
ing, and website maintenance—to 
continue to provide a stable service 
to its users.

“Successful” is not necessarily syn-
onymous with “profitable.” While 
many social-network sites are (or at 
least hope to be) profitable, others, 
such as Wikipedia, the free online 
encyclopedia, are socially motivated, 
not-for-profit ventures. Wikipedia, 
funded entirely by donations, seeks 
to serve society by making the vast 
store of human knowledge available 
to everyone, for free, in the world’s 
most common languages.

CASE STUDIES
Different social networks empha-

size different aspects of human 
interaction. 

Four case studies show the range 
of socialization that can occur 
within social networks focused 
around the core purpose of connect-
ing people online. All four of these 
sites can be characterized as social 
networks. They each give tools that 
let users express themselves and 
interact with others in different 
ways, choosing to focus on different 
areas of social interaction. Although 
each site expresses sociality in a dif-
ferent way, they all are built around 
the core idea of connecting people 
and enabling them to interact.

MySpace 
MySpace (www.myspace.com) is 

a peer- and media-based social net-
work in which members can create 
their own miniature websites con-
taining pictures, profile informa-
tion such as age and interests, and 
media. MySpace allows users to 
embed media snippets such as music 
or video in their sites. They also can 
customize the look and feel of their 
MySpace websites by changing the 
webpage files. 

Initiated in 2003 in Los Angeles, 
MySpace was originally a music-
oriented site designed to help inde-
pendent musicians keep in touch 
with their fans. Bands can create 
MySpace pages and post samples of 
their music as well as tour dates and 
show locations. Thus, the concept 
of sharing media is at the core of 
MySpace, and the idea of sharing 
music naturally expanded to shar-
ing video. 

Now the largest online social net-
work, MySpace claims more than 217 
million registered users worldwide. 
It has expanded far beyond its initial 
focus on music to saturate the finan-
cially valuable 16-to-34 age group. 
The distribution of males and females 
is almost even (within 1 percent), and 
the site is also incredibly popular with 
younger teens and preteens.

MySpace differs from other social-
networking sites (such as Facebook) 
mainly in its informal social-net-
working contracts. To sign up, 
MySpace requires little more than an 
e-mail address. A MySpace member’s 
page has its own URL, and anyone 
can view the page. An Internet user 
doesn’t even need to be a MySpace 
member to browse the websites and 
view members’ pages. Few privacy 
settings are available to determine 
who can or can’t see pages. 

MySpace experienced explo-
sive growth due to its viral design 
of inviting friends to join and also 
because it encourages the practice of 
“friending” people the users don’t 
necessarily know well in real life so 
that they can share media.

MySpace also emphasizes that its 
members retain proprietary owner-
ship of the media they upload to the 
site. This helped reassure indepen-
dent bands and groups who were 
concerned that their material might 
be stolen, and instead lets members 
focus on connecting as many people 
to their “spaces” as possible.

While MySpace didn’t have first-
mover advantage—a similar site 

Table 1. Social networking websites.

Website URL Focus Registered users*

Broadcaster broadcaster.com Video sharing and webcam chat 26,000,000
Classmates classmates.com School, college, work, and military groups 40,000,000
Facebook facebook.com Upload photos, post videos, get news, tag friends 58,000,000
Flickr flickr.com Photo sharing 4,000,000
Fotolog fotolog.com 338 million photos from around the world 12,695,007
Friendster friendster.com Search for and connect with friends and classmates 50,000,000
MySpace myspace.com Videos, movies, IM, news, blogs, chat 217,000,000
Windows Live Spaces spaces.live.com Blogging 40,000,000

* The counts of registered users are taken from http://en.wikipedia.org/wiki/List_of_social_networking_websites.
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called Friendster was launched years 
before MySpace, but focused mainly 
on dating—it does allow users more 
control over things they deem impor-
tant, such as uploading their favorite 
media and customizing their web-
sites. Being flexible and responsive 
to members’ demands and desires 
has fueled the site’s growth.

Facebook 
Launched by a Harvard sopho-

more in February 2004, Facebook 
(www.facebook.com) was initially 
restricted to Harvard students. Over 
the next two years, it was expanded 
to include all universities, then high 
schools, and now to anyone age 13 
or older.

Facebook is a peer-relationship-
based social network that allows 
users to create personal profiles 
describing their real-world selves 
and then establish connections with 
other users. In addition to basics 
such as name, age, and school, pro-
files also include information such as 
favorite books, movies, quotes, and 
photos. Users can further customize 
their accounts by uploading other 
media such as images or movies, and 
interact with other users by com-
menting on their profiles or media.

Even though social networking 
is no longer a new phenomenon, 
Facebook has created innovations 
that have allowed it to keep its users 
interested. Facebook is a unique 
social network that views itself as 
a platform. This means that it has 
made extensive tools, documenta-
tion, and an application program-
ming interface available for third-
party developers to use in creating 
“applications” they can seamlessly 
embed into Facebook. Using server-
side software from other companies 
and partners, as well as from lone 
programmers sitting in their bed-
rooms, users can fill the profiles and 
pages they habitually use. Opening 
up both the front and back end of 
Facebook to others lets third-party 
developers create their own Web 
applications that utilize the Face-
book network.

As with any online business, 
Facebook experienced many grow-
ing pains, particularly with regard 
to privacy. Cases of school admin-
istrators and legal authorities using 
Facebook’s user-uploaded images as 
evidence of illegal behavior such as 
underage drinking have engendered 
controversy and have made users 
more aware of their responsibility 
with regard to their online presence. 
Facebook also has followed user 
feedback by implementing privacy 
settings that let users select what 
information will be available to cer-
tain parties online. 

As Facebook has learned, it’s 
important to recognize that while 
social networks are focused on con-
necting others, users must follow 
certain rules and etiquette for the 
interactions to be viewed as legiti-
mate. Otherwise, privacy is violated, 
making users feel uncomfortable and 
prompting them to leave the site.

Wikipedia 
Wikipedia (www.wikipedia.org) 

is a collaborative online encyclope-
dia project in which anyone can cre-
ate and edit the content displayed on 
the site. As Figure 1 shows, to date, 
Wikipedia hosts 9.25 million articles 
in 253 languages (2 million articles 
in English), edited by tens of thou-
sands of users every day. The ency-

clopedia is organized as a system of 
articles that are interconnected using 
hyperlinks, allowing readers to look 
up subject areas and then click links 
to explore related areas. The thou-
sands of volunteer users and editors 
create new topics and pages.

Owned by the Wikimedia Foun-
dation, a nonprofit organization 
seeking to develop and maintain 
open content that allows anyone to 
contribute, Wikipedia does not dis-
play advertisements on its pages and 
generates no revenue. It is supported 
through donations from both indi-
viduals and corporate sponsors (such 
as Yahoo!). Wikipedia’s founders 
view the site as a public service and 
have no interest in making a profit 
from it.

Wikipedia’s users organize the 
editing of the site behind the scenes. 
“Discussion” and “history” tabs 
allow users to look “under the 
hood” and see the work that goes 
into each article. Contributors dis-
cuss topics such as an article’s scope 
and the information’s reliability and 
bias. The editors discuss the best 
ways to adhere to Wikipedia’s poli-
cies of fairness and quality. Editors 
can view changes made to the article 
and revert to an earlier version if they 
detect tampering or invalid editing.

Since users can change the site with-
out having an account, Wikipedia 

Figure 1. Wikipedia is a multilingual, Web-based, free content encyclopedia project, 
written collaboratively by authors around the world. Wikipedia has more than 75,000 
active contributors working on more than 9 million articles in more than 250 languages. 
Source: www.wikipedia.org.
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has been criticized for its susceptibil-
ity to vandalism. Whether Wikipedia 
is a reliable resource is still open to 
debate. Encyclopedia Britannica has 
released reports claiming that Wiki-
pedia contains more errors than a 
traditional encyclopedia that experts 
compile (www.post-gazette.com/
pg/06083/676130.stm). However, 
other reports have claimed that Wiki-
pedia is just as reliable as a conven-
tional encyclopedia (http://news.com.
com/2100-1038-5997332.html).  

YouTube 
An online video-sharing network, 

YouTube (www.youtube.com) 
allows users to upload videos and 
share movie clips. Users can browse 
other users’ videos as well as store 
their own videos on the site for free. 
They also can recommend popular 
videos to their friends via e-mail, or 
embed simple code that lets them 
display YouTube videos on their own 
websites or blogs.  

Users mainly govern the You-
Tube community, and there are 
several ways that viewers can inter-
act with the videos. Users can leave 
comments or recommendations of 
other videos or they can “flag” 
or report videos that violate You-
Tube’s usage agreements (such as 
pornography or offensive content). 

YouTube’s staff then investigates 
these flagged videos.

CREATING A STANDARD
In March 2007, Google unveiled 

an ambitious plan to standardize the 
movement to convert the Internet 
into a social platform. Google’s open 
source framework, OpenSocial, is 
intended for use by the dozens of 
already popular social-networking 
websites such as MySpace, LinkedIn, 
Beebo, and others. 

With OpenSocial, developers will 
be able to use a common HTML lan-
guage and JavaScript to take advan-
tage of the user connections within 
all social networks, not just a single 
site. Instead of writing one applica-
tion for MySpace and another for 
Facebook, OpenSocial hopes to let 
developers create a single application 
that can spread across all platforms 
seamlessly. 

In essence, Google is attempting 
to standardize the code base for the 
new social Internet. If most social-
network sites adopt the OpenSocial 
standard, new ways of human inter-
action will proliferate, just as new 
sources of information and webpages 
did in the early days of the Web. 
With all social networks connected, 
the Internet will truly mature in its 
transformation to a social platform. 

Only time will tell if others will fol-
low Google’s lead.

S o what is the future of the 
Internet? Before the advent 
of the Web, the Internet was 

primarily a repository of informa-
tion and data—a giant encyclopedia. 
It was the place where users went to 
find what they needed to know.

In this decade, with the growth of 
social networks and user-generated 
content, the Internet is becoming a 
hub of socialization, a social utility. 
The Internet is now where users go 
to interact and connect with oth-
ers. Far beyond e-mail, the Internet 
is becoming a means of connecting 
people to one another, across dis-
tances and time, allowing an order 
of socialization and culture never 
before seen. Social networking is 
the logical extension of our human 
tendencies toward togetherness, 
whether that socialization is down 
the hall or across the world. 

Alfred C. Weaver is a professor of 
computer science at the University of 
Virginia. One of his research projects 
studies social networking to learn 
how to build better Web-based col-
laboration environments. Contact 
him at weaver@virginia.edu. 

Benjamin B. Morrison is a senior 
computer science major and a media 
studies minor at the University of Vir-
ginia. In addition to researching the 
social implications of emerging tech-
nology, Morrison is the founder of 
UVa’s Student Game Developers, an 
organization that enables students to 
create entertainment software. Con-
tact him at bbm6f@virginia.edu.

Computer welcomes your submis-
sions to this bimonthly column.
For additional information, or to
suggest topics that you would
like to see explained, contact
column editor Alf Weaver at
weaver@cs.virginia.edu.
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The Business 
of Fun
Michael van Lent
USC Institute for Creative Technologies

A
ccording to the NPD 
Group (www.npd.com), 
US videogame retail sales 
approached $12.5 billion 
in 2006, an increase of 

almost 20 percent over the 2005 total 
of $10.5 billion. While the frequently 
cited claim that “the game industry is 
bigger than the movie industry” does 
not hold up to scrutiny, it is true that 
US videogame retail sales exceeded 
the domestic box office movie gross 
of $9.2 billion in 2006, according 
to Box Office Mojo (www.boxoffic-
emojo.com). Further, game sales are 
now going toe-to-toe with more estab-
lished entertainment forms.

GAMING HOLLYWOOD
Microsoft’s Halo 3 raked in an 

estimated $170 million on its first 
day of release, topping the previous 
motion picture release-day cham-
pion, Spider-Man 3, which grossed 
only $151 million. Despite Micro-
soft’s claim, Halo 3 probably doesn’t 
beat the launch-day record for the 
best-selling book—Harry Potter and 
the Deathly Hallows holds that title, 
having sold 11 million copies world-
wide in the first 24 hours, according 
to BBC News.

These are big numbers. Hit games 
like Halo 3 and World of Warcraft
are, without a doubt, highly profit-

able. Halo 3 probably cost less than 
$50 million to develop and market, 
an investment Microsoft made back 
three times over in its first-day sales. 
Statistics like these for hit games can 
give the impression that money comes 
easily in the videogame industry.

The truth is less rosy. The cost of 
developing a modern videogame for 
either the PC or a leading console 
(Xbox 360, PlayStation 3, Nin-
tendo Wii) is increasing rapidly, 
but the return on investment has 
not kept pace. 

To take an extreme example of 
two hit games, in 1982 Atari spent 
$100,000 to develop the Video 
Computer System version of its 
Pacman title, which went on to 
sell 10 million copies at $30 each. 
In 2004, Microsoft spent an esti-
mated $40 million to develop 
Halo 2, which sold 8 million cop-
ies at $50 each (http://arstechnica. 
com/articles /paedia /hardware/
crossplatform.ars/2).

This staggering escalation in devel-
opment costs poses serious chal-
lenges for game developers and pub-
lishers seeking to maintain and even 
increase their profit margins.

ART IS KING
The major costs of developing and 

launching a videogame title involve 

artwork creation, programming, 
console fees, and marketing—not 
necessarily in that order. According 
to a Forbes magazine analysis (www.
forbes.com/technology/2006/12/19/
ps3-xbox360-costs-tech-cx_rr_
game06_1219expensivegames.
html), about 30 percent of devel-
opment costs go for artwork cre-
ation and design, 25 percent for 
programming, and 15 percent for 
console fees—Microsoft, Sony, and 
Nintendo take a cut of every game 
sold for their consoles. Another 15 
percent goes for marketing. Not 
surprisingly, a major factor in the 
increasing cost of game development 
is the growing budgets for artwork 
creation and programming.

As game consoles become more 
powerful, the images they can ren-
der become much more detailed and 
therefore more costly. For example, 
the shift from the PlayStation to 
the PlayStation 2 increased poly-
gon counts by a factor of 50 and 
increased the resolution of the ren-
dered image two and a half times. 
This forced artists to spend more 
time developing much more detailed 
models, which in turn led to larger 
teams of artists and correspondingly 
larger art budgets. 

Accordingly, the composition 
of game development teams has 
shifted from mostly programmers 
to mostly artists. In 2006, Bing 
Gordon, Electronic Arts’ chief cre-
ative officer, estimated that its cur-
rent titles had more individual art 
files than lines of code. The current-
generation Xbox 360 and PlaySta-
tion 3 both support high-definition 
(HD) video, which raises the devel-
opment bar even higher.

UPPING THE ANTE
The increased computational 

power that renders all this detailed 
and expensive artwork brings 
with it higher programming costs 
as well. Current-generation game 
consoles are complex multiproces-
sor machines that pose significant 
technical challenges even for such 
legendary game programmers as 

Videogames promote flash 

and features, but compelling 

gameplay wins the day.
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id Software’s John Carmack. As a 
result, development teams require 
more experienced and better-edu-
cated programmers who command 
correspondingly higher salaries. 
Although plausible in the industry’s 
early days, the proposition that two 
kids could develop a modern con-
sole game in their parents’ garage 
today seems ludicrous. 

While some might worry that spi-
raling costs will bankrupt the video-
game industry, game developers and 
publishers still find creative ways to 
stay out of the red. Some game devel-
opers work to decrease the cost of 
developing games while others cut 
out the middle man—in this case 
game publishers and retailers.

For example, Spore, the next 
brainchild of master game designer 
Will Wright, decreases the cost of 
art production by automating some 
content creation, such as anima-
tion, that would typically be created 
painstakingly by a human artist. 
Valve’s Steam digital distribution 
platform lets consumers buy games 
such as Half-Life 2 online. This 
approach directly eliminates manu-
facturing costs, retail markups, and 
publisher overhead.

MILKING THE COW
However, some of the game busi-

ness’s most recent developments 
tread the opposite path and seek to 
extract more cash from gamers. The 
most obvious approach to increas-
ing revenue from game sales is to 
raise the game’s price, the price of 
the platform it runs on, or both. 
While games and consoles have 
both become costlier, the industry 
perceives that there’s a limit to what 
people will pay to play videogames. 
This is especially true in the case 
of game consoles, which generally 
must be sold below cost to hit the 
$300-$500 range that seems to be 
the consumer’s sweet spot.

Business Week (www.business-
week.com/technology/content /
nov2005/tc20051122_410710.htm)  
estimates that the Xbox 360, which 
sells for $399, actually costs $525 

to manufacture. Console makers 
depend on those already mentioned 
console fees, 15 percent of the game’s 
development cost, to make up the 
difference. 

Even so, making game consoles 
requires deep pockets and a long-
term view. Amazingly, Microsoft’s 
Entertainment and Devices Division, 
which launched the original Xbox 
in 2001, didn’t have a profitable year 
until 2007, when Halo 3 proved such 
a massive success. Since game develop-
ers can’t simply raise prices to fatten 
their bottom lines, they must devise 
other approaches to enhance revenues 
at their customers’ expense. 

MASSIVELY PROFITABLE
To date, massively multiplayer 

online role-playing games have 
led the charge to find new revenue 
streams. The main attraction of 
MMORPGs like EverQuest and 
World of Warcraft is the shared, 
persistent virtual world populated 
by tens of thousands of paying cus-
tomers. To play, these gamers must 
log into one node of the vast server 
array that hosts their virtual world. 
Each node, in turn, can host thou-
sands of players.

MMORPG publishers not only 
charge each player for a copy of the 
boxed game (usually costing $40 
to $60), the players must also pay a 
monthly subscription fee to access 
the servers. While maintaining these 
subscriptions undoubtedly incurs an 
expense, the fee still represents a sig-
nificant second stream of revenue for 
the game company—and its profits 
can be substantial.

In July 2007, Blizzard Entertain-
ment announced that World of War-
craft had already recruited 9 million 

subscribers, each paying between 
$13 and $15 a month in subscrip-
tion fees. This amounts to a stagger-
ing $126 million a month—or more 
than $1.5 billion annually—in sub-
scription fees. In addition, because it 
is impossible to play without a sub-
scription, MMORPGs can ignore 
most software piracy and hacking 
concerns. 

Similarly, Microsoft’s Xbox plat-
form offers a subscription-based 
Xbox Live service that, while not 
technically an MMO, lets large 
numbers of players chat and compete 
online; download additional games, 
demos, and optional content; and 
interact with the rest of the Xbox 
Live community. 

DANCE, MONKEY BOY
While each MMORPG charges 

a subscription fee for access to its 
imaginary world, other games 
charge extra for specialized periph-
erals that let the player interact with 
the game in engaging new ways. 
Dance Dance Revolution provided 
the groundbreaker in this trend 
when it replaced the joystick-like 
game controller with a floormat. 
To dance, the player steps on dif-
ferent parts of this mat, mimicking 
the patterns displayed on the game 
screen. Dance Dance Revolution
has kicked off an entire genre of 
rhythm games with a variety of 
increasingly realistic peripherals.

The Guitar Hero series, for exam-
ple, gives players a guitar-shaped 
controller with fret buttons on the 
neck and a strum bar on the body. 
The game Rock Band takes this a 
step further by supporting control-
lers for the entire band, including 
two guitar controllers, a set of drum 
controllers, and even a microphone 
controller that tracks pitch and indi-
vidual vowels and consonants. The 
publisher sells the game disk and 
peripherals packaged together and at 
a higher price point than a traditional 
videogame: Guitar Hero III, with a 
Les Paul-style controller, retails for 
$100; Rock Band, with one guitar, a 
drum set, and a microphone, retails 

The industry 
perceives that there’s 

a limit to what 
people will pay 

to play videogames.
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for $170. In addition to creating an 
entire new product line, these music-
oriented rhythm games appeal to 
many casual gamers and thus have 
the potential to expand the existing 
customer base.

G ame companies have begun 
exploring a variety of rev-
enue-enhancing models. Sev-

eral, including Linden Lab (Second 
Life) and Sony (EverQuest), have 
started selling virtual goods for 

real-world dollars. Others sell small 
chunks of additional game content 
for micropayments of a few dollars 
each.

As always in the game industry, 
however, nothing matters as much 
as creating fun-to-play games. 
Nintendo’s Wii lacks the processing 
power of the other game consoles 
but, thanks to its lower system speci-
fications, it alone of this generation’s 
consoles sells for more than it costs 
to make. On the downside, the Wii 
is also the only console that doesn’t 

support HD video. However, the 
intuitive motion-based controller—
which uses accelerometers and infra-
red to track the player’s gestures in 
several simple but engaging games—
has become the surprise winner of 
this generation’s consoles. 

Michael van Lent, the Entertain-
ment Computing column editor, is a 
research scientist at the USC Institute 
for Creative Technologies. Contact 
him at vanlent@ict.usc.edu.
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Doing the 
Mobile Mash
Jonathan Trevor, Yahoo!

M
ashups are designed 
to collect data that 
can’t be found in 
any one place on the 
Web, or to present 

online information in a more usable 
or visually suitable manner. 

Suppose you’re looking for a new 
apartment. You could refine your 
search by criteria commonly sup-
ported by rental websites such as 
price range and the number of bed-
rooms, but what if you want to know 
something that often isn’t included, 
such as how close an apartment is 
to a park? 

You could go to each apartment 
listing in turn and then enter the 
address on a map, but that’s both 
error-prone and extremely time-con-
suming. In fact, all the data needed 
to solve this task is already avail-
able on the Web, but in different 
places. For example, Craigslist pro-
vides comprehensive apartment list-
ings available through RSS (Really 
Simple Syndication), while Yahoo! 
Local offers a REST (Representa-
tional State Transfer)-style API to 
locate attractions and businesses in 
a given area.

A technically savvy developer 
could handcraft a mashup, like 
HousingMaps or chicagocrime.org’s 
crime maps, that fetches the apart-

ment listings from various rental 
websites, parses the contents, uses 
another online service to geocode 
the locations, and finally plots these 
side-by-side on a map (with the 
park locations fetched from Yahoo! 
Local). However, there needs to be 
an easier way to fetch and manipu-
late this data. 

PIPES
Yahoo! Pipes (http://pipes.yahoo.

com) is a service platform for pro-
cessing well-structured data formats 
such as XML, RSS, iCal (iCalendar), 
JSON (JavaScript Object Notation), 
or CSV (comma-separated values). 
Developers of all capabilities can use 
Pipes’ Web-based visual program-
ming environment to combine data 
sources and user input into mashups 
without having to host or write any 
code. These mashups, somewhat 
analogous to Unix pipes, can power 
badges on personal publishing sites, 
provide core functionality for Web 
applications, or serve as reusable 
components within the Pipes plat-
form itself.

Modules and wires
Figure 1 shows the Pipes visual edi-

tor. Developers drag modules from 
a toolbox on the left onto the Pipes 
canvas. Modules provide high-level 

data-processing functions such as 
geocoding locations in feed items 
or translating from one language 
to another. Modules are configured 
directly on the canvas, and data 
flows through them via wires. Con-
necting a wire is as simple as drag-
ging the output of one module into 
the input of another. Developers can 
inspect the data being processed 
at any point of the Pipe simply by 
clicking on the debugger module at 
the bottom of the page. No plug-ins 
or downloads are required for the 
editor, which opens seamlessly in a 
Web browser.

Using Pipes, you could solve the 
apartment search problem in four 
easy steps: 

obtain the apartment list-
ings using a “fetch RSS feed” 
module; 
connect the fetch output to 
a location extractor module 
to geocode the apartment 
locations; 
loop over each of the locations 
and search Yahoo! Local for 
the nearest park; and 
sort the results by the distance 
the apartment is from the 
park. 

This Pipe, hosted on the Pipes 
website, can provide an RSS or 
JSON feed that updates as Craig-
slist posts new apartments within 
a certain distance of a park. Pipes 
can send the feed to you via your 
favorite feed reader or SMS (short 
message service) alert when new 
listings come up or your application 
of choice can fetch it.

Mashup ‘buckets’
While Pipes is a developer- rather 

than consumer-oriented tool, a 
central design goal was to attract a 
broad range of users, from experi-
enced developers to those with lim-
ited or no development skills at all. 
Along with the easy-to-use visual 
data editor, the system features a 
“view source” mechanism inspired 
by that in HTML that lets you 

•

•

•

•

The Pipes system 

makes it easy to create 

mobile-friendly mashups.
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inspect any public Pipe on the site 
(to see how it works) and copy it as 
your own (to modify at your leisure) 
with just a single click.

This accessibility has enabled 
numerous developers of all abilities 
to create Pipes spanning a wide range 
of topics including religion, politics, 
news, weather, photo sharing, and 
deal hunting. While a mashup’s 
nature prevents clean classification, 
these Pipes can broadly fit into four 
“buckets.”
Feed aggregation with filtering. 
The “Hot Deals Search” Pipe aggre-
gates 10 different website feeds 
related to bargain hunting on the 
Web into one place, allowing users 
to filter the list with keywords.
Two-source mashups. The Pipe 
“New York Times thru Flickr” 
combines a primary source of data 
(news headlines) with an additional 
stream of information (pictures 
about that item).
Data transformation and geocod-
ing. The “Hurricane Katrina with 
pressure and wind speed” Pipe con-
verts a CSV file into an RSS feed 
that can be plotted on a map. “Geo-
Annotate Reuters News” geocodes 
news data that can be used to display 
stories on a world map. Babbler is 
a Second Life plug-in that translates 
instant messages between languages 
by running various translation Pipes. 
These types of Pipes are used by 
applications but often aren’t visible 
to the user. 
Complex mashups using REST
APIs. Flickr has no automatic way 
of grabbing your friends’ favorite 
pictures, but the “Friend Flickr 
Photos” Pipe fetches the last five 
favorite pictures of your friend 
using a combination of Flickr API 
calls, with no code, ready for your 
favorite RSS reader.

System implementation
Pipes has a cluster of back-end 

engines responsible for execut-
ing pipe definitions stored in a 
relational database. The engines 
fetch the data that a Pipe requires 
through an HTTP cache to ensure 

high performance and prevent 
overloading of remote sources. The 
system returns a Pipe “run” in a 
language-independent format via 
another layer of HTTP caches to 
the front-end Web servers. 

In addition to providing the vari-
ous pages that make up the Pipes 
website and visual editor, the front-
end servers can transform the run 
data into numerous formats. 

All caches extend the default 
HTTP semantics with two addi-
tional capabilities: stale content 
serving, to return a cache hit even 
when it’s stale but continues to run 
the request asynchronously to update 
the entry; and request collapsing, to 
forward one request for any number 
of identical requests arriving at the 
cache at once.

GOING MOBILE
Mobile devices’ capabilities have 

dramatically increased in recent 
years, offering bigger displays, mul-
timodal input, and faster network 
connections. However, providing 
the right information at the right 
time continues to be a challenge for 
mobile applications. 

Because mashups often are con-
ceived with the goal of collecting 
data from various sources for easier 
consumption, it’s not surprising that 
many mashups are useful to mobile 
users. Indeed, geocoded output, for 
displaying items on a map, remains 
one of the most popular components 
of Pipes (and mashups in general).

Enter the iPhone
Apple’s iPhone, with its easy-to-use 

built-in mapping application, provided 
Yahoo! developers with an ideal plat-
form to move Pipes mashups from the 
desktop to the mobile domain. 

The Pipes website provides iPhone 
users with a list-centric interface 
(http://iphone.pipes.yahoo.com) 
consistent with native applications 
that run in the device’s browser. As 
Figure 2 shows, any Pipe—a user’s 
own or someone else’s—can be run 
simply by selecting it from the list. 
The system initially presents the 
results in a similar compact list for-
mat. Pipes that geocode their results, 
via a single module in the visual 
editor, can be directly displayed on 
the built-in mapping application by 
touching the Map button.

Figure 1. Yahoo! Pipes visual editor. Developers drag modules from a toolbox on the left 
onto the Pipes canvas. Modules are configured directly on the canvas, and data flows 
through them via wires. 
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Mobile Pipes
The Pipes system makes it easy to 

create numerous mobile applications 
that have previously been limited 
to one-off solutions. For example: 
The “Yahoo! Local by Rating” Pipe 
searches Yahoo! Local to find the 
“best” restaurants; “GasBuddy.com 
Gas Prices” locates the cheapest gas 
nearby; and “Live Traffic Results” 
plots detailed information about 
traffic problems on a map. 

Not all useful mobile Pipes are 
map-related. The “Price Compari-

son” Pipe lets you determine whether 
a particular item you’re looking at 
is a good value by searching for its 
price at nearby stores, or whether 
you could buy it used locally.

Pipes can also be used on many 
Internet-enabled mobile devices. 
It produces outputs in two of the 
most common geocoded formats—
GeoRSS (Geographically Encoded 
Objects for RSS) and KML (Keyhole 
Markup Language)—so mobile map-
ping applications that support either 
can also display any Pipe results.

P ipes lets both novice and expert 
developers grab Web data 
sources from multiple formats, 

manipulate that data, mash it up with 
other data sources or services using a 
visual editor, and host the results on its 
webpage. Once a Pipe is built, anyone 
can use its data output however they 
want, wherever they want.

Mobile application development 
continues to be challenging given 
the enormous number of devices and 
capabilities. Services like Pipes enable 
developers to focus on one of the key-
stones of such applications: getting 
the right data. They also make list- 
and map-based visualizations easy to 
both build and consume.

A current shortcoming of many 
mobile Pipes is the lack of an auto-
matic way to provide user loca-
tion. However, as location broker-
age services like Yahoo! Fire Eagle 
(http://fireeagle.research.yahoo.com) 
become available, this information 
becomes just another source of data 
to be mashed up in Pipes. 

Jonathan Trevor is an architect/
developer at Yahoo!. Contact him at 
jtrevor@yahoo-inc.com.

Editor: Bill N. Schilit, Google; bill.
schilit@computer.org

Figure 2. Using Pipes on the iPhone. (a) Pressing the “Restrooms nearby” entry will prompt 
a query for the user’s address. (b) After the user inputs this information, Pipes generates a 
list of businesses ordered by distance that are likely to have public restrooms; selecting an 
item from the list opens a webpage with information about that business. (c) Pressing the 
Map button on the bottom left plots the same results on the iPhone’s built-in map.

(a) (b) (c)
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Editor: Neville Holmes, School 
of Computing and Information 
Systems, University of Tasmania; 
neville.holmes@utas.edu.au.

contacted, the Russians replied sim-
ply that they used a pencil.

When I look at the history of sci-
ence, many instances in which out-
siders have brought novel ideas to 
various disciplines come to mind.

The Frenchman Louis de Broglie 
predicted the wave nature of electrons 
and created the field of wave mechan-
ics. Before him, scientists knew that 
waves could behave like particles, 
as Albert Einstein described in his 
famous theory of the photoelectric 
effect. On the other hand, nobody, 
including Einstein, had imagined that 
the dual phenomenon of particles 
behaving like waves could also exist. 
De Broglie predicted this in 1924, and 
Clinton Davisson and Lester Halbert
Germer confirmed it experimentally 
in 1927 by observing electron diffrac-
tion with crystals. Surprisingly, de 
Broglie was not a physicist by train-
ing, but a historian who had gradu-
ated in literary studies. Physics was 
simply a hobby he learned much later 
in life. 

Several others independently 
discovered the conservation of 
energy law. One of this field’s ear-
liest researchers, Julius Robert von 
Mayer, was not a physicist but a 
surgeon. Von Mayer observed that 
the color of his Dutch East Indian 
patients’ blood was a deeper shade 
compared to his European patients. 
From this he conjectured that they 
absorbed less oxygen because main-
taining body temperature in a hot-
ter climate requires less energy. Von 
Mayer conjectured that heat and 
mechanical work were both forms 
of energy, and later, after improving 
his knowledge of physics, calculated 
a quantitative relationship between 
them, leading to his discovery of the 
energy conservation law.

It would seem that such discover-
ies might be less likely in developing 
countries. Not so, as another exam-
ple shows, this time from the field of 
economics and finance. In the past 
few years, the notion of micro loans 
and micro credits has become one of 
the brightest ideas to emerge in the 
world of banking and finance. Their 

inventor, Muhammed Yunus, is from 
Bangladesh, one of the world’s poor-
est countries. Yet Yunus’s ideas have 
proven so effective in fighting poverty 
that he has been appointed to the 
World Bank’s advisory committee 
and received a Nobel Prize.

Georges Clemenceau once observed 
that “war is too important a matter 
to be left to the generals.” Similarly, 

parallel computing is too important 
to be left to the computer scientists. 
Those with a background in another 
field—such as physics, mathematics, 
or chemistry—can still make a worth-
while contribution to research on 
parallel computing. New ideas often 
emerge from novel applications.

LISTENING IN CONFERENCES
It is not enough to talk about 

our new ideas; it is equally impor-
tant that we listen to those of oth-
ers. Most of us are fond of talking. 
If allowed to stand in one place for 
two days, I could keep talking with-
out tiring. But when I sit in the audi-
ence at a conference and listen, I tire 
within 10 minutes.

This reminds me of an incident I 
heard about from a friend. The traf-
fic police in various cities noticed that 
accidents often occurred involving 
public transport buses serving the air-
ports. Investigators traced a common 
reason for these accidents to drivers 
being distracted by passengers, par-
ticularly tourists, asking them for 
directions or other information.

Consequently, the bus companies 
decided to post signs on their vehi-
cles to prevent this. All the cities, 
devised signs with similar messages. 
For instance, on one city’s buses the 
signs read, “Please do not speak to 
the driver.” Another town’s buses 
had signs that read, “You are kindly 
requested to refrain from speaking 

to the driver.” In yet another town 
the signs read, “It is strictly forbid-
den to speak to the driver.” How-
ever, in one particular town, the bus 
signs read, “Please do not answer 
the driver,” because the drivers in 
that locale would start speaking to 
the passengers first, as they boarded 
the bus.

Talking is easy, listening far more 
difficult. Not surprisingly, then, 
most of us lack the quality of listen-
ing, but we can develop this skill by 
attending conferences. As teach-
ers, we can also engage in a kind of 
role reversal, experiencing how our 
students feel while listening to us 
lecturing to them on subjects with 
which they are unfamiliar.

Q uite often we find low atten-
dance at conference sessions 
for contributed papers—peo-

ple attend only the sessions with their 
own talks, then leave. Many attend-
ees tell me they feel sleepy while lis-
tening to the lectures. I tell them it 
is perfectly fine to sleep during some 
of the talks—an energizing siesta 
such as this can fortify attendees and 
improve their alertness. For example, 
Peter Medawar, who received a Nobel 
Prize in medicine for his studies on 
organ transplantation, writes in one 
essay that lectures provide him with 
his most refreshing sleep.

I have the same experience: Give me 
a five-star hotel room, a comfortable 
bed, and a long night of sleep, and I 
would still wake up feeling tired. But 
if I can sleep for a few minutes dur-
ing a lecture, I wake up feeling com-
pletely refreshed and ready to focus 
on the remaining lectures. 

Raja Natarajan is a researcher at 
the Tata Institute of Fundamental 
Research, Mumbai, India. Contact 
him at raja@tifr.res.in.

It is not enough to talk about 
our new ideas; it is equally 
important that we listen to 

those of others.
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On Attending 
Conferences
Raja Natarajan
Tata Institute of Fundamental Research

A
s a researcher and aca-
demician, I get many 
opportunities to give 
technical lectures on var-
ious aspects of computer 

science. On the other hand, a formal 
occasion to share other important 
but nontechnical ideas rarely occurs. 
Recently, I received one such oppor-
tunity quite unexpectedly.

I was attending a two-day confer-
ence on parallel and distributed com-
puting at which surprisingly many of 
the participants were teachers from 
various undergraduate colleges. 
Although the organizers had initially 
invited me to give a technical lecture, 
they later requested that I deliver the 
inaugural address as well.

I approached the dais with great 
trepidation because I had little expe-
rience in giving nontechnical lectures. 
Fortunately, by the time I completed 
my preamble with a quick overview 
of the various planned technical ses-
sions, and congratulated the organiz-
ers for their good work in planning 
the conference program so well, I 
had made up my mind that my talk’s 
theme would be to motivate the audi-
ence to meaningfully participate in 
more conferences. What follows is an 
annotated transcript of my lecture.

WHY ATTEND CONFERENCES?
As teachers and academicians, we 

must keep ourselves informed about 
the latest developments in our field 
and related areas. Attending con-
ferences and meeting others can 
help us learn about recent ideas and 
advances. As the Rig Veda says, “Let 
noble thoughts come to us from all 
directions.” We can make this hap-
pen by attending conferences and 
meeting other people, which exposes 
us to ideas from all directions.

Some might think they can keep 
themselves informed by reading 
books and journals. But learning 
from these sources offers greater lim-
itations compared to how much can 
be learned from listening to others. 
As the organizers for a conference 
have taken the initiative to arrange 
the event, and likely have done their 
job well, the participants have the 
opportunity to take an active part in 
making the conference a success.

SPEAKING IN CONFERENCES
Conference attendees should 

arrive prepared. They should try 
to contribute at least one lecture to 
each conference they attend. Such 
lectures require providing material 
beyond that available in standard 

textbooks. Presenters must instead 
lecture on what they have actively 
thought about and worked on—
their research projects. This raises 
the more basic question of why we 
should do research at all.

Some instructors might say that 
their job is to teach, and as long as 
they do that, they needn’t bother 
doing research at all. Granted, 
teaching is a necessary part of our 
job, but it isn’t sufficient to just 
teach, nor is it enough to just keep 
reading about what others have 
already discovered or invented. We 
must seek to bring our own new 
perspective to things. 

As John Milton noted in Para-
dise Regained, every person who 
reads without engaging in imagi-
native thinking simply becomes 
“deep-versed in books and shallow 
in himself.” There is a great danger 
of becoming shallow if we abstain 
from research. Researching an 
advanced field at the edge of con-
ventional knowledge, such as paral-
lel computing, can prove daunting, 
yet often complete newcomers can 
bring novel ideas to the discipline.

OUTSIDERS HAVE ORACLES
An anecdote from the early years 

of the NASA space program shows 
how unconventional thinking can 
lead to radically different solutions. 
Soon after NASA’s early space 
flights, its engineers encountered 
a problem: In a time before pocket 
digital diaries, the astronauts could 
not write properly during their 
space flights because none of the 
existing pens functioned properly in 
outer space. Under zero gravity and 
low-pressure conditions, ink flow in 
the pens would be uneven, making 
smooth writing impossible.

Two years of research and sev-
eral projects costing many million 
of dollars later, NASA’s engineers 
finally succeeded in making a pen 
that could write in outer space. At 
this point, the American engineers 
wondered if the Russians had yet 
solved the same problem. When 

Talking is easy, 

listening far more difficult.
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