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COVER FEATURES

22 Project GreenLight: Optimizing 
  Cyber-infrastructure for a 
  Carbon-Constrained World

Larry Smarr
Even with a variety of aggressive energy 
efficiency measures, the ICT sector’s carbon 
emissions will nearly triple from 2002 to 2020. 
We must develop ways to make our ICT systems 
more energy efficient so that we can use more 
of them in smart infrastructure that has great 
potential for reducing global greenhouse gas 
emissions.

28 Really Rethinking ‘Formal 
  Methods’

David Lorge Parnas
We must question the assumptions underlying 
the well-known current formal software 
development methods to see why they have 
not been widely adopted and what should be 
changed. 

35 Fulfilling the Vision of  
  Autonomic Computing

Simon Dobson, Roy Sterritt, Paddy Nixon, 
and Mike Hinchey
Efforts since 2001 to design self-managing 
systems have yielded many impressive 
achievements, yet the original vision of 
autonomic computing remains unfulfilled. 
Researchers must develop a comprehensive 
systems engineering approach to create 
effective solutions for next-generation 
enterprise and sensor systems.

In our January Outlook issue, we go back in time to look 
forward. Larry Smarr chronicles the growing threat of 

global climatic disruption and the key role the ICT com-
munity can play in this looming crisis. David Lorge Parnas 
invokes Robert Floyd’s foundational 1967 article to show 
how we might end a perceived impasse in formal meth-
ods. Simon Dobson and colleagues look back at IBM’s 
2001 call to arms and assess progress toward autonomic 
systems engineering over the past decade. Finally, Marco 
Conti and Mohan Kumar explore a computing paradigm 
that exploits opportunistic communication between pairs 
of devices and the applications executing on them.

42 Opportunities in 
  Opportunistic Computing

Marco Conti and Mohan Kumar 
When two devices come into contact, albeit 
opportunistically, it provides a great 
opportunity to match services to resources, 
exchange information, cyberforage, execute 
tasks remotely, and forward messages.

RESEARCH FEATURES

51 A Discrete Stock Price 
  Prediction Engine Based on 
  Financial News

Robert P. Schumaker and Hsinchun Chen
The Arizona Financial Text system leverages 
statistical learning to make trading decisions 
based on numeric price predictions. Research 
demonstrates that AZFinText outperforms 
the market average and performs well 
against existing quant funds.

58 Online Security Threats and 
  Computer User Intentions

Thomas F. Stafford and Robin Poston
Although computer users are aware of 
spyware, they typically do not take protective 
steps against it. A recent study looks into the 
reasons for this apathy and suggests 
boosting users’ confidence in installing and 
operating antispyware solutions as an 
effective remedy.

h t t p : //c o m p u t e r. o r g /c o m p u t e r

For more information on computing topics, visit the Computer Society Digital Library at www.computer.org/csdl.___________
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Computer Highlights Society Magazines

T he IEEE Computer Society offers a lineup 
of 13 peer-reviewed technical magazines 
that cover cutting-edge topics in computing 
including scientific applications, design and 

test, security, Internet computing, machine intelligence, 
digital graphics, and computer history. Select articles from 
recent issues of Computer Society magazines are high-
lighted below.

Time and again, software projects fail. Some of the 
reasons for failure relate to software architecture. In the 
November/December 2009 installment of The Pragmatic 
Architect, Siemens’ Frank Buschmann discusses two mis-
takes that aren’t the prime responsibility of architects, but 
that directly affect architects if they occur: missing, wrong, 
or creeping system scope; and vague, unnecessary, or 
extreme nonfunctional requirements. Not addressing these 
mistakes can lead software projects into trouble before 
concrete architecture elaboration even begins.

Trust in the workplace is both an ethical and a man-
agement issue. And although virtual teams have become 
common in IT—and promise to become even more popular 
as companies tighten travel budgets—the importance of 
building trust in such teams is often underappreciated. 
In “Virtual Teams and the Importance of Building Trust” 
in the November/December 2009 issue of IT Pro, authors 
Georgina Harell and Tugrul U. Daim of Portland State Uni-
versity examine the application of various definitions and 
theories of trust to virtual IT teams.

The November/December 2009 issue of CG&A features 
an article on 3D interaction by Alexander Kulik of Bau-

haus-Universität Weimar. “Building on Realism and Magic 
for Designing 3D Interaction Techniques” looks at how 
imagination-based interaction can complement reality-
based interaction in the design of 3D user interfaces. This 
hybrid approach could lead to interface design guidelines 
that promote higher-level consistency, and thus usability, 
for a large range of diverse interfaces.

Software testing can improve software quality. To test 
effectively, scientists and engineers should know how to 
write and run tests, define appropriate test cases, deter-
mine expected outputs, and correctly handle floating-point 
arithmetic. Using the Matlab xUnit automated testing 
framework, scientists and engineers can make software 
testing an integrated part of their software development 
routine. 

CiSE is offering a preprint version of “Automated Software 
Testing for Matlab,” by Steven Eddins of MathWorks, which 
describes the basic mechanics of automated unit testing.

An article featured in the November/December 2009 
issue of S&P asserts that trusted insiders who misuse 
their privileges to gather and steal sensitive information 
represent a potent threat to businesses. In “Detecting 
Insider Theft of Trade Secrets,” Deanna D. Caputo, Marcus 
A. Maloof, and Gregory D. Stephens tell how a prototype 
system developed by researchers at MITRE for identifying 
insider threats prompted a team of engineers and social 
scientists to study how malicious insiders use information 
differently from a benign baseline group.

Web science is an emerging field that studies the ori-
gins, state, and future of the World Wide Web as both a 
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Editor: Bob Ward, Computer; bnward@computer.org

An October-December 2009 special issue of Multi-
Media addresses multimedia metadata and semantic 
management. Authors present new research that focuses 
on interoperable, intelligent access to and management 
of multimedia materials. Guest editors Richard Chbeir of 
Bourgogne University, Harald Kosch of the University of 
Passau, Frederic Andres of the National Institute of Infor-
matics, Tokyo, and Hiroshi Ishikawa of Shizuoka University 
present six articles that explore the application of Semantic 
Web technologies to multimedia content—assessing cur-
rent technologies and exploring the major challenges and 
solution approaches.

The November/December 2009 special issue of D&T
addresses the reliability challenges of VLSI chip design at 
32 nanometers and beyond. Guest editors Yu Cao of Ari-
zona State University, Jim Tschanz of Intel, and Pradip Bose 
of IBM introduce six articles that highlight R&D efforts to 
cope with progressively more unreliable components at 
the device, circuit, and system levels in the late CMOS era.

An October-December 2009 special issue of Annals on 
the history of database management systems leads with 
DBMS prehistory: “How Data Got Its Base: Information Stor-
age Software in the 1950s and 1960s.” Computing historian 
Thomas Haigh of the University of Wisconsin describes 
the foundations of DBMSs in the experiences and prac-
tices of administrative computing specialists working on 
report generators and file maintenance during the 1950s. 
He also explores the influences of the managerial and orga-
nizational contexts that drove work on “total information 
management systems” during the 1960s.

critical global infrastructure and a socially transforming 
phenomenon. In the first of two special issues looking at 
society online, guest editors James Hendler of Rensselaer 
Polytechnic Institute and Wendy Hall of the University of 
Southampton present the first six of 11 articles selected 
from presentations at the first international Web Science 
Conference, held in 2009 in Athens. The selected articles in 
the November/December issue of IS represent interesting 
implications for intelligent systems and the interdisciplin-
ary nature of Web science.

In “Phone + Internet Café = Secure Banking? You 
Betcha,” in the November/December 2009 issue of IC,
Fred Douglis, editor in chief of IC, casts a wary glance at 
advances in mobile security 

Some banks now offer an added level of security, requir-
ing a temporary passcode obtained via SMS on a mobile 
phone or a SecurID dongle to log in. There’s even the pos-
sibility of using that bank as a springboard to access other 
accounts without providing the password. In theory, this 
might offer enough security to let a traveler do remote 
banking even at an insecure Internet café, but the author 
will stick to his laptop for now.

Resource poverty is a fundamental constraint that 
severely limits the class of applications that can be run on 
mobile devices. The authors of “The Case for VM-Based 
Cloudlets in Mobile Computing” present a vision of mobile 
computing that breaks free of this fundamental constraint. In 
this vision, mobile users seamlessly utilize nearby computers 
to obtain the resource benefits of cloud computing without 
incurring WAN delays, jitter, congestion, and failures.

By Mahadev Satyanarayanan of Carnegie Mellon Univer-
sity, Paramvir Bahl of Microsoft Research, Ramón Cáceres 
of AT&T Labs, and Nigel Davies of Lancaster University, the 
article appears in the October-December 2009 issue of PvC.

Low-power, high-speed chips, or “cool chips,” aim to 
reduce power consumption and enhance performance 
for applications ranging from multimedia to robotics. The 
Cool Chips conference series focuses on all aspects of cool 
technologies. The November/December 2009 special issue 
of Micro captures not only highlights from Cool Chips 2009 
presentations, but also from ordinal submissions. Major 
topics at Cool Chips XII included multicore, video codec, 
and recognition processors.

reduced 70%

reduced 70%
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Computer Society 2010: 
Innovation, Leadership, 
Community, and Careers

C ol le a gue s ,  i t  i s  a n 
honor and challenge 
to take on the role 
of Computer Society 

(CS) president for 2010. Our Soci-
ety’s business is to help you access 
the right resources and technical 
information when you need them, 
to support you in your career, and 
to facilitate relationships with like-
minded professionals that can be 
used for mentoring, collaboration, 
and simple enjoyment. As a CS 
member, you have the opportunity 
to increase your innovation, build 
leadership skills, take advantage of 
vital technical communities, and 
develop your career. However, these 
opportunities do not result just 
from having a membership card 
and receiving Computer. You need 
to become engaged to get these real 
benefits.

INVOLVEMENT AT THE 
LOCAL LEVEL

Your most immediate chance to 
become involved is with your local 
section or chapter. Your IEEE sec-
tion meetings provide a place where 

you can interact with a wide range of 
technical professionals. The perspec-
tives of these individuals can provide 
insight into challenges you have in 
your own work and be the catalyst for 
innovation that leads to new features, 
products, and companies. 

Our relationship with IEEE pro-
vides you with connections to folks in 
power systems telecommunications, 
consumer electronics, biomedical 
systems, and many more areas. In 
today’s world of complex integrated 
systems, collaborating across these 
boundaries can be the key to the 
next big thing, from the smart grid to 
robotics. To pursue “out of the box” 
thinking, you need to get out of your 
office, and the activities of your local 
section and chapter provide a way to 
do this.

If there are no activities close by, 
consider arranging some—a first 
step on the leadership ladder that our 
Society provides. Chapters annually 
seek new officers and typically are 
looking for speakers and volunteers 
to coordinate events or help out with 
programs already in place. The same 
is true of your section. When you 

pursue your interests in this context, 
you start making contacts with like-
minded individuals and can increase 
both your leadership skills and your 
competencies. 

The Society has a wide range of 
technical and professional activities 
in which you can become active and 
connected. Opportunities include par-
ticipating in technical committees or 
conferences, serving as a publication 
peer reviewer or author, or volunteer-
ing for standards working groups, 
accreditation visits, or certification 
activities. There are also groups pro-
moting student contests, in-service 
training for precollege teachers, com-
puting history, and awards. 

The collaborative and technical 
skills you acquire via CS activities will 
increase your value to your employer. 
Few companies provide leadership 
training internally, and taking on 
roles in the CS can demonstrate your 
leadership experience when man-
agement considers your capabilities. 
Cross-boundary interactions, such as 
your contacts with other profession-
als in the IEEE/CS, provide insight into 
prospective customers and suppliers 

  James D. Isaak
IEEE Computer Society 

2010 President

The Computer Society’s business is to help members access 
the right resources and technical information, support them 
in their careers, and facilitate relationships with like-minded 
professionals that offer opportunities for mentoring and 
collaboration.

COMPUTER6
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and offer a potential source of new 
hires. 

When you can associate individu-
als with the users of your products 
and services, the quality and ease of 
use of those products and services 
improves. And of course this inter-
action operates both ways. Nine out 
of ten of my employment advance-
ments were the result of networking 
via professional activities and work-
place colleagues (my initial job out 
of college was the only transition ini-
tiated via a résumé and the human 
resources department). Please go to 
the President’s Corner at www.com-
puter.org/presidentscorner for links to 
Society resources that can help you, 
as well as additional insight on how 
being active can benefit you.

INSTANT COMMUNITIES
A new path for engagement is 

being developed. We will be provid-
ing instant communities in the first 
quarter of 2010 (http://communities.
computer.org). As a CS member, you 
will be able to create a new com-
munity, and any individual with an 
IEEE Web account (membership not 
required) can join the interaction. 
For those who are already using sim-
ilar capabilities such as Yahoo and 
Google, these communities provide 
the benefits of a focus on technical 
discussions with other professionals. 
Here is a medium to initiate a discus-
sion of Web tools, multicore device 
design, data mining, security chal-
lenges, and so on as you see fit. 

We encourage the development of 
communities associated with techni-
cal tracks at conferences, standards 
use, papers in publications, emerg-
ing technology, precollege contests, 
policy issues, grant opportunities, and 
the business of coordinating chapter, 
student, conference, and other activi-
ties. Communities can point to the 
foundational materials relevant to a 
specific topic: recent papers, tutorials, 
webinars, workshops, and so forth—
helping interested professionals find 

their way to the best resources while 
avoiding the relevance and quality 
issues that emerge from Googling 
keywords.

CAREER CHALLENGES
Communities are one step into 

the 21st century, and we are taking 
others. Helping you in your career in 
challenging economic times coupled 
with rapid technological change is 
essential. It is likely that the job you 
will have in 10 years does not exist 

now—consider the role of search opti-
mization 12 years ago, before Google, 
or 15 years ago, before Altavista. 

The way to manage your career 
to achieve goals that are literally 
beyond our event horizon is to stay 
on top of your interests along with 
emerging technologies. CS publica-
tions, conferences, and events are all 
part of your toolkit. Our Build Your 
Career Web portal is also focused on 
this topic (http://careers.computer.
org). You will find career-oriented 
articles and educational webinars 
that help you explore all phases of 
your career life cycle. 

Combine these resources with our 
free online courses and free access 
to technical books, and you have the 
foundation for your future at your 
fingertips. But don’t ignore network-
ing at the chapter, conference, and 
even committee meeting level. Once 
you want, or need, a career change, 
you will waste critical time if you 
have not already started making 
these connections.

PERSONALIZATION OPTIONS
Our online future will be domi-

nated by personalization—from 

recommender systems like NetFlix 
to the facial recognition technolo-
gies portrayed in the movie Minority 
Report. With tens of thousands of 
peer-reviewed papers published 
each year, and many other sources 
of information as well, it is impossible 
for an individual to keep track of the 
rapidly growing body of knowledge. 
Search helps a bit, and the instant 
communities will be an additional 
asset. However, we need to find ways 
to automatically identify what may 

be of value to our members based 
on both their expressed and implicit 
choices. 

As a not-for-profit organization, 
the CS has obligations to respect your 
privacy, and as a professional soci-
ety, we have ethical standards that 
apply as well. In short, the Computer 
Society will be a trustworthy and 
trusted partner in your professional 
evolution. 

Currently, a company is using 
AI technology to evaluate a digital 
library and user selection, and then, 
based on this information, identify 
potential job matches. Similar tech-
nology is needed to help you find 
new articles, workshops, webinars, 
whitepapers, and so on that are of 
real value to you. A key CS strategic 
goal in this area is that “the IEEE CS 
will develop personalized profiles 
of participating professionals, pre-
senting them with the most relevant 
information, communities, net-
working opportunities, information 
exchanges, and materials”—a journey 
we have just begun. 

Notice that some of the con-
nections we provide may relate to 
high-quality paid content such as 

As a Computer Society member, you have the foundation 
for your future at your fingertips, including opportunities 
to network at the chapter, conference, and committee 
meeting levels. 

_______

________________

_________

___
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www.computer.org/internet/

Where Are We Headed?
More than a dozen leading experts give 
their opinions on where the Internet is 
headed and where it will be in the next 
decade in terms of technology, policy, 
and applications. They cover topics 
ranging from the Internet of Things to 
climate change to the digital storage of 
the future.

webinars or whitepapers. This is a 
revenue source we can use to reduce 
our dependence on publication sub-
scriptions, conference fees, and 
dues. Ultimately, we need to provide 
a timely flow of information “just for 
you” that contains only information 
and pointers highly relevant to your 
individual needs.

I invite you to join me to help 
move the Computer Society 
forward. In addition to the 

endeavors mentioned here, we have 
many rewarding projects in our 

future. For example, we must find 
ways to use geographical informa-
tion systems to remove the invisible 
borders between colleagues that 
may be “right next door.” We also 
need to embrace online publishing, 
collaboration, and communities to 
break down information boundaries 
that interfere with solving the prob-
lems that face humanity locally and 
globally. 

Please get involved—with our 
chapters locally, in your fields of inter-
est, and in our online communities. 
I encourage you to visit our online 

forum, the President’s Blog (www.
computer.org/portal/web/cspresident), 
where you can get a sense of some 
of the issues we face and also take 
the opportunity to suggest how we, 
together, can improve the Computer 
Society to serve your needs. 

I  look forward to our year 
together. 

James D. Isaak retired after a 
30-year career in industry operating 
systems and standards and six years 
in academia. Contact him at cspresi-
dent2010@jimisaak.com.

COMPUTER8

PRESIDENT’S MESSAGE

___

________________

_____

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageComputerComputer B
A

M SaGEF

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageComputerComputer B
A

M SaGEF

http://www.qmags.com/clickthrough.asp?url=www.computer.org/internet/&id=15366&adid=P8A1
http://www.computer.org/portal/web/cspresident
mailto:cspresident2010@jimisaak.com
http://www.computer.org
http://www.qmags.com
http://www.computer.org
http://www.qmags.com


9JANUARY 2010Published by the IEEE Computer Society0018-9162/10/$26.00 © 2010 IEEE

THE KNOWN WORLD

Designing
the Future

D
ividing the light from 
the darkness. Pushing 
back the wilderness to 
make a place for civili-
zation. Unpacking your 

worldly goods after a household 
move. All of these activities require 
equal amounts of energy. This is a 
fundamental principle of physics: 
Newton’s fourth law of motion—
the conservation of unrealistic 
goals. Yet, Tamara’s voice gave no 
clue that she was surrounded by 
chaos. 

“Boxes?” I asked. “You are stand-
ing in a room filled with boxes?” 

“Of course,” was her reply. 
Tamara and her husband were 

about to embark on the great orga-
nizing task of human experience, 
that of bringing a baby into this 
world and nurturing it into adult-
hood. She is coming to this task 
later in life and hence has a fairly 
accurate idea of the effort that it 
will require. We talked for a bit 
about how she planned to fit her 
dissertation research into the two-
and-one-half-hour time slots that 
babies offer their parents. 

“I believe I can do it,” she said. 
“Although I wish that I could point 
to someone who had done this 
already. It is, after all, a problem of 
design.”

social issues. A successful product 
fell higher on the scale, as it dem-
onstrated a grasp of human habits. 
An innovative idea that defined a 
new market, even an idea that was 
capitalized by others, held the high-
est place on the scale. Someone who 
could define a new market, so the rea-
soning went, must truly understand 
how human culture interacts with 
technology.

Kahn’s reputation rested on contri-
butions to all three categories of the 
entrepreneurial scale. He had run a 
profitable business and had marketed 
several highly successful products. 
He was also credited with creating the 
cell phone camera, thereby defining a 
new market for communication ser-
vices. The tale of how he connected 
a digital camera to a cell phone has 
become a classic addition to the inno-
vation literature, a story almost as 
famous as Alexander Graham Bell’s 
urgent message, “Mr. Watson. Come 
here. I need you.”

According to the story, Kahn con-
structed his cell phone camera in 
1997 so that he could send pictures 
of his newborn daughter to friends 
and family. Connecting a camera to 
a digital cell phone was not necessar-
ily innovative. Well before 1997, we 
knew that any digital device could 
be connected to any other digital 

A good technological design requires substantial effort that shapes 
both the social and technical sides of an artifact.

David Alan Grier, George Washington University

THE INTERACTION BETWEEN 
TECHNOLOGY AND CULTURE

When I first met Tamara, she was 
not much interested in design prob-
lems or any other engineering tasks. 
She had studied human communica-
tion and was moving to California. 
“It has the fewest cloudy days in the 
country,” she explained. “That was 
my criterion for success.”

Yet when Tamara began working, 
she found that many of her clients 
were involved with digital technology 
and that their communications prob-
lems were concerned with fitting an 
engineered product into a social and 
cultural context. Shortly after arriv-
ing in her new home, she attended a 
seminar on innovation that included 
the entrepreneur Phillipe Kahn as one 
of the speakers. 

“Kahn spent much of his time 
dwelling on social issues,” Tamara 
recalled. “He kept returning to the 
question ‘What is your consideration 
of culture?’”

Within the community of Silicon 
Valley entrepreneurs, Kahn was 
reputed to have a special insight 
into the interaction between human 
nature and engineered artifacts. That 
community tested such reputations 
with a scale defined by the values 
of business. A profitable business 
suggested a basic apprehension of 
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It is too easy to 
forget that the design 
of devices is the 
product of both the 
inner nature of the 
machine and the outer 
influence of culture. 

that were consciously designed to 
be distinctive, to look different from 
common machines. Perhaps the 
most familiar of these examples is 
the original Macintosh (1984), but the 
most dramatic are the Cray-1 (1976) 
and the Connection Machine 1 (1986). 
These were both high-performance 
machines and looked substantially 
different from the standard boxes of 
data processing machines. The Cray 
was a partial cylinder, a little less 
than six feet tall. Its power supply 

occupied a low ring that surrounded 
the machine and often drew com-
parisons to second empire furniture. 
The trade press occasionally referred 
to it as the “world’s most expensive 
loveseat,” but the comparison was 
undermined by a set of aluminum 
cooling fins. 

The Connection Machine was 
housed in a set of interlocked boxes 
that attempted to mimic the architec-
ture of the machines. The “company’s 
president put a high priority on a 
package that would not only convince 
viewers of the machines’ uniqueness,” 
recalled the designer, “but would 
explain the nature of its architec-
ture.” In fact, technical issues did not 
dictate the shape of either machine. 
The architecture of the Connection 
Machine did not map neatly into its 
boxes, and the Cray hardware did not 
take advantage of the circular shape.

LOOKING TO THE FUTURAMA
If we look to the design of ear-

lier computing equipment, we see 
a steady and conscious effort to 

make these devices look modern 
and to distinguish them from factory 
machines. IBM began thinking about 
the physical designs of its products in 
the 1930s. Company engineers mod-
eled the shape of their accounting 
machines on Queen Anne furniture. 
They decided that the machines 
would have curved legs even though 
straight legs would have been cheaper 
to produce. 

As IBM started to build more 
complicated computing machines, 
it hired professional designers to 
determine the outward appearance 
of its products. The most influential 
of these designers was Norman Bel 
Geddes. Bel Geddes had started as 
a set designer for Broadway plays 
and had established his reputation 
as an industrial designer by creat-
ing the General Motors exhibit at 
the 1939 World’s Fair. Known as the 
Futurama, the exhibit showed fair-
goers the world of 1960, including 
massive skyscrapers and high-speed 
freeways. “Each day of the fair,” wrote 
one observer, “thousands of visitors 
waited for hours in lines up to a mile 
in length for the opportunity to expe-
rience the Futurama.” 

To convey the idea that an object 
was new or modern, Bel Geddes liked 
to employ the curved shapes that were 
found on airplanes, a concept known 
as streamlining. The curved shapes 
suggested not only newness, but also 
speed, power, and the conquest of 
nature. He applied streamlining to 
buildings, automobiles, and even to 
household appliances. 

In 1943, Bel Geddes designed a 
streamlined shell for Howard Aik-
en’s Mark I calculating machine, 
which had been built by IBM. He 
created a shape that had curved 
corners, brushed aluminum panels, 
and brightly lit windows. “It gave 
poor Howard Aiken an awful pain, 
because it was fifty or a hundred 
thousand bucks for the case,” recalled 
one worker. Aiken would rather have 
invested that money in the machine 
“and that irked him.” 

device, even though the effort might 
require a substantial amount of pro-
gramming and the result might not 
be particularly pleasing. However, the 
combination of the cell phone and 
the camera evoked a new set of emo-
tions from people. New fathers, yet 
untested by late night feedings, looked 
upon these tiny devices and realized 
that they could share their moment 
of sudden transformation with dis-
tant family and friends. Adolescents, 
former newborns themselves, saw a 
slightly different idea in these new 
devices, one that recorded their grow-
ing independence and connections to 
nearby friends. The purveyors of pho-
tographic services, if they were paying 
attention, saw a warning in these little 
devices that looked nothing like a tra-
ditional camera.  

The cell phone camera has not 
only changed the way that we record 
the images of our age, it also has 
marked a change in visual style. 
Before the cell phone camera and its 
many smart siblings, new technology 
came in many shapes. Most of these 
shapes were three-dimensional, and 
a good number were beige in color. As 
the years have progressed, we have 
seen the shape of high technology 
converge to that of the unadorned 
rectangle. Phones, with or without 
cameras, are rectangles, as are lap-
tops and desktop computers. Servers 
are more utilitarian rectangles that 
slide into frames, which are them-
selves large rectangles.  

THE DESIGN OF THE NEW
It is too easy to dismiss the cur-

rent shape of high technology as the 
natural outgrowth of the underlying 
developments and forget that the 
design of devices is the product of 
both the inner nature of the machine 
and the outer influence of culture. 
“Form follows function” argued the 
architect Louis Sullivan, and the cul-
ture that uses an artifact ultimately 
determines its function.

Over the history of the computer, 
we can point to several machines 
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THE MODERN STYLE
During the 1950s, the streamline 

style of Bel Geddes merged with the 
minimalist ideas of Elliot Noyes. 
Noyes was a junior designer in Bel 
Geddes’ office and an army buddy 
of Thomas Watson Jr. His friendship 
with Watson helped Noyes win con-
tracts to design the shape of an IBM 
electric typewriter and the décor in 
Watson’s office in the IBM building. 
He “stripped away the walnut panels 
and heavy curtains” of the office, 
reported one magazine, “replacing 
them with large sheer planes of color, 
and installing works of modern art 
throughout.” 

Like Bel Geddes, Noyes liked to 
create both objects and the spaces that 
were used to display those objects. 
He conceived the idea that computer 
machine rooms were actually display 
areas. He designed machine rooms 
for IBM that were clean, white, and 
marked by a rectangular grid. He 
wanted nothing in the room to inter-
fere with the opportunity to view the 
machines. “If you get at the heart of 
the matter,” Noyes wrote, “what IBM 
really does it to help man extend his 
control over the environment.” 

For the computers themselves, 
Noyes stipulated that they would 
be housed in simple white boxes 
with minimal decoration. As well as 
any IBM engineer, he knew that the 
computers did not naturally fit into 
rectangular boxes, but he did not 
want his design to give any hint that 
the IBM products were in any way 
mechanical. They would have no vis-
ible fans, no moving parts beyond the 
tape drives, not even a smell of lubri-
cating oil if that could be hidden.  

From his position at IBM, Noyes 
influenced the entire industry. Some 
vendors, such as Westinghouse, hired 
him to design their machines. Others, 
such as Burroughs and NCR, copied 
his designs. He injected his ideas into 
popular culture through the 1968 
movie 2001: A Space Odyssey. Noyes 
served as artistic designer for that 
movie and created spaceship interi-

ors that looked like IBM computer 
rooms. These interiors had nothing 
in common with the spacecraft of the 
age, with their switches, dials, and 
utilitarian colors. They had bright 
white walls, undecorated surfaces, 
grid floors, and even Herman Miller 
chairs like the ones Noyes liked to 
purchase for IBM offices.  

The computers of the 1960s did 
not look futuristic because digital 
technology made them look that 
way. They were presented in clean, 
simple designs because Eliot Noyes 
believed that such a design suggested 
the future of computing technology. 
Noyes died in 1977, but he would 
appreciate the current design of com-
puters. Black and silver rectangles. No 
wires, no buttons. That is the way the 
future should look. 

T
amara’s future will begin 
in three weeks, when her 
firstborn son is scheduled 
to arrive. We hope that we 
will be able to continue our 

conversations, but such a goal will 
likely vanish in the presence of her 
new responsibilities. I don’t know 
how she is preparing her new home 
in anticipation of the baby’s arrival, 

but I suspect that she will be fully 
aware of the messages that her choice 
of decor will communicate. We cover 
the walls of nurseries with primary 
colors and images of characters 
owned by the Disney Corporation to 
signify that a baby lives in that room, 
a baby that will spend most of his or 
her life in the future. 

Of course, a baby does not see the 
nursery decor as representing the 
future. If anything, children even-
tually come to associate the design 
of their nursery with the past, with 
the time when they were young, 
immature, and helpless. Eventually, 
they will demand that their room be 
redecorated with new colors and pic-
tures of pirates, princesses, software 
engineers, or something that points 
to their future, their hope to make a 
name for themselves, to push back 
the wilderness, to overcome the law 
of unrealistic goals. 

David Alan Grier is the former editor 
in chief of the IEEE Annals of the His-
tory of Computing. The current issue 
has nothing about the future but much 
about the past of databases and data-
base software. Contact him at grier@
gwu.edu.

_____

_____

_________________________________
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PRESIDENT’S MESSAGE (p. 7) “… You have ratified the new 
IEEE Computer Society Constitution. The vote was 6398 for 
and 166 against. The principal changes relate to the mem-
bership electing the society’s officers and Governing Board. 
You have a new challenge to help select your leadership, 
and we have a new and difficult task to present you with 
candidates, qualifications, issues, and positions to help 
make the selection process meaningful to you. The new 
constitution also increases the participation on the Govern-
ing Board, assuring 20 elected positions plus four officers.”

DISTRIBUTED PROCESSING (p. 13) “At least four physical 
components of a system might be distributed: hardware or 
processing logic, data, the processing itself, and the control 
(such as the operating system). Some speak of a system 
that has any one of these components distributed as being 
a ‘distributed data processing system.’

“However, a definition that is based solely on the physical 
distribution of some components of the system is doomed 
to failure. A proper definition must also cover the concepts 
under which the distributed components interact. …”

DISTRIBUTION RESEARCH (p. 28) “The Honeywell Exper-
imental Distributed Processor (HXDP) is a vehicle for 
research in the science and engineering of processor 
interconnection, executive control, and user software for 
a certain class of multiple-processor computers which we 
call ‘distributed computer’ systems. Such systems are very 
unconventional in that they accomplish total system-wide 
executive control in the absence of any centralized proce-
dure, data, or hardware. The primary benefits sought by 
this research are improvements over more conventional 
architectures (such as multiprocessors and computer 
networks) in extensibility, integrity, and performance. A 
fundamental thesis of the HXDP project is that the benefits 
and cost-effectiveness of distributed computer systems 
depend on the judicious use of hardware to control soft-
ware costs.”

NETWORK DISTRIBUTION (p. 48) “The last decade has 
seen the rapid evolution of computer communication net-
works from research curiosities to operational utilities. 
The Arpanet, for example, currently supports communica-
tion among more than 100 computer systems and is used 
daily by hundreds of users. Commercial networks, such as 
Telenet in the United States and Datapac in Canada, have 
very bright futures. One attraction of these networks is 
their ability to provide access to a wide variety of resources 
distributed among the connected computers.”

INTERACTIVE COMPUTER GRAPHICS (p. 60) “After 15 years 
of development, much promise, but limited use, is interac-

tive computer 
graphics finally 
due for a sharp 
growth spurt? 
I f  t h e  m o o d 
projected at the 
Fourth Annual Con-
ference on Computer 
Graphics and Interac-
tive Techniques held in San Jose 
recently is any indication, the answer would seem to be 
yes. On the hardware side, costs are coming down and 
capability is going up, reflecting trends that have char-
acterized the computer industry in recent years. On the 
software side, although programming for computer-aided 
design tends to be specialized and hence not broadly 
available, many standardized display packages are on the 
market. In applications, there is activity in more than 25 
areas, ranging from stereotaxic surgery to landfills after 
strip mining.”

MAGNETIC BUBBLES (p. 82) “Data Systems Design has 
introduced the first mass storage system using magnetic 
bubble technology.

“The new DSD 640 is a DEC-compatible, nonvolatile 
memory system designed to replace floppy disks in harsh 
environments. It has an average access time of 4 msec 
compared to an average access time of 313 msec for a 
floppy disk (including latency). Maximum access time of 
the DSD 640 is 7.2 msec.”

MAGNETORESISTANCE (p. 92) “At Philips Research Labo-
ratories extensive investigations have been carried out 
in recent years into the use of thin layers of magneto-
resistive material for the construction of a thin-film or 
integrated read head. A miniature read head of this type 
is deposited by vacuum evaporation on a silicon slice, 
in a manner based on the thin-film processes used for 
integrated circuits. IC technology makes it possible to 
deposit a large number of thin-film heads of very small 
dimensions on a single silicon substrate. A multitrack 
read head produced in this way can be used for readout 
from tapes or disks with an extremely high information 
density. Another feature of the silicon substrate is that it 
can accommodate the electronic circuitry required for 
parallel readout, thus fully justifying the use of the term 
‘integrated read head’.”

PDFs of the articles and departments from the January 
1978 and 1994 issues of Computer are available through 
the IEEE Computer Society’s website: www.computer.org/
computer.______
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Editor: Neville Holmes; neville.holmes@utas.edu.au

JANUARY 1994

PRESIDENT’S MESSAGE (p. 6) “… Software still seems 
to be the most challenging area, the one with the great-
est unmet potential. But significant hardware challenges 
remain as well—for example, maintaining external inter-
faces (as much as it’s reasonable to do so) and improving 
function and performance within those parameters. The 
National Research Council publication Computing the 
Future (National Academy Press, Washington, DC, 1992) 
discusses major unmet challenges in the computing envi-
ronment today. One is providing unimaginable amounts 
of data upon user request, wherever that user is located 
and wherever the data is located. Another is providing a 
magnitude improvement in computing power—at the same 
cost as or less than today’s capability.”

PREDICTABILITY (p. 24) “It is tempting to think that speed 
(for example, processor speeds or higher communica-
tion bandwidths) is the sole ingredient in meeting system 
timing requirements, but speed alone is not enough. Proper 
resource-management techniques also must be used to 
prevent, for example, situations in which long, low-priority 
tasks block higher priority tasks with short deadlines. One 
guiding principle in real-time system resource manage-
ment is predictability, the ability to determine for a given 
set of tasks whether the system will be able to meet all of 
the timing requirements of those tasks. Predictability calls 
for the development of scheduling models and analytic 
techniques to determine whether or not a real-time system 
can meet its timing requirements.”

HARDWARE/SOFTWARE CODESIGN (p. 42) “In traditional 
embedded system design, system architects decide which 
parts of the system will be in hardware or software. For 
certain operations the decision is clear-cut: high-speed 
packet manipulation, for example, will be implemented 
in hardware, and a recursive search will be software-
based. However, some operations can be implemented in 
hardware or software or both: these operations are called 
hardware/software codesign operations.

“Effective partitioning of codesign operations into hard-
ware and software depends on many factors, including 
performance, cost, maintainability, flexibility, and size. 
Ideally, an automated codesign system would provide a 
variety of partitions so that system architects could choose 
the best solution for their requirements.”

REPROGRAMMABLE COMPONENTS (p. 48) “Recent 
advances in the design and synthesis of integrated cir-
cuits have prompted system architects to investigate 
computer-aided design methods for systems that contain 
both application-specific and predesigned reprogrammable 
components. Although a reprogrammable microprocessor 

like the Mips R3000 can implement most system function-
ality as a program, dedicated application-specific integrated 
circuits (ASICs) are needed for performance reasons. In 
this context, recent advances in ASIC synthesis and the 
proliferation of advanced and inexpensive processors have 
stimulated interest in hardware/software codesign.”

VIRTUAL ROBOTS (p. 80) “A British firm is offering a 
software package for personal computers that enables 
designers to ‘test drive’ a robot before it is built. Robot 
Simulations, Newcastle-upon-Tyne, Tyne & Wear, England, 
says that its Workspace 3 software facilitates the design 
and simulation of robot work cells. Users can choose from 
more than 100 robot models and can even simulate their 
control languages and interfaces. The simulations are 
displayed in full-color Super VGA 3D graphics. Real-time 
animation of a work sequence allows time cycles to be 
evaluated and problems to be resolved before equipment 
(or personnel) is placed at risk.”

INFORMATION NETWORKING (p. 81) “The Internet’s origi-
nal users were scientists and engineers in academic and 
corporate settings who required remote computing for 
their government-funded research and development. Over 
the last five years the types of users and Internet appli-
cations have changed radically. Researchers, educators, 
and students from a host of educational institutions and 
research organizations now use the Internet. Moreover, the 
contemporary Internet population spends much more time 
using the Internet for communication and publication than 
for computation per se. In fact, as well as in vision, infor-
mation networking has supplanted computer networking 
as the primary reason for expanding the Internet and for 
building other high-performance, fully digital networks.”

SUPER HARVARD ARCHITECTURE (p. 94) “Analog Devices 
announced a new class of single-chip digital signal proces-
sors (DSPs), the first to use Super Harvard Architecture, 
according to the company.

“The ADSP-21060 is an IEEE single-precision floating-
point and 32-bit fixed-point DSP. The chip integrates an 
ADSP-21020 floating-point core processor with three 
arithmetic computation units (ALU, multiplier, and barrel 
shifter), 10 channels of multiported DMA, a 4-Mbit dual-
ported SRAM memory, and an external parallel port. 
Dual-data-address generators with indirect, immediate, 
modulo, bit-reverse addressing, and program sequenc-
ing with zero-overhead looping contribute to the DSP’s 
throughput level. It achieves 40-MIPS performance with a 
25-ns instruction rate.”

_________________
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Is 3D Finally Ready 
for the Web?

Sixto Ortiz Jr.

F
rom its humble beginnings 
as a point-and-click envi-
ronment, today’s Web is a 
dazzling collection of pages 
filled with all types of appli-

cations for both entertainment and 
productivity. 

Users can accomplish many tasks 
on today’s Web, from purchasing 
products to interacting in real-time 
with users throughout the world. 

However, one key element has yet 
to make its mark on the Web: 3D. 

Today, 3D is primarily used online 
in applications such as games and vir-
tual worlds, which are rendered using 
powerful computers and specialized 
software.

However, businesses, engineering 
firms, and other users also want the 
realism and additional detail that 3D 
adds, noted D.J. Edgerton, CEO and 
cofounder of Zemoga, a graphics 
design and marketing firm. 

Users want their browser-based 
experiences to be more like those 
they have on a PC.

Consumers are becoming more 
accustomed to 3D content because of 
the use of the technology in movies, 
videogames, and other types of 
entertainment, said David Laubner, 
director of product marketing at Das-
sault Systèmes’ 3DVIA, a vendor of 3D 
development tools.

There is thus demand for more 
and easier-to-access 3D content on 
the Web, said Antonio Collier, founder 
and CEO of Vzillion, which designs 
virtual environments.

And the better the browser experi-
ence, the more potential revenue that 
online content could generate for pro-
viders and others.

However, 3D on the Web remains 
primitive today because the complex 
technology has been difficult to use 
with typical PCs and browsers, said 
David Gardner, founder and CEO of 
the Venue Network, which developed 
the VenueGen 3D Web-based confer-
encing application.

In fact, browsers generally cannot 
natively run complex 3D content 
or offer either high frame rates or 
full-screen graphics, noted Joshua 
Smith, chief technology officer and 
cofounder of Kaon Interactive, a 
company that creates and develops 
interactive 3D product models.

Including 3D in real-time col-
laboration programs and other 
applications complicates already 
complex development processes, he 
added.

Now, though, several organizations 
are working on technologies that may 
finally widen 3D’s presence on the 
Web by transforming browsers into 
more powerful computing platforms 

that can deliver a PC-like experience, 
including the playing of 3D content.

This would enable applications 
such as product modeling, presen-
tation, and configuration; 3D online 
meetings and worker collaboration; 
the simulation of processes such as 
surgery or mechanical procedures; 
virtual tours; and augmented reality.

Nonetheless, 3D on the Web will 
have to clear some obstacles before 
the technology can become reliable 
and mainstream. 

3D on the web
The early Web ran without graph-

ics, but that changed when the US 
National Center for Supercomputing 
Applications released Mosaic—the 
first browser able to display images 
along with text—in 1993.

There have been several technolo-
gies for 3D on the Web that basically 
work the same but use different file 
formats. 

VRML and X3D
3D on the Web began when the 

VRML Consortium released the Vir-
tual Reality Markup Language in 
1994. 

However, VRML never really 
caught on because it let developers 
write only 3D content, said Kaon’s 
Smith.

3D content still is not widely found on the Web. Now, though, sev-
eral new technologies may widen 3D’s presence on the Web by 
transforming browsers into computing platforms powerful enough 
to play the content.
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scenes from simple elements, called 
primitives, such as lines and poly-
gons. OpenGL ES (embedded systems) 
works in small devices such as smart 
phones. 

However, these capabilities cannot 
be implemented in a browser without 
plug-ins.

Many users prefer not to use plug-
ins, finding them inconvenient to 
install, troubleshoot, and manage, 
said Vladimir Vukicevic, Mozilla’s 
principal engineer for the Firefox 
browser.

WebGL lets browsers render 3D 
content without a plug-in. The tech-
nology extends OpenGL by providing 

an API that lets software program-
matically access a PC’s 3D-rendering 
hardware.

In essence, WebGL allows com-
munication between JavaScript 
applications and the OpenGL soft-
ware libraries, which access the host 
system’s graphics processor. This 
enables use of the hardware’s full 
capabilities to render 3D content. 

Khronos has established a WebGL 
Working Group, which is slated to 
deliver the technology’s first public 
release in the first half of this year. 

But programmers are already 
building WebGL into developer ver-
sions of Firefox and the WebKit open 
source browser engine, used with 
both Apple’s Safari and Google’s 
Chrome. 

O3D
Google, which participates in the 

WebGL Working Group, has devel-
oped a 3D graphics technology for 
browsers called O3D, which Figure 
1 shows.

O3D is a plug-in for the Internet 
Explorer, Firefox, Safari, and Chrome 
browsers. Google is now building the 
technology into Chrome and hopes it 

To create full, compelling applica-
tions, he explained, developers must 
be able to write 3D, 2D, video, and 
audio content together. 

Also, VRML appeared well before 
processors and software could sup-
port the graphics that the technology 
enabled, noted Eric Brown, president 
of Saugus.net, a website design firm, 
and a Boston University lecturer. 

And, 3DVIA’s Laubner added, 
VRML was “too slow and incapable 
of rendering complex, high-fidelity 
models and scenes.”

In 1997, the Web3D Consortium 
released X3D—an XML-based file 
format for representing 3D graphics 
that includes VRML extensions. Like 
VRML, Smith said, X3D has not really 
caught on.

According to Laubner, the gaming 
and interactive-3D developer commu-
nities have largely ignored X3D, which 
is supported by few commercial tools.

Other approaches
The 3D Industry Forum’s Uni-

versal 3D technology, released in 
2003, is a compressed file format for 
3D graphics. However, proponents 
have promoted Universal 3D as a file 
format that will be used primarily in 
applications such as manufacturing 
and construction. 

The open source 3D Markup 
Language for Web is an XML-based 
file-format for creating 3D and 2D 
content on the Web. 3DMLW, which 
3D Technologies R&D released last 
year, works with most popular Web 
browsers via plug-ins.

TECHNICAL DEVELOPMENTS
Today’s hardware is better able to 

produce 3D content than in the past. 
For example, faster CPUs, graph-
ics processors, and video cards, as 
well as more pervasive 3D graphics 
accelerators, are contributing to the 
emergence of 3D on the Web.

JavaScript and HTML 5.0
Performance improvements in 

browser engines that process Java-

Script, the language that developers 
use to write many Web-based appli-
cations, have helped bring 3D to the 
Web.

For example, the engine in Internet 
Explorer 9 will be able to use the host 
system’s graphics processor to per-
form graphics-related tasks quickly. 

Also, Mozilla’s enhancements 
to Firefox’s JavaScript engine used 
a technique called tracing—which 
optimizes the way code is run—to 
improve performance. 

And JavaScript’s ability to access 
HTML 5.0’s many capabilities lets 
developers combine video, audio, 3D, 
and 2D into one seamless application.

The introduction of the canvas ele-
ment to HTML 5.0 will also enable 3D 
on the Web, predicted Tim Johansson, 
Opera Software’s core developer for 
the company’s browser. 

This element lets browsers, via 
their JavaScript engines, natively and 
dynamically render bitmap images, 
which makes it easier to display 3D 
content without plug-ins. 

WebGL
The Mozilla Foundation—a group 

that creates and supports open 
source applications—and the Khro-
nos Group—an industry consortium 
that designs standards for parallel 
computing, graphics, and dynamic 
media—are developing WebGL.

The technology brings hardware-
accelerated 3D graphics to the Web 
without plug-ins. WebGL will work in 
any browser that supports Khronos’ 
OpenGL (originally the Open Graphics 
Library) or OpenGL ES specification. 

The cross-language, cross-plat-
form OpenGL defines an API for 
writing applications that produce 2D 
and 3D computer graphics. 

The specification provides pro-
gramming tools for drawing 3D 

New technologies may promote 3D on the Web 
by improving browser capabilities.
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The upsurge in the use of netbooks 
and smart phones, which have slower 
processors, means more people are 
using devices that can’t run 3D con-
tent, noted Kaon’s Smith.

Added Zemoga’s Edgerton, even 
though hardware capabilities and 
network bandwidth have increased 
significantly, they’re still not enough 
for presenting highly complex 3D 
models. 

And proponents aren’t designing 
online 3D technology for the average 
user, which is the same mistake that 
occurred with VRML, said William 
Hurley, founder of whurleyvision LLC, 
an augmented-reality consultancy.

W
ebGL is the most 
interesting devel-
opment for 3D on 
the Web because it 
doesn’t require plug-

ins, according to Opera’s Johansson. 
Once WebGL is released, he said, 

“We will see a large increase in the 
amount of 3D content on the Web.”

3D won’t really take off for about 
10 years, though, until the increas-
ingly popular netbooks and smart 
phones gain the processing power to 
play the data-intensive content, said 
Kaon’s Smith.

Eventually, though, he predicted, 
3D on the Web will do as well as video 
on the Web has done. 

Sixto Ortiz Jr. is a freelance technol-
ogy writer based in Spring, Texas. 
Contact him at sortiz1965@gmail.
com.

This provides better performance but 
less developer control, Bencuya noted.

Adobe Flash
Adobe is adding better 3D capabili-

ties to its proprietary Flash browser 
plug-in. 

Adobe introduced 3D capabilities 
with the release of Flash Player 10 in 
2008. 

This technology incorporated sup-
port for 3D effects via the addition of 
new classes and methods—particu-
larly the ability to specify an object’s 
position in three dimensions—to the 
ActionScript programming language 
for Flash, said Tom Barclay, Adobe’s 
senior manager for the Flash Player.

With this approach, develop-
ers without much 3D experience 
can author 3D content by designing 
objects in 2D and modifying them 
via the new classes and methods, he 
explained. 

Flash Player 10.1, now in beta, will 
bring 3D effects to smart phones and 
other mobile devices, he added.

STANDING IN THE WAY
Before the 3D Web can truly 

flower, it must overcome numerous 
hurdles. 

For example, plug-ins, used in 
some approaches, occasionally cause 
browser crashes and other problems.

Vzillion’s Collier said the need for 
browsers to natively render 3D con-
tent and the current inability of 3D 
technology in general to work with 
all browsers, operating systems, and 
application types are challenges.

The lack of standardization is also 
an issue, he added.

If standardization doesn’t occur, 
said independent 3D designer Lane 
Force, the Web will wind up with 
numerous incompatible formats and 
technologies, forcing developers to 
create multiple versions of content to 
run on different browsers.

Also, 3D on the Web entails long 
authoring times, and relatively few 
developers are familiar with the 
approach.

eventually will be built directly into 
other browsers, too.

O3D—which works with Win-
dows, the Mac OS, and Linux—is 
an open source JavaScript API for 
developing interactive 3D graph-
ics applications—such as games, 
advertisements, and virtual product 
tours—that run within a browser. 

The API provides an interface for 
JavaScript-based programs. It lets a 
JavaScript application talk to the O3D 
Core Software, contained in the O3D 
plug-in, to tap directly into a comput-
er’s graphics hardware. 

Google spokesperson Eitan Ben-
cuya said O3D is a retained-mode 
technology, which sets up a scene 
once, then draws only the changes 
necessary for each frame. 

Unlike immediate-mode technolo-
gies such as WebGL, O3D doesn’t 
redraw the entire scene every time. 

Figure 1. A JavaScript application can run 
via O3D plug-in software, which includes 
a JavaScript API and the Core Software. 
The Core Software taps directly into a 
host computer’s graphics hardware—for 
better performance—via the OpenGL 
or Microsoft’s Direct3D graphics API. 
JavaScript utilities provide sample code 
to help with common tasks.

Application

Samples and utilities

O3D JavaScript API

O3D Core Software

Direct3DOpenGL

GPU

O3D
software

JavaScript
C++

Source: Google

Selected CS articles and columns 
are available for free at http://
ComputingNow.computer.org.
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AnthroTronix has released a programmable data glove that records users’ hand and ffinger 
motions to let them interact in novel ways with computer systems. In this case, the user is 
using the AcceleGlove to play a game that requires communication via sign language.

A
company has released a 
programmable data glove 
that records users’ hand 
and finger motions to let 
them interact in novel 

ways with computer systems.
Jack Vice, president, chief technical 

officer, and cofounder of AnthroTro-
nix, said the open source AcceleGlove 
can be used for three types of func-
tions: command and control of games, 
robots, other devices, and computer 
applications; communications such 
as hand signals and sign language; 
and motion analysis like that used in 
sports training and physical therapy. 

The product includes a software 
developer’s kit that lets programmers 
use Java to write applications for the 
glove. 

The AcceleGlove uses six sensitive, 
3-axis accelerometers—one on each 
finger and one on the back of the 
hand—to capture the hand’s rate of 
motion and even slight 3D changes in 
position and orientation, explained 
Vice. 

They feed position information 
through lightweight copper wires to 
a printed circuit board on the back 
of the glove. The system then trans-
mits the information to a PC, laptop, 
or handheld device via a USB cord 
plugged into the glove. The system 
also receives power through the cord, 
avoiding the need for a cumbersome 
battery pack. The glove’s software 
then processes the information and 
makes the necessary commands to 
initiate the desired actions.

The API used to develop appli-
cations for AcceleGlove includes a 

predefined library of recognized 
gestures and resulting functions and 
commands. The system can also 
learn new gestures and assign new 
commands to them through training. 

AcceleGlove can store about 1,000 
gestures, although most users will 
not need more than 100, according to 
Vice. The system can work with data 
from a pair of gloves used in tandem 
by a single user.

AnthroTronix initially developed 
the glove with the US Department of 
Defense to let users control tactical 
military robots and to capture arm 
and hand signals. 

AnthroTronix says its AcceleGlove 
costs $649 and thus is considerably 
less expensive than similar data 

gloves, which typically cost between 
$1,000 and $5,000. AcceleGlove is 
less costly, Vice explained, because 
it works with accelerometers, rather 
than the more expensive, less accu-
rate sensors that its competitors use.

AnthroTronix plans to add an 
arm-tracking component to the glove 
within five years. This would pro-
vide more types of motions to track, 
thereby enabling more functionality. 
AnthroTronix has already developed 
a prototype that wraps around the 
user’s biceps and triceps. 

News Briefs written by Linda Dailey 
Paulson, a freelance technology 
writer based in Portland, Oregon. 
Contact her at ldpaulson@yahoo.com.

Company Releases 
Programmable, Versatile, 
Open Source Data Glove 

______________
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Vendors Accelerate Computer Bootups 

V
arious PC-industry ven-
dors are working on ways 
to reduce the long boot-
ups that irritate many 
computer users.

Many users want their comput-
ers to start up instantly, like their 
telephones or consumer-electronics 
products, said Brian Richardson, 
senior technical marketing engineer 
with American Megatrends, which 
makes basic input/output systems.

Enabling this has become a goal 
for BIOS and OS developers, as PC 
bootup entails both BIOS and OS 
startup.

The BIOS—firmware stored on 
a small piece of nonvolatile RAM 
attached to the main chipset—is the 
first piece of code a computer runs 
when powering up. It tests and starts 
up system devices such as the RAM, 
hard drive, video display card, and 
keyboard. 

The BIOS manages the preboot 
data f low between the OS and 
the system hardware, determines 
whether all peripherals are in place 
and operational, and then loads the 
OS into the computer’s memory from 
the hard drive. 

BIOS bootup can last up to 20 
seconds for a PC and up to several 
minutes for a server, depending on the 
host’s configuration, Richardson said. 
For example, the process takes longer 
for systems with more memory and 

add-on cards because the BIOS must 
allocate memory and I/O resources.

The United EFI (Extensible Firm-
ware Interface) Forum has developed 
the UEFI standard to replace today’s 
BIOS. Unlike BIOS, which works only 
with Intel’s x86 processors, UEFI 
would not be tied to a single chip 
architecture. 

UEFI would improve the BIOS’s 
intelligence so that it needn’t perform 
all checks every time a PC powers 
up. Most users don’t upgrade their 
hardware often, if at all, Richardson 
explained. UEFI could recognize if 
the hardware configuration hasn’t 
changed and then use they system’s 
previous configuration, without 
rerunning hardware tests.

Vendors would have to adapt 
hardware to support UEFI, said Nik 
Simpson, senior analyst with the 
Burton Group, a market research firm, 
but aren’t rushing to do so because 
BIOS technology is still functional.

OS bootup typically takes up to 
several minutes, depending on vari-
ous factors such as the nature and 
number of operating system features 
and the number of drivers that load 
on start-up.

The OS doesn’t make every check 
the BIOS makes but instead performs 
operating-system-specific system 
checks. These include loading the 
OS, initializing hardware, loading the 
network stack and Desktop Window 

Manager, and providing the logon 
prompt.

Microsoft says it is working to 
reduce Windows’ startup times but 
didn’t answer specific questions 
about this. However, in the com-
pany’s E7 (Engineering Windows 7) 
blog, engineer Michael Fortin said 
that an entire team is working on 
start-up performance and that its goal 
is for the OS to boot in less than 15 
seconds.

Microsoft made Windows 7 boot 
faster by optimizing the order in 
which it initializes OS functions, said 
Simpson. In addition, he explained, 
Windows 7 starts only those services 
needed to present a usable desktop 
to the user, such as the Desktop Win-
dows Manager. Afterward, it starts 
other functions in the background.

And, he added, Windows includes 
the ReadyBoost system introduced in 
Vista. For faster startup, the system 
utilizes a USB flash drive to store 
copies of important OS components 
and frequently used applications. 
Thus, for Windows 7 machines, the 
combined BIOS and OS start time is 
about 45 seconds. 

With its new Latitude Z laptop, Dell 
offers instant bootup for users who 
just want to check the Web or their 
e-mail, calendar, or contacts. The 
Latitude On mode comes with its own 
power button and lets the computer 
boot from a special, Linux-based 
chipset, bypassing the main OS.

Simpson sa id BIOS and OS 
improvements will likely eliminate 
some time from bootup. This may 
provide some competitive advantage, 
he predicted, but won’t be “a game 
changer.” 

Join the IEEE 
Computer Society

www.computer.org Editor: Lee Garber, Computer, l.garber@
computer.org
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P
urdue University research-
ers are working on a new 
nanolithography approach 
that promises to enable the 
creation of fast chips with 

extremely small feature sizes, an 
ongoing industrywide challenge.

Photol ithography—used for 
making modern computer chips—
projects light with ever smaller 
wavelengths through one or more 
masks to draw finer and finer circuit 
patterns on light-sensitive photore-
sists on chip substrates. The circuit 
paths are then etched into the sub-
strate. As the resulting circuits 
become smaller, more of them can 
fit on a chip, enabling the processor 
to run faster. 

The Purdue approach works with 
a form of extreme ultraviolet lithog-
raphy, which uses light with very 
short wavelengths to print tiny cir-
cuits on chips. 

EUV will become important 
because current lithographic tech-
niques will reach their theoretical 
limits for making circuitry smaller 
in the not-too-distant future, 
explained Purdue professor Ahmed 
Hassanein, director of the school’s 
Center for Materials under Extreme 
Environments.

Currently, most advanced chips 
are using 45-nm feature sizes, 
and vendors are working on chips 
with 32-nm circuit patterns, noted 
Nathan Brookwood, analyst with 

Insight 64, a market research firm.
The industry is now experiment-

ing with deep ultraviolet (DUV) lasers, 
with wavelengths of 193 to 248 nm, 
theoretically capable of drawing 
circuit patterns as small as 20 nano-
meters on a silicon wafer, according 
to Brookwood. EUV light has a wave-
length of 13.5 nm and thus could 
yield even smaller features sizes.

Researchers have been work-
ing on EUV technology for about 
15 years, Brookwood said, but have 
faced numerous challenges, including 
finding an effective way to generate 
the high-energy photons required for 
short-wavelength light.

The Purdue researchers heated 
xenon, tin, or lithium to create a 

M edical diagnoses frequently necessi-
tate invasive, costly, and potentially 

risky surgical procedures, x-rays, or scans. 
However, two Israeli companies have 
developed the world’s smallest medical 
camera, which could eliminate the need 
for these approaches in some cases.

Medigus, which develops endoscopic 
devices and procedures, and Tower Semi-
conductor have made the IntroSpicio 120, 
a tiny, inexpensive, disposable, color video 
camera. 

Avi Strum, vice president and general 
manager of Tower’s Specialty Business 
Unit, said each camera sensor is 0.7 milli-
meters square. The camera, with its 
housing, measures 1.2 × 5 mm. The 
device’s complementary metal-oxide 
semiconductor (CMOS) image sensor—
which receives light and translates it to 
electrical current—has nearly 50,000 2.2-
micron pixels and four wires for external 
connections to devices such as a computer 
monitor.

Both Medigus and Tower declined to 
discuss the techniques they used to build 
such a small camera.

The cameras čt in disposable endo -
scopes so that doctors can view inside 
some of the body’s narrowest channels, 
such as small blood vessels. The camera 
would yield actual pictures of the body, 
instead of just x-ray or scan images.

According to Medigus business devel-
opment manager Lior Lurie, the devices 
will be particularly useful for operations 
that could benečt from surgical cameras—
such as removing stones from ducts 
leading to the gallbladder—but don’t use 
them because they have been too large 
until now. 

Lurie said the cameras could also be 
used for nonmedical applications such as 
visual inspections of very small areas.

Users could integrate the cameras into 
existing devices or create custom imple-
mentations for them.

Once in mass production, Strum said, 
each camera should cost about $10, which 
would make disposing of the product less 
expensive than sterilizing nondisposable 
cameras for reuse. 

Medigus also plans to make small quanti-
ties of reusable IntroSpicio 120s available.

Strum said that mass distribution of the 
camera is unlikely before the end of 2010 
because of the government approvals 
needed. However, he noted, sample 
devices have been sent to customers for 
evaluation and procedure development.

Both companies developed the CMOS 
sensor, which Tower manufactured. Medi-
gus developed the remainder of the 
system and assembled all of its elements.

 TWO FIRMS DEVELOP WORLD’S SMALLEST MEDICAL CAMERA

Two Israeli companies have developed 
the world’s smallest medical camera, 
the IntroSpicio 120, shown here next 
to a US penny.

New Lithography Approach Promises 
Powerful Chips 
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and 30 percent of the light, added 
Hassanein.

The Purdue approach looks prom-
ising, said Brookwood.

However, Hassanein explained, 
his team must show the industry 
that its technique is reliable even in 
high-volume manufacturing, that 
the equipment is durable and cost-
effective, and that all aspects of the 
chip-making process are in place. 

optical molybdenum-silicon elements 
that won’t absorb the needed pho-
tons. This would make the process 
more expensive, Brookwood said.

DUV uses refractive lenses to focus 
and narrow the light to draw small 
feature sizes. However, refractive 
lenses absorb much of the EUV light, 
so the Purdue system uses reflec-
tive mirrors, Brookwood noted. But 
even the mirrors absorb between 20 

plasma, which conducts electricity. 
The resulting magnetic field in the 
plasma helps shape photons into 
small-wavelength EUV light. 

A key problem, Hassanein noted, is 
that most matter absorbs EUV radia-
tion, which would hurt the Purdue 
technique’s ability to focus light on 
the substrate. 

The EUV lithography process thus 
must take place in a vacuum with 

________________________________
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First, I will review some key scientific results that illus-
trate just how far we have already come in changing the 
Earth’s atmosphere and show that the climate is beginning 
to react. Then I will review ICT’s role in GHG emissions and 
describe several advances that allow us to reduce future 
emissions.  

CURRENT EARTH SCIENCE RESEARCH
Recent research has developed a probability distribu-

tion for the warming that we can expect from the carbon 
dioxide and other greenhouse gases already emitted since 
the beginning of the Industrial Age 250 years ago.1 The 
most probable outcome, shown in Figure 1 from that study, 
shows that over time, about 2.5°C warming will occur as a 
direct result of our past emissions. However, to this point, 
we’ve seen only about a 0.8°C increase in warming, or 
only a third of what is going to happen. This delay has two 
major reasons: First, it takes about 50 years for the thermal 
equilibrium of the oceans to adjust; second, the aerosols 
that are being emitted, particularly in Asia, are cooling 
the Earth. Somewhat ironically, the rest of that warming 
will appear as we clean up current air pollution over the 
next few decades. 

There is an emerging scientific consensus2 on a variety 
of climate tipping points which begin to occur as the global 
temperature rises—for example, melting of the summer 
Arctic ice, the Himalayan glaciers, and the Greenland ice 
sheet. As Figure 1 shows, the current level of greenhouse 
gases has already committed us to serious environmental 
changes. Unfortunately, as we continue to add more GHGs 

E
veryone is now aware of the growing threat 
of global climatic disruption, but it’s less 
well known that our information and com-
munication technology (ICT) community 
can play a key role in this looming crisis. 

The Climate Group, on behalf of the Global eSustain-
ability Initiative (GeSI)—a consortium of major IT and 
telecommunications companies—recently issued an 
informative new study, Smart 2020: Enabling the Low 
Carbon Economy in the Information Age, on this topic 
(www.theclimategroup.org). This report argues that 
in addition to making ICT systems more energy effi-
cient, application of those systems to electricity grids, 
logistic chains, intelligent transportation, and building 
infrastructure could reduce global greenhouse gas 
(GHG) emissions by as much as 15 percent by 2020, 
compared with business as usual. This could be a 
critical element for enabling countries to meet their 
emission reduction goals.

Even with a variety of aggressive ener-
gy efficiency measures, the ICT sector’s 
carbon emissions will nearly triple from 
2002 to 2020. We must accelerate ICT en-
ergy efficiency so that we can increase 
the use of ICT in smart infrastructure ca-
pable of reducing global greenhouse gas 
emissions.

Larry Smarr, University of California, San Diego

PROJECT GREENLIGHT: 
OPTIMIZING CYBER-
INFRASTRUCTURE
FOR A CARBON-
CONSTRAINED WORLD
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to the atmosphere, the peak of this curve moves further to 
the right, fostering greater disruption. 

Arctic ice sheet
If this analysis is correct, we would conclude from 

Figure 1 that we should already be seeing indications that 
we are past the first climatic tipping point—melting of the 
Arctic Ocean summer ice. Figure 2 presents a summary 
of NASA satellite data on the Arctic ice sheet over the past 
three decades.3 As the figure shows, from the 1980s to 
2000, much of the ice was several years old, whereas in 
2009 very little of this older, thicker, ice remains. The graph 
of the two-year and older ice shows why climate scientists 
predict that the Arctic may lose its several-year ice in the 
next five years, leaving only the annual ice, which is thin 
enough for ships to move through the Arctic Ocean. While 
this may be good for ocean transportation, this elimination 
of Arctic summer ice will cause dramatic climate changes 
all over the northern hemisphere.

The water towers of Asia are melting
In May 2009, UC San Diego and the University of Cam-

bridge held a three-day conference on the next tipping 
point in Figure 1: the melting of the glaciers in the Hima-
layan and Hindu Kush Uplift in Asia, which contains the 
largest amount of snow and ice outside the north and south 
polar regions.4 This frozen water forms the “water towers 
of Asia,”5 being the source of the great rivers from India to 
Southeast Asia to China—the Indus, Ganges, Brahmapu-
tra, Mekong, Yellow, and Yangtze, among others—which 
carry the melting snow and ice to the ocean. Over the past 
decade, the glaciers have begun to melt very rapidly, im-
pacting the water supplies of over a billion people. Also, 
temporary natural dams often form, backing up large lakes 
from the melting ice and snow and then giving way, caus-
ing flash floods that can destroy villages downstream. 

So we see that there is significant evidence that current 
levels of GHGs are beginning to shift the climate as pre-
dicted in the tipping-point study. Unfortunately, the global 
GHG emissions are continuing to increase, implying even 
more profound climate shifts. Therefore it is worth taking a 
look at just how unusual the current level of carbon dioxide 
is compared to historical values.

Historical climate oscillations
It is true that the temperature and CO2 levels of the 

atmosphere have oscillated over time. Some skeptics say 
that we are just experiencing another natural oscillation. 
To examine that hypothesis let’s consider the last series 
of these oscillations. Figure 3 shows the past 800,000 
years of oscillations in both CO2 and temperature as de-
rived from Antarctic ice cores.6 The lowest point of these 
oscillations coincides with ice ages and the peaks with 
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Figure 1. Temperature threshold range that initiates climate 
tipping. Earth has realized only one-third of the committed 
warming from previous greenhouse gas emissions; further 
emissions will move the curve to the right. Adapted with 
permission from V. Ramanathan and Y. Feng, “On Avoiding 
Dangerous Anthropogenic Interference with the Climate 
System: Formidable Challenges Ahead,” PNAS, vol. 105, pp. 
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Figure 2. The multiyear Arctic ice sheet has diminished 
precipitously over the past decade, causing climate scientists 
to predict that the Arctic may become ice-free in the summer 
as soon as čve years hence. Reproduced with permission, 
National Snow and Ice Data Center, courtesy of J. Maslanik 
and C. Fowler.
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interglacial periods, such as we have been in for 
the past 10,000 years. As Figure 3 shows, the 
amount of carbon dioxide in the atmosphere has 
oscillated between about 170 and 300 parts per 
million (ppm), while the temperature has oscil-
lated as much as 12 degrees centigrade for many 
ice age/interglacial cycles. 

In contrast, in 2010, the CO2 will reach 390 
ppm, and an MIT study indicates that global eco-
nomic growth in a “business as usual” scenario 
would raise this to approximately 900 ppm by 
the end of this century.7 Clearly, we are entering 
levels of CO2 that the Earth’s atmosphere has not 
seen for a very long time.

Next, let’s consider the time rate of change 
of the atmosphere’s CO2. Figure 4a shows the 
warming transition at the end of the last ice age, 
starting about 17,000 years ago, during which 
the CO2 level rose from about 190 ppm to 270 
ppm, or about 80 ppm, in 6,000 years.8 This 
yields an average rate of change in the “natural” 
rise of carbon dioxide of 1.33 ppm per century. 
Turning to modern times, the Keeling curve 
(http://scrippsco2.ucsd.edu/program_history/
keeling_curve_lessons.html) measured at the 
Mauna Loa Observatory, where researchers 
have been measuring carbon dioxide in the at-
mosphere since 1958, demonstrates that the 
atmospheric CO2 level has increased 50 ppm 
during the past three decades. The slope of the 
curve indicates the current rate of change is 
approximately 1.6 ppm per year, over 100 times 
faster than the “natural rate of warming” expe-
rienced during the rise from the last ice age to 
our current interglacial period. 

So we see that both the absolute value of CO2

and its time rate of change are radically differ-
ent today from historical oscillations, meaning 
that the Earth’s climate is dramatically out of 
equilibrium in an unnatural way. More unset-
tling still, a recent study by Shell Oil9 suggests 
that with very aggressive global efforts, the level 
of CO2 might be held to “only” 550 ppm by 2100, 
83 percent higher than the Earth’s atmosphere 
has seen in 800,000 years. Susan Solomon, one 
of the world’s leading atmospheric scientists, 
has carried out calculations showing that global 
warming will only slowly decline over the fol-
lowing 1,000 years.10,11 Clearly, we are facing an 
unprecedented challenge in this new century.

HOW CAN THE ICT COMMUNITY HELP?
The Smart 2020 report estimates that our ICT 

industry contributed about 2 to 3 percent of the 
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environment that includes PCs, servers, laptops, and smart 
phones. All of these devices have complex architectures, 
including multiple radios, ASICs, microprocessors, DSPs, 
memories, batteries, AC/DC converters, disks, and displays. 
This makes monitoring and management of energy a hard 
problem. 

There is wide variance in a component’s energy con-
sumption depending on whether it is asleep or active, as 
much as 6 to 10 times, and radios have an even wider 
variance. So how can we exploit this for improved energy 
efficiency? One strategy is to deploy the devices that use 
the least energy to shut down the bigger ones when they’re 
not needed. For instance, it’s possible to coordinate be-
tween radios—Wi-Fi, cellular Internet, Bluetooth, Zigbee, 
and so forth—and use them to page each other to keep the 
system energy efficient. 

The real help here is continued miniaturization, so that 
there is room to add sensors, control systems, and actua-
tors throughout the system layout to provide data that 
can feed energy algorithms which attempt to attain the 
thermal limit of what the devices can achieve. 

As UCSD’s Rajesh Gupta has shown, from an algorith-
mic point of view, a power-aware architecture either shuts 
down a component using dynamic power management or 
slows down using dynamic frequency scaling, or both. As 
a demonstration of this, working with Microsoft Research, 

total global GHG emissions in 2007, growing 
at a compounded rate of approximately 6 
percent, even assuming efforts to lower the 
industry’s carbon intensity over the next 
decade. This means that the total emission 
will roughly triple between 2002 and 2020. 
The graphs in Figure 5 include methane, 
nitrous oxide, and other greenhouse gases, 
combined into a “CO

2 equivalent” figure. 
The dark green in the figure shows the life 
cycle emissions that are associated with 
making our equipment and then disposing 
of it. The light green represents the carbon 
dioxide equivalent associated with generat-
ing the electricity needed to operate and 
cool all our ICT equipment. In forming its 
2020 projections, the Smart 2020 study 
takes into account both the likely techno-
logical improvements in energy efficiency 
over the next decade, as well as detailed 
projections of adoption rates over various 
forms of ICT around the world.

The Smart 2020 study shows that all but 
14 percent of the ICT emissions in 2020 
will occur outside the US and Canada, with 
China alone emitting twice this level. Clearly, 
the efforts to reduce the ICT emission inten-
sity will require a global effort.  

Which ICT sectors?
The report also divides the emissions into the compo-

nent parts: emissions resulting from the fixed and mobile 
telecommunications/Internet infrastructure, data centers, 
and the edge of the network. Much of the attention in green 
IT discussions focuses on data centers, whether located 
in academia and industry or forming the “back end” of 
the Internet such as those deployed by Google, Amazon, 
Yahoo, and Microsoft. This makes sense, since these “su-
perclusters” are measured in hundreds of thousands of 
PCs. Yet the Smart 2020 report shows that this only adds 
up to less than 20 percent of the total emissions in 2020. 
The majority (57 percent) will come from the Internet’s 
edge: PCs, peripherals, and printers. This is because of 
the enormous scale as China and India rapidly adopt PCs. 
By 2020, the report estimates there will be 4 billion PCs in 
the world. So the vast number of PCs is going to dominate 
this problem. 

Cleaning up the edge 
Addressing the problem of power management in edge 

devices needs to start at the system level, focusing on the 
integration of the hardware and software architectures 
(http://scipm.cs.vt.edu). It requires coordination across pro-
cessing, communications, and networking in a modern 
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Figure 5. ICT carbon footprint worldwide. ICT emissions are increasing 
at 6 percent annually, with most of the increase in developing countries. 
Adapted with permission from the Smart 2020 report.
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Figure 6. ICT carbon footprint by industry sector. The number of PCs 
(desktops and laptops) globally is expected to increase from 592 million 
in 2002 to more than 4 billion in 2020. Adapted with permission from the 
Smart 2020 report.
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of software and the applications themselves for 
increasing energy efficiency. 

To provide a realistic load on the system, 
Calit2 has pulled together a wide range of com-
putational science applications. For example, an 
end user doing metagenomics can use this ser-
vice-oriented architecture to run an application 
remotely, choosing a variety of algorithms and 
running them on different computer architec-
tures—multicore, GPU, FPGA, and so on—each 
combination of which has a different energy pro-
file and turnaround time that can be measured 
and published in an open fashion on the Web. 
Project researchers are also developing middle-
ware that automates the optimal configuration of 
hardware and software. 

As Tajana Simunić  Rosing and her colleagues 
at UCSD have shown,13-15 dynamic power management 
coupled with machine learning based on the outcomes of 
the sensors and performance counters can control voltage 
and frequency, achieving up to a 70 percent energy sav-
ings for a certain class of workloads. For dynamic thermal 
management, machine learning can predict that a certain 
algorithm, say a graphics algorithm, generates significant 
heat when it reaches the GPU, so the system can precool 
the GPU to immediately transfer the heat—with up to a 
60 percent reduction with no performance hit. These are 
pioneering examples of how thinking about the interaction 
of software and hardware can achieve even higher levels 
of energy efficiency than just thinking about the hardware.

Another example is virtualization. On a typical 
campus, departments have compute clusters located in 
poorly air-conditioned rooms and often are only com-
puting a small fraction of the time, even though the 
electricity to run and cool them is running 24/7. Virtu-
alizing the workload to run on a larger system that is 
enclosed in an energy-efficient environment and that 
runs 80 percent of the time allows many more calcula-
tions for the same amount of energy. If the end user’s 
laboratory is connected to the centralized cluster with a 
10-Gbps clear channel optical fiber as in the GreenLight 
project, there will be no more latency than if the cluster 
was in the user’s lab, yet the campus will be spending 
less on energy and lowering its carbon footprint.

Finally, if the energy can be generated in a manner that 
does not produce carbon emissions, then we end up in the 
best of all possible worlds—computing with zero carbon 
emission. Since campuses are beginning to install zero-
carbon energy sources such as solar panels or fuel cells, 
why not use them to power the data centers? Even better, 
since these sources produce DC, we can use the power 
source to directly power the computer (which natively 
runs on DC) and save the wasted energy that goes into 
AC/DC conversion. 

Gupta and his team developed the Somniloquy architec-
ture (http://mesl.ucsd.edu/yuvraj/research/documents/
somniloquy-NSDI09-yuvraj-agarwal.pdf). An implemen-
tation of this approach, housed in a standard USB device 
and inserted into a ThinkPad laptop, manages radios and 
hardware components so that it’s possible to power down 
to only 1W doing normal work and achieve 63 hours of 
battery life—as opposed to the four to six hours available 
with normal (16W) or low (11W) power strategies. Either 
widespread use of such devices or engineering this capabil-
ity into edge devices themselves could have a major impact 
on reducing the estimated 2020 emissions for ICT.

Data centers
The professionals who run data centers have made 

major improvements in energy intensity in the past four 
years. As an example, consider the findings of the Data 
Center Demonstration Project, launched by the Silicon 
Valley Leadership Group and Lawrence Berkeley National 
Laboratory, with 17 case studies.12 As Figure 7 shows, they 
find that with best-practice methods, the inexorable rise 
in the kWhr/year that had been taken for granted can be 
reversed and indeed rapidly decreased. Fundamentally, 
this involves a series of techniques that move traditional 
data centers from a strategy of cooling the entire room to 
one of cooling just the heat-generating processors. 

One innovation for small data centers is to enclose the 
racks in a box not much bigger than the equipment. For 
instance, Sun Microsystems has created a Modular Data 
Center (www.sun.com/products/sunmd/s20) out of an 
international cargo container that can hold seven racks 
with both air and chilled-water cooling, adding sensors 
that monitor temperature and energy and allow for active 
management of disks, CPUs, routers, and so on. The NSF-
funded GreenLight project at UCSD (http://greenlight.calit2.
net) has purchased two of these data centers to explore 
methods that go beyond simple physical cooling to the role 
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At UCSD, we are installing 2 megawatts of solar power 
cells, and next year we’re going to launch a 2.8-megawatt 
fuel cell that liquefies methane produced at the Point Loma 
waste treatment plant and uses it as fuel. This process pro-
duces no carbon dioxide—in fact, it recycles the methane 
that would normally be released into the air—and we could 
run 10 or 20 Sun Modular Data Centers from this one fuel 
cell. As part of our GreenLight project we are exploring this 
option with Lawrence Berkeley Laboratory.

W
hether in a laptop or a data center, we’re 
wasting a large fraction of the energy we 
are using to power and cool ICT devices 
because we haven’t focused on how we 
can more efficiently perform our cal-

culations. However, the many experiments around the 
US and the world are a positive sign that this will change 
soon.  

All of this effort is intended to develop ICT components 
that use less energy, so that we can use more ICT to build 
out smart infrastructure in electric grids, transportation 
systems, logistic systems, and buildings. The Smart 2020 
report shows that such applications of ICT could reduce 
global carbon emissions by five times the amount of 
the entire ICT sector. We have a great opportunity in 
academia to explore these possibilities and transfer our 
innovations to society at large, because our campuses 
are essentially small cities, which can be thought of as 
testbeds16 for exploring changes that lead to a greener 
future. This process is already under way at many cam-
puses (www.presidentsclimatecommitment.org).  

With academia becoming first movers, they can drive 
innovations that will be transferred to the market and ap-
plied at scale, helping to speed society’s transition from a 
high-carbon to a low-carbon economy. 
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Vint Cerf and Munindar Singh, guest editors for IEEE 
Internet Computing’s January/February special issue, 
have invited a dozen computing luminaries to dis-
cuss their predictions for the Internet’s future over the 
course of this new decade. For additional information, 
see computingnow.computer.org.
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logics, but the program design errors we saw in 1967 can 
still be found in today’s software. Applications of formal 
methods to industrial practice remain such exceptions 
that they confirm that the use of formal methods is not 
common practice.

We must question the assumptions underlying current 
formal methods to see what needs to be changed. The 
articles published in Computer’s September issue did not 
do that; they presented minor variations of ideas that their 
authors, and other researchers, have advocated for years.

CLAIMS OF PROGRESS AND 
INDUSTRIAL ADOPTION

The computer science research literature reveals that 
“formal methods for software development” are a popular 
research area. Variants of these approaches are frequently 
discussed and debated at conferences and in journals.

Funding agencies often require that larger research-
funded projects include some cooperation with industrial 
organizations and demonstrate the practicality of an ap-
proach on “real” examples. When authors report such 
efforts, they state that they are successful. Paradoxically, 
such success stories reveal the failure of industry to adopt 
formal methods as standard procedures; if using these 
methods was routine, papers describing successful use 
would not be published. 

T
he theme of the feature articles in Computer’s 
September 2009 issue was “Rethinking Formal 
Methods.” Rethinking this subject is certainly 
long overdue. 

It has been more than 40 years since the 
late Robert Floyd showed us how to “assign meaning to 
programs” and demonstrated how we could verify that 
programs will do what they are intended to do.1 It has been 
at least 35 years since I first heard Jean-Raymond Abrial 
present the ideas that were the basis of Z and its many dia-
lects. The Vienna Development Method (VDM) community 
began its work about the same time. Even second- and 
third-generation formal methods show signs of age. 

Since 1967, there have been numerous “revolutions” on 
the hardware side and amazing improvements in man-
machine interfaces. The computer systems on my desk 
today were unimaginable when Floyd wrote that article. 
Unfortunately, there hasn’t been comparable progress in 
formal methods. There have been new languages and new 

We must question the assumptions under-
lying the well-known current formal soft-
ware development methods to see why 
they have not been widely adopted and 
what should be changed. 

David Lorge Parnas, Middle Road Software

REALLY 
RETHINKING 
‘FORMAL
METHODS’
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There is a disturbing gap between 
software development and traditional 
engineering disciplines.
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provement and will try almost any new method—provided 
that it does not look like mathematics.

Gap between software development and 
older engineering disciplines

There is also a disturbing gap between software devel-
opment and traditional engineering disciplines. Software 
developers often identify themselves as engineers, but 
their education and way of working are not at all like those 
of traditional engineers. Engineering programs teach basic 
science, applicable mathematics, and how to apply math-
ematics to predict the behavior of products. Most computer 
science departments teach technology (which is often of 
fleeting value in our rapidly changing field) and abstract 
mathematics that the students do not learn to apply.

Twenty years ago, I heard a wise and experienced top-
level manager complain that his software developers and 
his other engineers spoke such different “languages” and 
thought in such different ways that it was difficult for them 
to work together. That gap is still with us.

Gap between computer science and 
classical mathematics

A more unexpected development is the separation 
between theoretical computer scientists and classical 
mathematics. Many computer science programs present 
their students with a very narrow slice of mathemat-
ics, usually stressing recent developments and “pure” 
mathematics over older work and what is called “applied 
mathematics.” Mathematics has evolved slowly and con-
tains many mature and general concepts that can be used 
when describing and analyzing computer systems. 

As a result of the “split” between computer science and 
mathematics departments, formal methods often use the 
notation of mathematics but do not take advantage of 
potentially useful mature concepts. It is easy to find situa-
tions in which a computer science researcher might invent 
an approach in which a classically trained mathematician 
would recognize that it was possible to use an older (and 
simpler) concept to solve the problem.

An insight-provoking illustration of this is the contrast 
between the approaches of two people at the same institu-
tion, mathematician N.G. de Bruijn and computer scientist 
E.W. Dijkstra, to programming semantics and verification. 
De Bruijn applied the classical concept of relations, while 

Industry is so plagued by errors and high maintenance 
costs that it would use any method it thought would help; 
it chooses not to use methods such as Z or VDM. 

Reports of successful industrial adoption do not always 
stand up to scrutiny. Sometimes, the authors are just play-
ing with words. For example, the technique of placing 
debugging statements in code, taught to me in 1959, has 
recently been trumpeted as “industrial use of assertions.”

In other cases, close scrutiny reveals truly heroic efforts 
with very complex formal models but little evidence that 
the actual code is correct. Often, these efforts do not lead 
to repeat use or broader adoption of the method. Develop-
ment organizations that routinely use these methods for 
actual products are rare.

Some of the reported success may be attributable to 
having two people looking hard at the problem and the 
code. Thirty years ago, in a paper that is still worth reading 
today, H.S. Elovitz described an experiment in which a pro-
gram in a second programming language was used in the 
way that formal method advocates suggest that their nota-
tions be used.2 One programming language was called the 
specification language; the other was the implementation 
language. One programmer wrote the “specification” and 
gave it to another, who translated it to the implementation 
language. The specifier reviewed the translation. The error 
rate was reduced, and this technique (an earlier version of 
pair programming) was considered successful. This effect 
alone could explain the few successes in formal methods 
application. Reports that formal methods are ready for 
industrial use must be taken with a grain of salt; if they 
were ready, their use would be widespread.

THREE ALARMING GAPS
The past 40 years have seen some negative develop-

ments in the software field.

Gap between research and practice
The gap between formal methods research and practi-

cal software development is much larger today than it was 
when Floyd wrote his paper. Floyd had been a successful, 
innovative, and productive programmer. His article clearly 
reveals the connection between mathematical expressions 
and the programmer’s product.

Today, many research papers are written as if the math-
ematics were all that matters. They do not show how to 
relate the formal models and results to the actual code on 
real machines. Further, they offer no way to deal with the 
complexity of software systems.

On the other side, most software developers perceive 
formal methods as useless theory that has no connection 
with what they do. There is no quicker way to lose the at-
tention of a room full of programmers than to show them 
a mathematical formula. Developers see the need for im-
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to answer even simple questions about the design. Some-
times the models are “write only” because no one but the 
author can answer questions.

We must learn to use mathematics in software develop-
ment, but we need to question, and be prepared to discard, 
most of the methods that we have been discussing and 
promoting for all these years. We must examine the as-
sumptions on which these methods are based and see 
which ones stand up to scrutiny. 

WHAT TO RETHINK?
If we are really going to rethink formal methods, we 

need to objectively reconsider a set of issues.

Identiffers and variables
Robert Floyd, and most who followed him, represented 

the state of an executing program using the identifiers that 
appear in the program. Thus, if a program had a variable 
identified by “dogs,” that string would appear in the predi-
cate expressions used to characterize the state.

Variables in a program are finite state machines; what 
we generally call the value of a variable is that machine’s 
state. The identifier is a string that we use to refer to a 
variable. A variable may have more than one identifier 
(aliasing), and one identifier may refer to different variables 
in different parts of a program.

In mathematics, variables are placeholders used 
to define functions/relations; they have neither state 
nor value. The difference is not always noted because 
the identifiers in programs look like the variables in 
mathematics. 

Floyd implicitly assumed a one-to-one correspondence 
between the program variables and the identifiers. He also 
assumed that if an identifier does not appear in an expres-
sion or program line, the corresponding variable is not 
involved in the calculations when that line is executed. 
This is not always the case. “Workarounds” have been 
proposed, but they tend to complicate use of the methods. 
Many researchers have suggested that using programming 
techniques that destroy a simple relationship between 
identifiers and variables—for example, pointers—is bad 
programming practice; those practices are useful, and 
researchers are trying to cover up weaknesses in their 
methods by casting aspersions on things they cannot 
handle.

Arrays are a particularly vexing example of this prob-
lem. “A[j]” and “A[2]” may be identifying the same variable. 
If we treat them as different, we can prove a program cor-
rect when it is not. Edsger Dijkstra proposed treating the 
whole array as a single variable. This works nicely when 
all elements of an array are used in the same way, but is 
not always helpful. 

A better way to deal with arrays is needed. In general, it 
is time to rethink how states should be represented.

Dijkstra invented his “predicate transformers.” In my work, 
I have found the relational approach far more convenient 
and easier to use. 

BEAUTY AND THE BEASTS
Most articles about the use of mathematics in software 

development contain two distinct messages.

A general message that reminds us of the ubiquity of 
faults in software and argues that the use of math-
ematical notation and reasoning can ameliorate the 
situation.

A specific message that describes a detailed syntax 
and semantics for a language that can be used to 
describe a model and rules that allow us to “reason 
about” that model and thereby check certain proper-
ties of it.

I always find the general message convincing. Edu-
cated as an electrical engineer, I know that mathematics 
is a valuable tool for all engineering disciplines and that 
there is no reason that software should be an exception. 
As a daily user of current software, I see faults that I am 
convinced would not be there if mathematics had been 
used for software in the same way that engineers use it for 
designing physical products. However, I find the specific 
messages unconvincing.

Even on small examples, it often appears that the 
model is more complex than the code.
The model is a program (a sequence of data transfor-
mations); it is not easier to write or understand the 
model than it would be to write or read the program 
that would actually run.
The models often oversimplify the problem by ignor-
ing many of the ugly details that are likely to lead to 
bugs.
Often the example does not include the final code, 
and, if it does, it is difficult to “connect” the model 
with the code; it seems possible for the model to be 
proven correct in spite of subtle errors in the code.

The problems are exacerbated in larger examples. 
Often, it is necessary to understand a lot about the model 

We need to question, and be prepared 
to discard, most of the methods 
that we have been discussing and 
promoting for all these years.
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Rethinking would require serious consideration of this 
alternative. We gain simplicity if we do not have to treat 
time as anything special.

Axioms: Assignment or relational algebra?
In his early paper titled “An Axiomatic Basis for Com-

puter Programming,” C.A.R. Hoare introduced about a 
dozen axioms.3 In logic, axioms are usually simple, in-
tuitive, and obviously universally true. Hoare’s axioms 
(which I believe to be essentially the same as Floyd’s) don’t 
have those properties. The axioms describing the arithme-
tic are not true of any practical computer. The axiom of 
assignment is only true under very restrictive conditions. 
The axiom given for iteration is more a sketch of a method 
of proof than an axiom since it requires identifying the 
right invariant.

There is an alternative. Some researchers have been 
studying the use of relational methods in computer sci-
ence; they note that the effect of a terminating program 
could be described by a relation on states and that the 
well-known laws of relational algebra can serve as the 
axiomatic basis for programming. The axioms of relational 
algebra are simple and universal. They do not embody 
the characteristics of any particular type of program and 
can be used with any set of primitive programs. This ap-
proach seems to have been neglected by most “mainline” 
researchers in the area of formal methods.

Direction of analysis: Forward, 
backward, or inside out?

Floyd, Hoare, and most others analyzed a program in 
the direction of execution—that is, starting with the first 
statement and initial conditions and continuing to the 
end of the program. Loops required an “inductive asser-
tion” or an “invariant,” but otherwise the direction was 
forward. In a break from previous work, Dijkstra proposed 
going in the opposite direction. His “weakest precondi-
tion” approach starts with the desired postcondition and 
determines what had to be true before the program ran to 
get the stated result. Few have followed him.

We can work either way. More important, going 
“bottom up” or “inside out,” summarizing inner programs 
until the whole program has been summarized is also a 
possibility. In this approach, the relational method has an 
advantage because the axioms are not based on particular 

Conventional expressions or something 
more structured?

The mathematical expressions used in most methods 
are relatively easy to read for simple expressions and when 
they are used to describe continuous functions. For com-
plex programs, we are describing piecewise-continuous 
or discrete valued functions; in those cases, conventional 
expressions can be very hard to read and write correctly. 

It is time to look for new forms of expressions that are 
designed for use with the functions implemented by digital 
computer programs.

Hidden state: Normal or extension?
Variables in the programming languages of the 1960s 

had the property that there was a simple relation between 
the visible value and the state. With the introduction of 
abstraction or information-hiding, and the subsequent 
introduction of user-defined “abstract types” into program-
ming languages, it became possible to have variables such 
as stacks where the visible values are only part of the state. 
To deal with this, formal models often include ad hoc ex-
plicit state representations. These are arbitrary and often 
add complexity. 

It is time to consider hidden state to be the normal case 
and develop methods that deal with it systematically.

Termination: Normal or exception?
The earliest formal methods assumed that a program 

would be started with initial values of a data structure, and 
execution would terminate with an answer in that data. 
They introduced the concept of partial correctness, which 
meant that if a program terminated, the answer would be 
correct, but the program might not terminate. Yet some 
programs fail by not terminating and others are intended 
to execute indefinitely. Extensions and notations that deal 
with nonterminating programs have been added to a basic 
model that assumes otherwise. 

Rethinking requires asking if nontermination should 
be treated as the normal case in a way that lets us treat 
terminating programs as a special case.

Time: A special variable or another variable?
When the original formal methods were developed, 

execution time was not a major concern. If a program ex-
ecuted more quickly than expected, users were happy. If 
a program was too slow, the user might become annoyed, 
but the answer was still useful. Time was not a factor in 
the program correctness proofs. 

With the advent of real-time systems, this all changed; 
programs that are too fast or too slow are incorrect. Special 
logics were developed for dealing with time issues. This 
is quite different from such areas as control theory and 
circuit theory, where time is represented by an additional 
variable that is not treated in any special way. 

It is time to look for new forms of 
expressions that are designed for use 
with the functions implemented by 
digital computer programs.
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sary properties as specifications may result in a product 
that is overdesigned or unnecessarily expensive. Methods 
that will be useful in practice must use models that are 
descriptions and clearly state whether or not they can be 
interpreted as specifications.

Speciffcations: Programs or predicates?
Before Floyd’s work became known, some of the research-

ers interested in verification argued that since we had no 
way to state what a program should do, we could only prove 
program equivalence. They would write a program that was 
“obviously right,” then prove that a more complex, usually 
more efficient, program would get the same answers.

This way of thinking seems to live on in some ap-
proaches to formal methods. The “specification” is a 
program that describes a sequence of state changes or 
data transformations. 

Unless the sequence of transformations is a require-
ment, programs should not be used as specifications. An 
alternative view that has not received enough attention 
is to view a specification as a predicate. With a predicate 
you cannot directly compute an answer but you can easily 
check the correctness of a proposed answer.

It is time to look for methods that use predicates on 
observable behavior as specifications.

Speciffcation language: Programming language 
or mathematical description?

The term “specification language” often causes 
confusion. Since a specification is also a description, spec-
ification languages are actually description languages. 
Further, most notations that are presented as specification 
languages are actually programming languages. 

We should be considering methods that do not use the 
term “specification language.”

What can be ignored?
A formal analysis uses a simplified description of the 

real system—that is, a model. Simplification is achieved 
by ignoring certain facts such as the limits in the sizes 
of data elements and the errors in arithmetic operations. 
Unfortunately, these are exactly the type of details that 
can cause faults and lead to failures. No formal analysis 
of such a model that leaves out critical limits can reveal 
faults attributable to those limits.

We should be looking for methods that do not ignore 
the finite limits that are one of the most frequent causes 
of bugs.

How do we establish correspondence 
between model and code?

Because practical programming languages often do 
not have a complete formal semantics, one that takes into 
account such issues as the support for software behavior 

programs (such as assignment) but are general and apply 
to programs of any size.

Side e�ects: Normal or bad?
One limitation on the axioms in the Hoare paper is that 

they are not true if the programs that evaluate an expression 
have side effects—that is, if they affect the values of other 
variables. Most mainline methods disparage side effects as 
a bad programming practice. Yet even in well-structured, 
reliable software, many components do have side effects; 
side effects are very useful in practice. It is time to investigate 
methods that deal with side effects as the normal case.

Nondeterminism: Normal or extension?
Early formal methods dealt with deterministic pro-

grams—programs in which the starting state determines 
the final state. When such methods are extended to deal 
with other programs, it is usually an afterthought and 
more complex. In practice, there are many reasons to deal 
with a component of a system as nondeterministic. Speci-
fications are usually nondeterministic. Perhaps a formal 
method should treat nondeterminism as the normal case 
and deterministic programs as a special case.

Models, descriptions, and speciffcations
Many papers on formal methods use the words “model” 

and “specification” interchangeably, perhaps based on a 
standard dictionary definition of specification as specific 
information. This definition does not correspond to engineer-
ing use, and there are alternatives that should be considered.

In engineering, the word “specification” is used in 
a narrower sense, denoting a detailed statement of 
requirements.
A “model” of a product is something that resembles 
the original system but is simpler. Some properties of 
the model may not be properties of the original.
A model or document is a “description” if everything 
that you can learn from it is true of the real thing. A 
specification is a description of a satisfactory product, 
but some descriptions are not specifications because 
they describe properties that are not required.

Using models that are not descriptions is dangerous 
because they can lead to incorrect conclusions about the 
real product. Treating descriptions that describe unneces-

Perhaps a formal method should 
treat nondeterminism as the normal 
case and deterministic programs as a 
special case.
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search area in formal methods. It is not.

Pre- and Postconditions
The earliest formal methods were based on associating 

a program with a pair of predicates. One was the precon-
dition, describing a class of states that must hold before 
the program is executed; the other was the postcondi-
tion, describing the states that must hold afterward. More 
than 30 years ago Susan Gerhart and Lawrence Yelowitz 
clearly showed that these are not really two separate con-
ditions.4 They specified a sort program with a precondition 
requiring only that there be some values in an array and 
a postcondition that the array be sorted. A program that 
assigned the value j to the jth element of the array would 

satisfy this specification.
Instead of two separate conditions, we need a relation 

between starting state and stopping state. A few research-
ers have used this approach, but in most methods we still 
see pre- and post- as separate conditions. Extra variables 
are often added to allow the initial values to be mentioned 
in the postcondition.

It is time to consider abandoning the idea of pre- and 
postconditions.

Correctness proof or property calculation?
Computer scientists interested in mathematical soft-

ware development methods have focused on “proof of 
correctness.” Strangely, although engineers heavily use 
mathematics, they rarely use that phrase. Instead, they use 
mathematics to calculate properties of a product such as 
voltage on the output, harmonic distortion, heat loss, and 
so on. They use these calculations to evaluate and compare 
designs. “Correctness” is a useful term in mathematics, 
but not in engineering. In engineering, it is usually a seri-
ous challenge to define “correctness” for any application. 
Moreover, engineers are often interested in choosing the 
best design from a set of “correct” designs. Correctness is 
not the issue.

Researchers interested in developing practical formal 
methods should consider the engineering viewpoint; it re-
places a vague general question with a set of specific ones.

OBSERVATIONS
This article is intended to ask questions, not answer 

them. There are, however, some observations that can 
be made.

and finite limits, many formal methods work with a model 
quite different from the actual code. Often the connec-
tion between the code and the model is complex and not 
clearly described; in such cases, there is a question about 
whether the model could be (proven) correct while seri-
ous bugs remain in the code. In electrical engineering, 
a mathematical model is usually a set of equations that 
can be derived from the circuit systematically by, for ex-
ample, using Kirchoff’s laws. Some “idealization” happens 
in practice, but often this is taken into account by stating 
tolerances and deriving the possible inaccuracy in the 
computed result. 

We need similar techniques for deriving mathematical 
models from program text. Floyd was careful to do this, 
but many of today’s methods do not.

Mathematics in documentation
To do their job properly, both programmers and users 

need precise information. They need to know what is 
expected of their products and what they can expect of 
the programs they use. Even “small” details are impor-
tant because, in software, small errors can cause serious 
failures.

Experience has shown that natural-language doc-
umentation rarely provides what is needed. Those 
documents are usually incomplete, imprecise, and poorly 
organized. The information in them is often wrong either 
because the original writer made an error or because the 
document was not properly updated when a change was 
made. There is no way to test an informal document. If 
the documentation is not trustworthy, a programmer in 
search of information must either find a knowledgeable 
colleague or read and understand thousands of lines of 
code written over many years by many other people. 
Neither technique is likely to provide complete and ac-
curate information.

One of the most important roles that mathematics could 
play in software development would be to provide precise, 
provably complete, easy-to-use, testable documents. The 
popular formal methods have not been designed with use 
in documentation as the main goal.

When advocates of formal methods do provide doc-
umentation that can help programmers understand a 
program, it is usually in the form of assertions within the 
code. This works well for small programs but is impractical 
for large ones. For large programs and components, there 
is a need for external documentation that summarizes 
the behavior of hundreds or thousands of lines of code, 
allowing a programmer who uses that code to avoid read-
ing it. Some formal methods use abstract models for this 
purpose, but these models do not usually capture all the 
details that programmers need to know about the pro-
grams they use.

Mathematical documentation should be a major re-

Natural-language documentation is 
usually incomplete, imprecise, and 
poorly organized.
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Step by step from user to code
Software is complex, and the only way to deal with 

this complexity is to proceed in small, systematic steps 
so that the relation between the abstract view given the 
user and the concrete code that runs on the machines can 
be followed. Any mathematics-based method must be an 
integrated set of techniques that supports a systematic 
step-by-step process. The integration means that consis-
tent notation must be used at every step.

Abstract views must be simpler but true
Nobody doubts the value of abstraction, but it is essential 

to remember that everything that we can derive from an 
abstraction must be true of the real thing. If we can derive 
something that is not actually true, what we have is not an 
abstraction but a lie.

Our role model should be engineers, 
not philosophers or logicians

Engineers use mathematics in very different ways from 
pure mathematicians and logicians. Mathematicians who 
prove theorems use axiom systems that allow them to 
search for a proof. Engineers usually evaluate expressions, 
a process that requires no search, just repeated substitu-
tion of values for variables and application of functions.

M
ore money is not the answer. It is common 
for researchers who do not achieve what 
they set out to achieve to blame the fund-
ing. Research in formal methods for 
software development has been very well 

funded. More money won’t help; more thinking will. 
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Software is broken, but broken 
formal methods won’t ffx it 

There is widespread agreement that something must 
be done to improve the quality of software. We have noth-
ing better than mathematics for that purpose. However, 
there are serious questions about the popular formal meth-
ods, and researchers must find answers that are more 
convincing.

We need research, not advocacy
When we find that people are not adopting our meth-

ods, it is tempting to try “technology transfer” and other 
forms of advocacy. When that fails, which it has, we must 
return to research and look seriously for ways to improve 
those methods. It is our job to improve these methods, not 
sell them. Good methods, properly explained, sell them-
selves. Our present methods don’t sell beyond the first trial.
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BACK TO THE FUTURE 
In its autonomic computing call to arms, IBM compared 

what the IT industry faced in 2001 to what occurred in 
the US telephony industry in the 1920s. At that time, the 
rapid expansion and infiltration into daily life of the phone 
aroused serious concern that there would not be enough 
trained operators to work the manual switchboards. 
Analysts predicted that by the 1980s, half the country’s 
population would have to become telephone operators to 
meet demand. AT&T/Bell System’s implementation of the 
automated switching protocol and other technological in-
novations averted this crisis. 

In 2001, unfilled IT jobs in the US alone numbered in the 
hundreds of thousands, even in uncertain economic condi-
tions, and global demand for IT workers was expected to 
increase by more than 100 percent in the next five years. 
Today’s actual employment numbers are hard to deter-
mine, as government statistics do not explicitly capture 
system administration, IT maintenance, and other related 
functions. However, crude data from the Bureau of Labor 
Statistics suggests that there are approximately 260,000 
IT workers in the US, with employment in the industry 
declining slightly but steadily over the past decade3 despite 
the enormous increase in computing power available. This 
trend suggests that consolidation of computing power, 
which will increase alongside the use of cloud computing 

I
n 2001, IBM researchers predicted that by the end 
of the decade the IT industry would need up to 200 
million workers, equivalent to the entire US labor 
force, to manage a billion people and millions of 
businesses using a trillion devices connected via 

the Internet.1,2 Only if computer-based systems became 
more autonomic—that is, to a large extent self-manag-
ing—could we deal with this growing complexity, and 
they accordingly issued a formal challenge to researchers.

We have reached 2010, and, much like the Y2K problem, 
the situation clearly is not as extreme as anticipated. So 
was it all hype, or has the IT industry had a very productive 
decade? Have we met IBM’s challenge, or have we simply 
performed another heroic effort without solving the un-
derlying problem?

Efforts since 2001 to design self-managing 
systems have yielded many impressive 
achievements, yet the original vision of 
autonomic computing remains unfulfilled. 
Researchers must develop a comprehen-
sive systems engineering approach to 
create effective solutions for next-genera-
tion enterprise and sensor systems.

Simon Dobson, University of St. Andrews, UK

Roy Sterritt, University of Ulster, Northern Ireland

Paddy Nixon and Mike Hinchey, Lero—the Irish Software Engineering Research Centre 

FULFILLING 
THE VISION OF  
AUTONOMIC
COMPUTING
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The most widely recognized elements 
of autonomic systems are the so-called 
self-* properties.

the IEEE and other organizations the term more broadly 
describes the application of advanced technology to the 
management of advanced technology. Similar proposed 
visions are clearly related: organic computing, bio-inspired 
computing, self-organizing systems, ultrastable computing, 
autonomous and adaptive systems, to name a few. We use 
the term autonomic to encompass all of these initiatives.

Enterprise systems are only one member of a class of 
complicated systems that must function consistently and 
reliably in the absence of detailed human involvement. 
Many management tasks can no longer be handled with 
sufficient efficiency by manual operators, however skilled: 
The system itself must take responsibility to adapt its own 
operation in the face of changing conditions. This need for 
self-adapting behavior characterizes the domains in which 
autonomic computing ideas are gaining traction. 

To take two examples:

The main cost for the operator of a data center is 
power, thus the provisioning of systems to match 
workloads and service-level obligations becomes a 
critical business success factor. Because workload 
demands change minute by minute, no human opera-
tor can provision services with sufficient efficiency. 
Applications like environmental sensing cause the 
network to meet the real world in ways that preclude 
direct human management. The viability of environ-
mental sensing—essential for effective science and 
policymaking—therefore depends on sensor sys-
tems’ ability to self-manage in the face of a changing 
environment.

The most widely recognized elements of autonomic sys-
tems are the so-called self-* properties: For systems to be 
self-managing they should be self-configuring, self-healing,
self-optimizing, and self-protecting and exhibit self-aware-
ness, self-situation, self-monitoring, and self-adjustment.
Despite their seeming simplicity, these goals mask a com-
plex interaction between the behaviors of systems and 
their goals, users, and relationships with the external en-
vironment. We can only optimize a system against some 
external criteria, so self-optimization implies that these cri-
teria are made available in some way to the management 
system. Moreover, composition and analysis of systems 
probably imply that the criteria be explicit, symbolic, and 
machine-readable rather than embedded implicitly into 
algorithms. 

In thinking of systems rather than simply of machines, 
we must also consider communications a component of 
the problem space,5 the most notable omission from Kep-
hart’s and Chess’s vision. Mikhail Smirnov6 propounded 
the notion of autonomic communications based on David 
Clark and colleagues’ call for a knowledge plane for the 
Internet,7 and it has become an active research topic,8

and Web 2.0, reduces the amount of management per unit 
of service. 

The story is not that simple, of course.
Seven years ago, Jeffrey Kephart and David Chess pub-

lished “The Vision of Autonomic Computing” in Computer,4

setting forth IBM’s autonomic computing manifesto1 in the 
specific context of enterprise systems management. This 
article has been wildly influential, with more than 1,100 
direct citations according to Google Scholar. Moreover, 
the study of autonomic systems has become a significant 
component of systems research, with its own dedicated 
journals, conferences, and IEEE Computer Society techni-
cal committee (TCAAS), as well as a substantial presence 
in mainstream computing and networking venues.

The vision of autonomic computing represents a sur-
prising combination of revolution and retrenchment. By 
focusing on total costs of ownership for enterprise sys-
tems, Kephart and Chess highlighted the central impact 
that IT systems can have on the core economics of modern 
businesses. Indeed, the deployment, maintenance, and 
evolution of enterprise systems often require enormous 
efforts by extremely valuable staff, whose successes add 
little visible business value but are nevertheless vital and 
whose failures can be catastrophic for the whole enter-
prise. Autonomic computing, in its broadest sense, seeks 
to reduce the need for such heroic efforts and their con-
sequential risks. 

To what extent is the vision set forth by Kephart and 
Chess being fulfilled? What is the status of autonomic com-
puting systems research in its current realization, and how 
has it influenced research thinking? 

THE BROADENING VISION
The increasing use of information systems to collect, 

analyze, locate, collate, summarize, and otherwise pro-
cess information has had an immense impact on modern 
life. That so much of this change has occurred in back of-
fices makes it easy to underestimate the extent to which 
the design, construction, and especially maintenance of 
these systems challenge our capabilities as engineers. Fea-
ture interaction is a major cause of system failures, and 
its avoidance is a major cost for system administrators 
deploying new features.

In some minds autonomic computing today remains 
closely associated with the original IBM initiative, but to 
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swarm and ant-colony models to coordinate robot be-
havior, sometimes in combination with more traditional 
formal methods.10 The “ANTS: A Milestone in Autonomic 
Computing” sidebar describes one notable project. Stig-
mergic approaches capture the notion of depositing 
time-limited information into an environment to influ-
ence later computations. Physics provides another source 
of inspiration—for example, using models derived from 
electromagnetic field theory to control load and commu-
nications balancing.11

The Internet has become the de facto pervasive com-
munications system across the world today, providing the 
means for cloud computing. Its success lies in its generality 
and heterogeneity, the combination of a simple transparent 
network (the data plane) with rich end-system functional-

especially in Europe, where it has received considerable 
support from the EU’s Framework programs. Considering 
communications as well as computing naturally leads to 
an exploration of the interplay of these different aspects. 

THE EVOLVING STATE OF THE ART 
As the “Autonomic Computing: Biological Inspira-

tion” sidebar describes, the term autonomic  suggests an 
analogy to the biological nervous system, with the self-* 
properties similar to those of homeostasis and respon-
siveness, as well as to the more conventional notions of 
closed-loop feedback and control. Critics have argued that 
the autonomic computing field simply synthesizes results 
from other areas, but this view ignores the breadth that 
comes from a whole-systems focus. Indeed, we believe that 
autonomic systems research has the potential to provide a 
broad systems theory for open adaptive systems.

It is perhaps best to start with the driving forces. Sys-
tems are exhibiting rapid increases in complexity of 
construction, evolution, and management. Putting enter-
prise systems together is difficult; changing them to meet 
changing business conditions is complicated by unex-
pected dependencies and limitations imposed by earlier 
design decisions; and managing a system to maintain 
adequate quality of service in the face of a dynamic envi-
ronment tests the abilities of human managers. 

Developers considering the evolution and management 
of systems in terms of self-* properties must take a differ-
ent perspective—for example, by including programmatic 
monitoring and management interfaces. Such a perspec-
tive, while common in telecommunications in the form of 
managed components, is unusual in software architec-
tures still based largely on configuration files read only 
at start-up time. 

As Figure 1 shows,8 providing monitoring and control 
suggests the application of control theory—expressing a 
control action derived from a system’s observed behavior 
against a model of intended or expected behavior. Re-
searchers have successfully applied such techniques to, 
for example, power management,9 to achieve clear closed-
form representations. However, it is less clear whether the 
techniques can be applied more broadly in areas where 
the control domain changes dynamically.

There are numerous alternative implementations of 
control-theoretic ideas. Clark and colleagues’ vision of a 
knowledge plane maintaining a configuration view of a 
system7 allows for distributed access to nonlocal informa-
tion, which in turn can inform control systems built from 
agents that act to optimize some local aspect. Such sys-
tems’ richness comes from the interaction of agents within 
the agent ecosystem, which can make it difficult to predict 
overall system behavior in any given circumstances. 

The analogy of autonomic computing to biology 
is proving extremely fruitful. Researchers are using 

I BM’s autonomic computing initiative largely derives its inspira-
tion from the biological nervous system.1 The idea is that built-

in regulatory mechanisms in the body that require no conscious 
thought can suggest the construction of mechanisms that will like-
wise enable a computer system to become self-managing.

The body’s sympathetic nervous system deals with defense 
and protection (“čght or ćight”), and the parasympathetic ner -
vous system deals with long-term health (“rest and digest”), 
performing vegetative functions such as circulation of the blood, 
intestinal activity, and hormone secretion. An autonomic com-
puting system similarly tries to ensure its continued health and 
well-being by sending and monitoring various signals.

An autonomic system has four objectives—to be self-cončgur-
ing, self-healing, self-optimizing, and self-protecting. These 
represent broad system requirements. To achieve these objec-
tives, the system must be aware of its internal state (self-awareness) 
and current external operating conditions (self-situation), detect 
changing circumstances (self-monitoring), and accordingly 
adapt (self-adjustment). These four attributes constitute imple-
mentation mechanisms. The system must therefore have 
knowledge of its available resources as well as its components, 
their desired performance characteristics, their current status, 
and the status of interconnections with other systems, along with 
rules and policies of how these may be adjusted.2

The self-managing mechanisms in an autonomic computing 
system are not independent entities. For instance, a successful 
attack on the system will necessitate self-healing actions and a 
mix of self-cončguration and self-optimization, initially to ensure 
dependability and continued system operation and later to 
increase self-protection against similar future attacks. They 
should also minimize disruption to users by avoiding signičcant 
delays in processing.
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such as accounts.7,12-13 Researchers are ex-
ploring the use of mobile and static agents 
to provide network knowledge points.

A SYSTEMS THEORY FOR 
ADAPTIVE SYSTEMS 

Autonomic computing techniques pro-
vide sophisticated and often extremely 
impressive solutions to problems that 
until recently would have been intracta-
ble without the intervention of a skilled 
human operator. However, research-
ers still lack an understanding of the 
broader software engineering aspects 
of autonomic system development. The 
International Conference on Software En-
gineering’s SEAMS (Software Engineering 
for Adaptive and Self-Managing Systems) 
workshop and the IEEE’s EASe (Engi-
neering of Autonomic and Autonomous 
Systems) conference and workshops 
provide forums to explore fundamental 

questions about the requirements, specification, and 
verification of such systems. 

Some might argue that adaptive systems do not really 
differ from other systems: They map an input space to an 
output space of behavior and actuation. However, the input 
space may include elements of the environment in which 
the system operates. In adaptive provisioning, for example, 
the “environment” includes estimates of expected tasks 
extrapolated from the previously observed workload. We 
know from the development of traditional control systems 
that such feedback requires careful design if the system is 
not to diverge or exhibit other undesirable dynamics. We 
also know that this is difficult to accomplish in systems 
in which the behavior is underspecified and expected to 
vary over time. 

Further, what does it mean for a system to be “correct” 
when its behavior is expected to change over time? Perhaps 
a better question is, How can we describe the range of ac-
ceptable possibilities for a system’s behavior as well as the 
preferred behavior at any given instant, and over any given 
sequence of events? Rather than accepting that systems 
must simply be “point-correct” in response to a situation 
at any given time, they must also be “process-correct” by 
responding correctly to changing situations.14

In addition, system management is not simply a com-
bination of independent choices, but rather the balancing 
of a range of possibilities to obtain the best overall result. 
It is not enough to state, for example, that an autonomic 
power management subsystem can reduce power require-
ments: We must be able to state the bounds within which 
the power demand will vary, its impact on response times, 
and its interaction with subsystems that may affect load or 

ity. However, it has high manual configuration, diagnosis, 
and design costs, and problems become apparent when 
something fails. Because the Internet has a simple and 
transparent core and intelligence lies at the edge, the net-
work carries data without knowing its nature or purpose. 
If a combination of events prevents data from reaching the 
edge, the core may recognize a problem but has no idea 
what should be happening. 

Researchers recognize that a new construct is needed 
for next-generation communication networks, a perva-
sive system within the network that builds and maintains 
high-level models of what the network is supposed to 
do to provide services and advice to other network ele-
ments. The knowledge plane would function as a global, 
decentralized overlay to the transparent network that 
aggregates global information, observations, assertions, 
requirements, constraints, and goals.7 In terms of fault 
detection and isolation, it would facilitate cross-corre-
lation assessment, with diagnoses traveling up to the 
knowledge plane and conclusions being passed down. 
Knowledge plane proponents argue that it can apply 
machine-learning algorithms to garner knowledge and 
increase self-awareness. 

How to achieve the knowledge plane is an open ques-
tion, although given the uncertainties and complexities 
involved it would likely rely on AI and cognitive system 
tools rather than traditional algorithmic approaches—
possible building blocks include epidemic algorithms 
for distributing data and Bayesian networks for learning. 
Because the knowledge plane resides in a different space 
than the data and control planes, it does not move data 
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Figure 1. Technologies applied to the four stages of the autonomic control 
loop. Although inspired by control theory, this structure encompasses 
symbolic and other techniques within a common framework as well as 
aspects of both computing and communications.
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A utonomous Nanotechnology Swarm1,2  is a concept NASA mis-
sion that represents a signičcant achievement in autonomic 

computing.3 In one ANTS submission, the Prospecting Asteroid Mis-
sion (PAM),4 a transport ship launched from Earth will travel to a 
point in space where gravitational forces on small objects are all but 
negligible. From this point, termed a Lagrangian, the transport ship 
will launch 1,000 pico-class spacecraft assembled en route into the 
asteroid belt. It is expected that as much as 60 to 70 percent of the 
craft will be lost during the mission, primarily due to collisions with 
each other or with an asteroid during exploration operations, since, 
having only solar sails to provide thrust, their ability to maneuver will 
be severely limited. Because of their small size, each spacecraft will 
carry just one specialized instrument to collect data from asteroids in 
the belt.

Approximately 80 percent of the spacecraft will be workers that 
carry the specialized instruments—a magnetometer or an x-ray, 
gamma-ray, visible/infrared, or neutral mass spectrometer—
to obtain specičc types of data. Some will be rulers that decide the 
types of asteroids and data the mission is interested in and that 
will coordinate the workers’ e�orts. Finally, messengers will 
manage communication between the rulers and workers, and 
between the swarm and the Earth ground station.

As Figure A shows, the swarm will form subswarms under the 
control of a ruler, which contains models of the types of science 
that it wants to perform. Each worker uses its individual instrument 
to collect data on specičc asteroids and feeds this information back 
to the ruler, which will determine which asteroids are worth exam-
ining further. If the data matches the pročle of an asteroid of 
interest, the swarm will send an imaging spacecraft to ascertain its 
exact location and create a rough model for other spacecraft to use 
when maneuvering around the asteroid. Other teams of spacecraft 
will čnish mapping the asteroid to form a complete model.

New approaches to space exploration missions such as ANTS 
augur great potential but also pose many challenges. The missions 
will be unmanned and necessarily highly autonomous; to assist in 
survivability, the swarms will be self-protecting, self-healing, self-

cončguring, and self-optimizing. 5,6 Many ANTS missions will be 
sent to parts of the solar system beyond the reach of manned 
spacecraft and to where the round-trip communications delay 
exceeds 40 minutes, meaning that responses to problems and 
undesirable situations must be made in situ rather than from 
ground control on Earth. Future swarm-based missions may 
employ additional techniques and self-* paradigms.7   
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ANTS: A MILESTONE IN AUTONOMIC COMPUTING

Figure A. Autonomous Nanotechnology Swarm visualization. ANTS is a concept NASA mission that, among other things, will launch 
highly autonomous swarms of pico-class spacecraft to explore asteroids. 
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Of course, the mathematics of dynamic systems is 
nowhere near rich enough to describe all the features of 
modern enterprise computing. In physics, researchers 
typically model an already-existing system; in computing, 
researchers seek to design a system with certain proper-
ties, to build complexity by combining subsystems, and 
to predictably evolve that system over time. Put another 
way, we need an approach for critical systems that com-
bines adaptive systems analysis with evolving software 
engineering techniques.

E
fforts since 2001 to create self-managing systems 
have yielded many improvements, yet IBM’s 
original vision of autonomic computing remains 
unfulfilled. Indeed, the need for progress is actu-
ally greater: IT departments are scrambling to 

put out fires as technologies such as VoIP and new appli-
cations converge, adding even more complexity to our 
systems.

How we as humans manage an event depends on mul-
tiple factors: our mood; the time, place, and circumstances; 
what happened to us earlier in the day; what we plan to 
do later; and so on. The sheer complexity of influences 
on a moment in time and an evolving situation are mind-
boggling. Have we as engineers therefore set an impossible 
goal for ourselves? A computer-based system can be pro-
grammed to do tasks but has no emotion, no passion, no 
soul; how can we create true autonomy from a collection 
of programs?

Over the years, the AI field has fallen victim to unreal-
istic expectations, and we see similar warning signs in the 
autonomic computing field. Yet from the beginning there 
has been a successful focus on evolutionary research, 
tightly linked to applied industrial problems. Additional 
funding and industrial collaboration are crucial to future 
success, but something more is required: Researchers 
must develop a long-range, overarching strategy to real-
ize the vision propounded by Kephart and Chess.

That vision has enriched the landscape of systems re-
search, and has in turn been enriched by insights gained 
within the past decade. It has resulted in a substantial 
roster of achievements, especially in enterprise and cloud 
computing but also in communications, sensor networks, 
and other fields. The idea that computer-based systems 
can and should be self-managing is having an enormous 
impact on system design and evaluation. 

Yet in some ways that success is deceptive. Researchers 
have devised innovative autonomic solutions to individual 
problems, but the larger, more difficult task of combining 
these point solutions into autonomic systems remains. 
More consideration must be given to integrating solutions, 
and to choosing solutions from the range of possibilities—
to autonomic systems engineering, in other words. Without 

communications, as these factors influence other choices 
within the management system. In other words, autonomic 
management requires autonomic mechanisms that are 
broadly self-describing in terms of the impacts they have 
across the range of system concerns.

Moreover, we must be able to prove that self-* prop-
erties are maintained; analyze the effects of changes on 
constraints through “what if?” scenarios; and perform 
these operations on systems composed from individual, 
independently developed subsystems. 

These issues, which are vitally important to the contin-
ued development and deployment of autonomic systems, 
require a comprehensive systems theory for adaptive sys-
tems. No such theory has yet emerged, but elements of one 
are surfacing within the literature, and we can certainly 
sketch desiderata for any candidate theory. 

An autonomic system functions as part of a wider en-
vironment and exists to fulfill some externally defined 
purpose. In describing the system, we must not lose sight 
of this purpose, suggesting that we capture its requirements 
and constraints within the description. These in turn pro-
vide an envelope within which we can adapt the system. 

Adaptation is a dynamic process, not simply a func-
tional response to a change in some variables. There may 
be many acceptable choices, from which we choose a par-
ticular one to exhibit. The different choices may emphasize 
one system aspect over another. The choices, and the way 
they vary over time, provide different dynamics through 
the space of possibilities, a formulation similar to those 
physicists use with dynamic systems. 

For example, suppose the purpose of a wireless sensor 
network is to sense a pollutant concentration over an 
extended time. To accomplish this, we must balance the 
system’s behavior between two extremes. At one pole, 
the system senses and communicates constantly and ex-
pends available power quickly; at the other, it performs 
no sensing or communication at all and expends virtually 
no power. Exactly where in the spectrum the system lies 
is a dynamic decision that might use a baseline of infre-
quent sensing overlaid with more rapid activity when the 
network observes “interesting times” and with intensified 
communications as the battery runs down, to extract the 
last value from a sensor node. 

We may want to select different adaptations depend-
ing on observed values of the pollutant as well as first 
and second time derivatives—for example, start sampling 
much more rapidly if pollution is increasing rapidly, and 
then decay sampling more slowly. Any choice will impact 
the nodes’ longevity and the network overall, and there 
may be additional constraints on nodes acting as commu-
nications gateways or providing other specialized services. 
The point is that the system description, purpose, and 
dynamics are essentially one piece and must be stated, 
analyzed, and evolved as such. 
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such an approach, we will simply rediscover the risks of 
feature interaction at a higher level, and in a way that is 
so dynamic as to be resistant to debugging and testing. 
We are confident, however, that the foundation exists to 
construct a systems theory and practice from which we 
can engineer autonomic solutions for the next generation 
of enterprise and sensor systems. 
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of devices (and applications executing on them) to share 
each other’s content, resources, and services.

Opportunistic computing opens an exciting avenue 
for research and development, one hitherto not fully ex-
ploited, and at the same time expands the potential of 
opportunistic networks for real-life application problems.

Feasibility study
Yet we may still wonder about the feasibility of such a 

computing paradigm based on pairwise node contacts. 
Several motivating factors have led to the concept of op-
portunistic computing: key technological developments, 
wireless communications, and device architectures; bur-
geoning application areas; human-centered pervasive 
computing; and society-influenced social networks.

Mobile cell phones with integrated technology such 
as Wi-Fi, cameras, Bluetooth, and other, similar capabili-
ties—along with embedded computing devices in moving 
vehicles and mobile and static sensory devices, including 
surveillance cameras and others—are available worldwide 
at reasonable costs. The widespread use of these devices 
creates a huge number of contact opportunities that are 
key to opportunistic communications. Significantly, the 
frequency and potential of opportunistic contacts are mind-
boggling, thanks to the cell phone market’s estimated 22 
percent annual growth rate.

I
n recent years, opportunistic networks have 
gained popularity in research and industry as a 
natural evolution from mobile ad hoc networks 
(MANETs). In opportunistic networks, nodes come 
into contact with each other opportunistically and 

communicate wirelessly. Opportunistic networks are 
human-centric because they opportunistically follow the 
way humans come into contact. Therefore, opportunistic 
networks are tightly coupled with social networks and 
can exploit human relationships to build more efficient 
and trustworthy protocols.

OPPORTUNISM
Technological advances are leading to a world replete 

with mobile and static sensors, user cell phones, and ve-
hicles equipped with a variety of sensing and computing 
devices, thus paving the way for a multitude of opportuni-
ties for pairwise device contacts. Opportunistic computing 
exploits the opportunistic communication between pairs 

When two devices come into contact, albeit 
opportunistically, it provides a great op-
portunity to match services to resources, 
exchange information, cyberforage, exe-
cute tasks remotely, and forward messages.

Marco Conti, Italian National Research Council

Mohan Kumar, University of Texas at Arlington

OPPORTUNITIES IN
OPPORTUNISTIC
COMPUTING
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Given the plethora of wired and wire-
less communication technologies, 
opportunistic contacts among pairs of 
devices are the norm rather than a rarity. 
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to send and forward messages, acquire and disseminate 
information, and acquire and distribute resources.

Hitherto, with few exceptions, there have been clear 
distinctions between servers and clients, producers and 
consumers of information, service providers and consum-
ers, and resourceful and resource-poor entities. However, 
the Internet’s encroachment into everyday life and the 
development of new technologies such as social networks 
and peer-to-peer (P2P) systems on the one hand, and any-
time, anywhere wireless communications on the other, has 
made the gap between these sets narrower.

Further, the pervasive deployment of sensors and ra-
dio-frequency IDs (RFIDs) has enhanced the potential of 
user-generated information. Content is increasingly gener-
ated in a participatory fashion by the users themselves, 
following the user-generated content (UGC) model best 
exemplified by Web 2.0 services such as blogs, YouTube, 
and Flickr, along with grassroots journalism and similar 
movements. The users have become both content produc-
ers and consumers.

The proliferation of powerful mobile devices and UGC 
models is strictly intertwined. Clearly, a user with a cell 
phone in hand that includes a camera, microphone, 
speaker, and perhaps an RFID reader has become a pro-
ducer as well as a consumer of information and services.3

The more powerful the user devices are, the likelier it is 
that they will generate and share content, leading to om-
nipresent content in devices and the diminishing role of 
centralized servers. 

Utilizing  the full potential of opportunistic contacts 
requires new networking and computing paradigms. While 
in the past few years significant research efforts have fo-
cused on exploiting opportunistic contacts to develop 
mainly message or content-forwarding applications,4 op-
portunistic computing initiatives are still in their infancy.

Several mobile and pervasive computing projects have 
attempted to exploit all available resources in the environ-
ment in the presence of a significant degree of connectivity 
among the computing devices. Opportunistic computing’s 
major challenge is to effectively utilize opportunistic con-
tacts to make information available and accessible and to 
provide collaborative computing services to applications 
and users. The challenges include content distribution 
and management in an opportunistic P2P environment; 
management and sharing of scarce and seemingly 

Worldwide market
Analysts estimate that 3.3 billion people worldwide 

use cell phones (www.reuters.com/article/technology-
News/idUSL2917209520071129)—a little more than half 
the world’s population. This amounts to an estimated 
potential of one billion parallel opportunistic contacts 
worldwide at any given time, assuming two billion cell 
phones are turned on at that time. A conservative look at 
each cell phone’s processor reveals a performance figure 
of 100 MIPS and communication at 200 Kbps. Exploiting 
these opportunistic contacts gives the potential to per-
form approximately one quadrillion processing tasks, and 
exchange 1 petabyte of data per second.

If we consider the 10 billion ARM processors (http://arm.
com/products) in use today in embedded systems such 
as vehicles, appliances, and other devices, the estimates 
would be much higher. Indeed, a typical downtown or 
university has hundreds of—or O(100)—street cameras; 
O(1,000) user cell phone cameras; O(1,000) user devices, 
including laptops, PDAs, and cell phones; and O(100) desk-
tops and information servers.

Given the plethora of wired and wireless communica-
tion technologies, such as Wi-Fi, Bluetooth, cellular, and 
WiMax, along with device capabilities, opportunistic con-
tacts among pairs of devices are the norm rather than 
a rarity. The necessary infrastructure for opportunistic 
computing is thus all-pervasive. Opportunistic networks 
provide the concrete communications support, while the 
application scenarios provide the motivation to address 
opportunistic computing challenges. It is only a question 
of how and when we overcome the challenges to enhance 
existing applications and develop new ones. In effect, 
large-scale opportunistic computing, which can simply 
be defined as delay-tolerant distributed computing (DTDC), 
has tremendous potential. 

BACKDROP
Up through the mid-1990s the computer occupied the 

center of the computing universe, and users were expected 
to make all possible adaptations to use it and its associated 
resources. In recent years, there has been a perceptible 
shift, however, as researchers and designers began fo-
cusing on the user. In his seminal paper, Mark Weiser1

prophesied that the advent of pervasive computing would 
enhance the user experience. M. Satyanarayanan2 made 
the case that while technological advances are inevitable, 
user attention is constant.

Indeed, pervasive technologies from smart spaces to 
iPhones have begun to recognize the user as the computing 
universe’s center. Opportunistic computing takes pervasive 
and mobile computing further, to the as yet to be explored 
but highly potential realm of users’ social behavior. Specifi-
cally in opportunistic computing, this behavior is utilized 

____________________
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the source and the destination transforms this simple idea 
into a powerful one given the potential of opportunistic 
contacts. This communication model constitutes a theo-
retical basis for opportunistic networking.

In opportunistic networks such as MANETs, the com-
munication is multihop, with intermediate nodes acting 
as routers that forward the messages addressed to other 
nodes. In this case, however, forwarding is not “on the fly” 
because intermediate nodes such as mobile relays store the 
messages when no forwarding opportunity exists—for ex-
ample, there are no other useful nodes in the transmission 
range—and exploit any contact opportunity with other 
mobile devices to forward information.

For this reason, developers refer to the forwarding 
paradigm as “store, carry, and forward.” In opportunis-
tic networks, the nodes’ mobility creates opportunities 
for communication, unlike MANETs, in which mobility is 
viewed as a disruption. 

In the literature, developers often refer to opportunistic 
networks as delay-tolerant networks. The DTN archi-
tecture and protocols are currently under study in the 
Internet Research Task Force’s Delay Tolerant Networking 
Research Group (www.dtnrg.org), which is concerned 
with the interconnection of heterogeneous networks. The 
DTN approach is based on building an overlay atop dis-
connected networks to combat network disconnections 
through persistent storage. The overlay provides func-
tionalities similar to the Internet layer (www.ietf.org/rfc/
rfc4838.txt) even if end-to-end connectivity may never 
be available.

Opportunistic networking is a more general concept 
as it does not assume any compatibility with the Internet 
architecture, nor any a priori knowledge regarding the 
network topology, areas of disconnections, or future link 
availability. In opportunistic networks, route computations 
differ from those in traditional Internet- or MANET-routing 
algorithms. Specifically, forwarding and routing protocols 
are merged because routes are actually built while mes-
sages are forwarded. Indeed, routes must be computed on 
the fly and hop by hop as each message progresses toward 
its destination. Nodes carrying messages to be forwarded 
opportunistically evaluate if any other node they contact 
could provide a good next hop toward the destination, then 
hand over the message if so.4

The Haggle project has developed and implemented a 
novel layerless architecture for opportunistic networks. 
Specifically, this architecture has been implemented on 
mobile phones with the Windows Mobile OS. Preliminary 
experimental results have also shown the potential of 
this paradigm when using simple devices like mobile 
phones. Similarly, the Metrosense project3 uses Nokia 
mobile phones with the Symbian OS as sensing devices 
and opportunistic carriers of the sensed information 
inside a city.

disconnected resources; remote execution of tasks in a 
delay-tolerant environment; and cross-layer issues such 
as trust, authentication, and privacy.

THE ENABLERS
Several major challenges must be addressed to make 

opportunistic computing a reality, but significant research 
trends also push in this direction. Indeed, from the net-
work perspective, there are already several examples 
of the opportunistic network paradigm’s effectiveness, 
from special-purpose networks like the Sámi Network 
to general-purpose networking like the Haggle project 
(www.haggleproject.org).4 At the same time, several ap-
plication scenarios, from crisis management to pervasive 
healthcare, are emerging that naturally benefit from the 
opportunistic paradigm.

Opportunistic networks
While human centricity lies at the core of pervasive 

computing’s vision, legacy wired and wireless network 
architectures force human communications to follow net-
work engineering paradigms. For example, exchanging a 
message between two participants at a conference entails 
at least two mail servers spread across the world—just to 
carry a few hundred bytes across a local space. Clearly, this 
overly engineering-centric communication paradigm is 
derived from the wired Internet. Wireless communications 
and mobile computing freed computing from the leash of 
tethered networking, but in these networks, mobility and 
the related disconnections continue to be an engineering 
challenge instead of an opportunity to communicate.

Mobility management in MANETs exemplifies the engi-
neering-centric approach in the design of self-organizing 
networks: Mobility is a challenge to cope with, and rout-
ing-protocol design focuses on building stable end-to-end 
paths, as do mobile nodes. Opportunistic networks rep-
resent the first attempt to close the gap between human 
and network behavior by taking a user-centric approach 
to networking and exploiting user nodes’ mobility as an 
opportunity—rather than a challenge—to improve data 
forwarding.4

Basically, this approach exploits humans’ mobility and 
their gregarious nature to enable a transmission only if 
two users are sufficiently close. It might seem that the 
probability of a source coming into contact with a desti-
nation is rare, but the use of opportunistic, delayed paths 
comprising one or more opportunistic contacts between 

Opportunistic computing exploits 
humans’ mobility and their gregarious 
nature to enable a transmission only 
if two users are sufficiently close.

________________
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A promising direction to fully exploit opportunistic net-
works involves building the networking solutions around 
the high-level communication patterns established by 
the users themselves, rather than applying a legacy en-
gineering-centric approach to bring together devices in 
a common network plane (layer). An attempt to system-
atically exploit the underlying social network structure to 
develop effective social-inspired opportunistic network 
protocols is currently being carried out inside the Social-
nets project (www.social-nets.eu). This project exploits 
social interactions and user habits to drive the design of 
protocols for a pervasive system. This is achieved through 
an interdisciplinary research effort aimed at merging a 
set of disciplines that are currently running in parallel 
and without integration—for example, statistical phys-
ics studies of complex networks, the social anthropology 
studies of human behavior, and the computer networking 
perspective.6

Figure 1 summarizes the basic ideas of the Socialnets 
project. By embedding the social relationships in the 

Social networks
Opportunistic networking tends to dissolve the 

traditional networking paradigms and integrate commu-
nication more closely with human behavior. Indeed, in 
the opportunistic networking field, a small but increasing 
number of attempts have been made to exploit social net-
work features for driving the protocols’ design. This looks 
to be a promising approach, as contacts between nodes are 
fundamentally tied with users’ behavior and hence with 
social network structures.

However, as of today only some aspects of social net-
works have been exploited. Studying and modeling human 
mobility is a research area that has attracted increasing 
attention. Mobility models based on social behavior rep-
resent an important tool for testing the performance of 
opportunistic systems. Further, a clear understanding of 
the properties that characterize user movements (such 
as for any couple of nodes, their contact times, and their 
intercontact times) provides a cornerstone to design ef-
ficient protocols.5

Electronic
social networks

Human
social networks

Physical
community

Virtual
community
(for example,
Facebook,
MySpace,
LinkedIn …)

Virtual
social networks

Figure 1. Human, electronic, and virtual social networks. Embedding the social relationships in the electronic world identičes 
at least two levels in an opportunistic environment: an electronic social network (where relationships depend on the physical 
properties) and a virtual social network that builds an overlay atop the electronic social network.
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challenge in opportunistic computing is to effectively uti-
lize opportunistic contacts to make information available 
and accessible and to provide collaborative computing 
services to applications and users. To make opportunis-
tic computing a reality, middleware services must mask 
disconnections and delays and manage heterogeneous 
computing resources, services, and data to provide a 
uniform view of the system to the applications.

Opportunistic computing can benefit from the ongo-
ing and past research outcomes in pervasive and sensor 
systems, distributed and fault-tolerant computing, and 
mobile ad hoc networking. In particular, work in the areas 
of heterogeneity and interoperability,10 proactivity and 
transparency, context-aware computing,11 location-aware 
systems, sensor systems, failure handling techniques,12

and others can be adapted to opportunistic computing 
systems. However, many challenges to opportunistic com-
puting are unique from those in other systems. 

Trusted collaboration
In a disconnected environment, mechanisms for estab-

lishing trust among peer nodes play a critical role. Trusted 
collaboration among the entities of social computing cre-
ates opportunities for distributed execution of computing 
tasks. However, the increasing trend toward decentral-
ization has resulted in significant challenges because 
traditional security solutions often require centralized 
online trusted authorities or certificate repositories, which 
are not well suited for opportunistic networks in which 
connectivity as well as centralization requirements are 
both relaxed. Opportunistic networking requires a para-
digm shift toward human-centric solutions to establish 
trust for interactions between peers.

As Figure 2 shows, social links between humans carrying 
the devices provide strong support for new concepts of trust 
and security to establish trustworthy relationships among 
devices and for incentivizing their collaboration at both the 
network and middleware levels.

Trust, security, and cooperation policies require strict 
interactions between the two layers, but we also envision 
several other cross-feed channels. For example, content-
based forwarding strategies for routing and forwarding 
inside the electronic social network layer can exploit con-
text information and content preferences provided by the 
upper layer.

The collective actions lead to the execution of high-
level tasks, as they opportunistically exploit each other’s 
resources. For example, a device that has collected a huge 
amount of data from the environment can utilize the data 
compression service offered by another user’s device to 
optimize its memory resources.

More generally, when two nodes meet to perform a 
collaborative task, they are required to know each other’s 
resources, data, and services. Therefore, when they come 

electronic world, we can identify at least two levels in an 
opportunistic environment: an electronic social network 
(in which relationships depend on the physical properties) 
and a virtual social network that builds an overlay atop the 
electronic social network.

Bubble Rap offers a promising forwarding protocol that 
tries to exploit the electronic social network idea to design 
effective opportunistic network protocols.7 Specifically, it 
focuses on two aspects of a social network: the community 
and the centrality. Human society is structured in com-
munities, and inside a community some are more popular 
than others: They have a high centrality. The basic idea of 
the forwarding algorithm is to use nodes with high central-
ity to deliver a message to the community that makes clear 
who the destination node belongs to. 

While electronic social network relationships provide key 
information for designing opportunistic network protocols, 
the virtual social network provides a basis for the develop-
ment of opportunistic computing services. For example, 
information and services can be replicated and distributed 
inside the community’s electronic social network, taking 
into consideration its members’ interests and locations.8,9

OPPORTUNISTIC COMPUTING
Essentially, opportunistic computing can be described 

as distributed computing with the caveats of intermit-
tent connectivity and delay tolerance. Indeed, mobile 
and pervasive computing paradigms are also considered 
natural evolutions of traditional distributed computing. 
However, in mobile and pervasive computing systems, 
the disconnection or sleep device situations are treated as 
aberrations, while in opportunistic computing, opportu-
nistic connectivity leads to accessing essential resources 
and information.

As Figure 2 shows, opportunistic computing exploits 
communication opportunities to provide computing ser-
vices to meet the pervasive application requirements. 
Opportunistic networking research has benefited from 
past work in areas such as wireless mobile ad hoc networks 
and delay-tolerant networks, while pervasive, mobile, and 
social computing all motivate their respective applications.

Opportunistic computing exploits all available resources 
in an opportunistic environment to provide a platform for 
the execution of distributed computing tasks. The major 

Opportunistic computing can benefit 
from the ongoing and past research 
outcomes in pervasive and sensor 
systems, distributed and fault-
tolerant computing, and mobile 
ad hoc networking.
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RFID-enabled objects. These devices can be supported 
by diverse communication capabilities and the radio 
frequencies at which they communicate. Contact interop-
erability among these pairs of heterogeneous devices is 
a major challenge.

RESEARCH ISSUES
Opportunistic networks, combined with social comput-

ing, herald the new paradigm of opportunistic computing 
for pervasive applications. Whereas pervasive computing 
seeks to enhance user quality of life through proactive 
application services, opportunistic computing also recog-
nizes and exploits users’ social behavior.

User devices, and indeed their BANs/PANs, possess 
complementary capabilities in terms of computing, 
communication, storage, energy, sensing, and related appli-
cations. This opens several lines of research for developing 
a set of middleware services that mask disconnections and 
heterogeneities and provide the applications with uniform 
access to data and services in a disconnected environment.

Middleware services
Middleware services provide mechanisms for managing 

information and access through a variety of applications, 
such as data and services placement, resource manage-
ment (for example, storage, bandwidth, and energy), trust, 
security, and privacy for opportunistic computing, mobile 
agents, remote execution, and cyberforaging, among 
others. Trust and data privacy pose key issues. For ex-
ample, reputation mechanisms should be in place to detect 
malicious users who might join a group to thwart collective 
actions or acquire sensitive information.

in contact opportunistically, they 
swap information, process the in-
formation, and take actions. For 
example, when two devices—say 
a and b—are within the wireless 
communication range of each 
other, they have an opportunity 
to exchange a description of their 
services. If b has a service relevant 
to a, and b is a trustable entity, a
can send the service input param-
eters to b, which then runs the 
requested service on behalf of a.
When the service is completed, 
b returns the output parameters 
to a, immediately if they are still 
in contact, or otherwise the next 
time they meet.

Key challenges
Creating a distributed comput-

ing platform in a seemingly hostile 
and unstable networking environment requires overcom-
ing the challenges the opportunistic environment poses. 

Intermittent connectivity. In opportunistic networks 
the contact between pairs of devices provides the criti-
cal resource for collaboration. The connectivity problem 
is exaggerated by the lack of prior knowledge about the 
location, time, and communication bandwidth of such 
contacts. Hybrid routing protocols that employ context, 
a profile, or a history of mobile users and devices should 
be investigated for adoption into opportunistic network-
ing environments.

It will be necessary to develop middleware mechanisms 
that mask delays and hide the complexity of the opportu-
nistic paths from applications. The information acquired 
must be evaluated for caching, purging, and dissemina-
tion because resources such as memory and bandwidth 
are limited.

Delay tolerance. Successful implementations of DTN 
applications have demonstrated the usefulness of oppor-
tunistic networks. Delay tolerance is the key to distributed 
opportunistic computing.

First, protocols for the creation of delay-tolerant op-
portunistic communication paths should be developed. 
Second, delay-tolerant information acquisition and dis-
semination requires new cache consistency mechanisms 
to mask delays and the underlying network. Third, ex-
ecution of remote services in opportunistic environments 
requires novel mechanisms for service discovery, service 
execution, and management. 

Heterogeneity. Potentially, many kinds of devices will 
likely come in contact opportunistically—cell phones, 
handheld and notebook computers, sensors, cameras, and 

Heterogeneous computing/communication technologies 

Pervasive applications

A(i) A(j) A(k)…

Pervasive computing

Distributed and 
fault-tolerant computing

Sensor networks

Mobile ad hoc networks 
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Figure 2. Positioning opportunistic computing, which exploits communication 
opportunities to provide computing services that meet pervasive application 
requirements.
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fundamental issues: determining what to store, where to 
store it, and how to acquire relevant information.

Context awareness
Context awareness is a relevant key for searching the 

network. First, most of the content is relevant for people 
physically close to the source, who thus form a transient, 
local community with which to jointly interact. This 
requires establishing dynamic and temporary trust rela-
tionships between humans and machines. In addition, part 
of the generated content will be of interest to other users in 
virtual communities, which share common interests irre-
spective of their physical location. This means that a much 
wider range of objects can generate and store information 
while situated in an environment.

Context information and profiles of devices, individu-
als, and applications—together with cache optimization 
techniques—are needed for the effective management of 
the content cache. To share information within a social 
environment, researchers have proposed social caches.
A social cache is a logical collective view of individual 
device caches that cache information objects useful to 
the members of its social group. Given that members 
are expected to meet more frequently, and information 
in the social cache can be effectively utilized by many 
members, social caching can significantly increase 
system performance.8

Services and data placement and replication
In an opportunistic computing environment, applications 

need different kinds of resources to execute services, and 
such resources may be available within the network. Simi-
larly, user devices and sensors carry or supply different kinds 
of information that is useful to other users and applications. 
Users’ cooperation is tightly coupled with their organiza-
tion in social communities. Therefore, to increase system 
efficiency, it is critical to make services and data available in 
the environment closer to users who need them.

Replication of data or services increases their avail-
ability, while their migration may reduce the access delay. 
While placement of services is a well-investigated problem 
in traditional distributed systems, dynamic pervasive envi-
ronments, such as those created by opportunistic contacts, 
pose new challenges. Andrea Passarella and colleagues13 

have investigated efficient and effective schemes for service 
provision in opportunistic environments. These investiga-
tions will lead to deployment of application-level services.

Resource management
The “product of connection time and available band-

width,” termed contact capacity, should be used effectively. 
The capacity is limited and varies in accordance with wire-
less communication conditions and the mobility of devices 
and their users. The contact capacity should be utilized 

Users’ social behavior should be embedded in the mid-
dleware mechanism to increase efficiency and security. 
Novel mechanisms for service sharing in a disconnected 
environment must be devised. Developing modular tools 
for message passing, information dissemination and ac-
quisition, resource management, service discovery, service 
management, and other tasks poses a huge challenge to 
heterogeneous opportunistic environments.

Fault tolerance is critical to many distributed comput-
ing applications. While most current work assumes the 
existence of local networks, not much research has been 
done in the prevention, detection, and recovery aspects of 
faults in challenged environments.

Collaboration in opportunistic environments calls for 
new, robust strategies that facilitate collaboration in the 
absence of continuous connectivity. Mechanisms for rep-
lication and redundancy must take into consideration the 
limited resources in such constrained systems. Application 
tasks executing on one device will be required to interact 
with resources and services on other devices under time 
and connectivity constraints.

Information management 
In an opportunistic computing environment, special 

attention must be dedicated to information management 
and provisioning because a vast range of information is 
embedded in the environment of pervasive computing 
and communication systems. However, the use of op-
portunistic techniques to provide situated information 
has not yet received much attention, even though there 
are developments of significant relevance in the distri-
bution of content within P2P systems. Many developers 
have considered the extension of Internet-based content-
sharing systems to mobile ad hoc networks by overlaying 
the P2P structure. However, very little development has 
taken place for P2P information provision in opportunistic 
networking.

The lack of distinction between information producers 
and consumers on the one hand and the utilization of op-
portunistic contacts to disseminate and acquire them on 
the other makes this task challenging. Aggressive broad-
casting mechanisms, such as those based on epidemic 
dissemination protocols, have a tendency to load the net-
work, abusing contact capacity and the content cache. 
From an information-centric perspective, use of opportu-
nistic networks for information provision results in three 

In an opportunistic computing 
environment, user devices and 
sensors carry or supply different 
kinds of information that is useful to 
other users and applications.
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devices that have very limited and critical resources, such 
as energy.

The development of an economic model to stimulate 
cooperation among peers has been extensively discussed 
in the framework of both P2P platforms and mobile ad hoc 
networking, where solutions based on incentives or reputa-
tion have been devised. Similar strategies can probably be 
applied here. However, we believe that exploiting the natu-
ral cooperation that exists in human social relations is the 
catalyst for opportunistic computing. In principle, rational 
users gain the most from an uncooperative behavior but, 
despite this, human society often exhibits cooperative be-
haviors. Characterizing and enforcing human cooperation 
is highly relevant for electronic social networks.

Mobile agents, remote execution, 
and cyberforaging

In an opportunistic computing environment, services 
are often only available on remote nodes outside direct 
communication of the requesting device. This requires 
developing mechanisms to support the remote execution 
of tasks and return the results to the node(s) requesting 
a service.

Mobile agent technology can be an effective tool to ad-
dress this issue. Mobile agents may migrate from one node 
to another during contacts, carry input data and code, and 
exploit services and resources in the visited nodes. When 
a task execution is completed, these agents return to the 
source node together with their results. Similarly, mobile 
agents can be employed for information acquisition and 
dissemination. 

APPLICATIONS
Opportunistic computing can be the basis for address-

ing challenges in many application areas. Three critical 
application areas can benefit from opportunistic com-
puting services and hence constitute driving forces for 
research in this direction.

Crisis management
Legacy communications networks are not designed to 

withstand unplanned and unexpected disruptive events 
and are unsuitable to reliably support communication 
services for first responders. Opportunistic networking 
techniques can be adopted for interconnecting surviving 
parts of the telecommunication infrastructures, and ser-
vices can be deployed for specific applications.

effectively to ascertain reputations, establish trust, collab-
orate, and exchange information between the two meeting 
devices and their users.

The second most important resource is the memory or 
buffer space in the devices themselves. We call this the 
content cache. In opportunistic computing, devices carry 
one another’s information in their content cache, which 
should be optimally maintained by purging unwanted 
data and keeping data useful to the applications on the 
device, such as peers it expects to meet in the near future. 
The content cache can be tuned to certain applications, 
contexts, or other criteria. 

Energy is another key resource for an opportunistic 
environment, in which most devices are battery enabled. 
Energy management is a cross-layer issue with respect 
to the management of storage and bandwidth. Increased 
data transmission on the wireless interface results in more 
energy spent, while local data storage might incur signifi-
cant energy costs for memory management.

Finally, the hardware and software resources on the de-
vices must be exploited by providing seamless accessibility 
to applications executing on other devices. As most devices 
in opportunistic networks are mobile, they possess limited 
and varied hardware and software resources. Using re-
sources distributed across the devices in a given space, such 
as a social network, is critical. Matching services to resources 
in opportunistic networks presents another challenge. 

Trust, security, and privacy
Establishing trust and security for an interaction be-

tween a priori unknown peers in an opportunistic network 
is challenging. However, social network structures offer a 
basis to enhance trust and security provision by capital-
izing on “communities” of devices that have commonality 
between them, either physically or logically.

The idea of using social network structures and proper-
ties for enhancing network security is not novel. Indeed, 
the literature contains several proposals based on using 
social networks to fight e-mail spam and defend against 
attacks. However, the use of social networks in completely 
decentralized networks is a completely new and challeng-
ing task because, in such an environment, legacy security 
solutions based on centralized server or online trusted 
authorities becomes infeasible. In this case, a natural di-
rection to pursue exploits electronic social networks and 
the trust and security relationships naturally embedded 
in human interactions.

Economic model and social cooperation
We might argue that a solid economic model is funda-

mental to justifying implementation of an opportunistic 
computing paradigm. Why should one user make comput-
ing resources available to another? This is an even more 
critical question when the computing platforms are mobile 

Exploiting the natural cooperation that 
exists in human social relations is the 
catalyst for opportunistic computing. 
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Infomobility services and intelligent 
transportation systems

Vehicular ad hoc networks (VANETs) exploit vehicle-to-
vehicle communications, as well as the communication 
with roadside infrastructure, to implement cooperative 
systems and to increase traffic efficiency and safety. Other 
applications include tourist information and assistance 
such as parking availability notification and maps, and 
entertainment such as gaming and streaming video. 

Pervasive healthcare
Opportunistic computing and network technologies can 

be used to create a pervasive system of intelligent devices 
comprising sensors and actuators that embrace patient 
surroundings at different levels. Transparently embedded 
body area networks and sensors can cooperatively gather, 
process, and transport information on our lifestyle and 
the social and environmental context around us without 
requiring any major change in the users’ behavior.

Opportunistic networking techniques can be deployed 
as basic tools in distributed context-aware pervasive ap-
plications for performing real, noninvasive, continuous 
multiparametric monitoring of physical and physiological 
parameters.

D
istributed computing on opportunistic net-
working platforms offers a new paradigm in 
computing, one with tremendous potential. 
Opportunistic computing will become a real-
ity in the near future, given current growth in 

the proliferation of powerful and ubiquitous devices and 
the variety of applications.

A need exists, however, to develop effective solutions to 
the many new research challenges posed by this intriguing 
computing opportunity.

Going forward, we require architectures for reliable, 
secure, and delay-tolerant computing platforms built atop 
highly dynamic networks and characterized by transient 
and distributed interactions among devices. This will in 
turn require great flexibility, scalability, and a general abil-
ity to adapt what is typically embedded in human behavior.

Thus, exploiting the properties of human social links 
to build an electronic social device network offers a 
promising direction for developing efficient and effective 
pervasive computing systems that can adapt to highly 
dynamic and transient distributed systems. 
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cial data and issue stock recommendations.1 While these 
systems are based on proprietary technology, they differ 
in the amount of trading control they have, ranging from 
simple stock recommenders to trade executors. Using his-
torical market data and complex mathematical models, 
these methods are constrained to make assessments 
within the scope of existing information. This weakness 
means that they cannot react to unexpected events falling 
outside historical norms. However, this disadvantage has 
not stopped fund managers at Federated, Janus, Schwab, 
and Vanguard from trusting billions of dollars in assets to 
the decisions of these computational systems. 

The Arizona Financial Text system (AZFinText) is a dif-
ferent type of quant trader that focuses on making discrete 
numeric predictions based on the combination of financial 
news articles and stock price quotes. Our contribution 
rests on building the AZFinText system in which trends and 
patterns are machine learned from stock quotes and tex-
tual financial news. While prior textual financial research 
has relied on tracking price direction alone, AZFinText 
leverages statistical learning to generate numeric price 
predictions and then make trading decisions from them. 
Our research demonstrates that AZFinText outperforms 
the market average and performs well against existing 
quant funds.

W
hile researchers have made numerous 
scientific attempts, no single method 
has yet been discovered to accurately 
predict stock price movement. The dif-
ficulty in prediction comes from the 

complexities associated with market dynamics, where 
parameters are constantly shifting and are not fully 
defined. 

The use of textual data offers one area of limited success 
in stock market prediction. Information from quarterly 
reports or breaking news stories can dramatically affect a 
security’s share price. Applying computational methods to 
this textual data forms the basis of financial text mining. 
Most existing literature on financial text mining applies a 
representational technique to news articles where only cer-
tain terms are used and weights are assigned to the terms 
based on the direction the stock price moves. Prediction 
then applies these weighted terms to a new article to deter-
mine a likely direction of movement. To their credit, these 
simpler forms of analyses have shown a weak but definite 
ability to predict price direction but not the price itself.

However, using computational approaches to predict 
stock prices based on financial data is not unique. In 
recent years, interest has increased in quantitative funds, 
or quants, that automatically sift through numeric finan-

The Arizona Financial Text system leverages statistical learning to 
make trading decisions based on numeric price predictions. Research 
demonstrates that AZFinText outperforms the market average and 
performs well against existing quant funds.

Robert P. Schumaker, Iona College, New Rochelle, New York

Hsinchun Chen, University of Arizona, Tucson

A Discrete Stock 
Price Prediction 
Engine Based on 
Financial News
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Figure 1. Technical stock prediction algorithms.

strategies—for example, look for high growth, unvalued 
securities, and so on—except with the ability to follow 
all stocks in real time. This advantage has led quants to 
steadily outperform market averages by 2 to 3 percent for 
the past several years.1

While the exact strategies used are a closely guarded 
secret, some quantitative funds do disclose the parameters 
they track. The number and weights assigned to these 
parameters fluctuate frequently to keep pace with market 
conditions and to tweak model performance. Quant pro-
grams are also becoming a part of the individual investor’s 
toolbox. For example, investors can use Wealth-Lab Pro 
software to track upward of 600 parameters through 1,000 
preset investment strategies.2

The number of quant funds increased from just a few 
in 2001 to more than 150 by the beginning of 2006.3 These 
funds have also branched out, covering worldwide finan-
cial markets or focusing exclusively on a select boutique 
of securities.

Quants generally operate in a two-stage manner. First, 
researchers use a technical analysis strategy to analyze 
securities; securities that do not meet basic criteria are 
removed from further analysis. Second, the quantitative 
algorithm rank orders the remaining stocks. Figure 1 
illustrates a brief taxonomy of technical stock prediction 
algorithms used by quants as well as their discipline of 
origin. While this figure is not an exhaustive list, it high-
lights some of the more important algorithms.

Artificial intelligence. Artificial intelligence has mostly 
contributed algorithms that deal with optimization and 
machine learning. Examples such as genetic algorithms, 
support vector machines (SVMs), and neural networks 
all take input parameters from financial securities and 
return predictions based on the hidden patterns within 
the historical data. However, most of these techniques 
have been constrained to either identifying the most 
relevant parameters or evaluating stock data in terms 
of a direction of movement. Genetic algorithms use a 
global search and optimization approach to identify the 
parameters that have the greatest impact on stock price 
performance.4 SVM, a machine learning algorithm, can 
classify the potential stock price into likely movement 
directions such as rise, drop, or no recommendation. 
Neural networks function by weighting various stock 
parameters. All of these methods performed marginally 
better than chance in prior research.4-6

Statistical approaches. Statistical approaches use sim-
ulations and probability methods such as Monte Carlo 
simulations and game theory.7

In Monte Carlo simulations, the problem of price 
prediction is too difficult to approach directly, so input 
parameters are given a series of suitable random numbers 
and are observed for how close they arrive at the predicted 
value.8

SECURITIES PREDICTION

There are several security forecasting theories. Within 
the confines of efficient market hypothesis, it is assumed 
that the price of a security is a direct reflection of all in-
formation available and that everyone has some degree of 
access to this information. According to the principles of 
EMH, the markets are efficient and react instantaneously 
to new information by immediately incorporating it into 
the share price. A different perspective on prediction 
comes from the random walk theory, where prices fluctu-
ate randomly in the short term. This theory has similar 
theoretical underpinnings to EMH as both contend that 
all public information is available to everyone and that 
consistently outperforming the market is an impossibility.

From these theories, two distinct trading philosophies 
emerged: the fundamentalist and the technical. In a fun-
damentalist trading philosophy, the price of a security is 
determined through myriad financial numbers and ratios. 
Numbers such as inflation, return on equity, and price to 
earnings ratios can all play a part in determining a stock’s 
price. 

Time-series data is not considered in a fundamental 
strategy, but is a critical part of technical analysis. Tech-
nicians reason that price movements are not random and 
that patterns can be identified. However, technical analy-
sis is considered to be an art form and as such is subject 
to interpretation. Researchers also believe that there is 
a window of opportunity where weak prediction exists 
before the market corrects itself to equilibrium. Using this 
small window of opportunity (in hours or minutes) and 
an automated textual news parsing system, the possibil-
ity exists to capitalize on stock price movements before 
human traders can act.

Algorithmic quants

Among trading professionals there has been signifi-
cant interest in the computational analysis of financial 
data. Their systems follow various stock parameters and 
are essentially automated versions of existing market 
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In game theory, price prediction is modeled in terms of 
strategies and potential payoff. Theoretically, the players in 
the game will evaluate other players’ strategies and adopt 
a stance that will earn them the best payoff. However, 
these types of systems do not function well in stock market 
prediction because of new entrants, constantly changing 
strategies from other players, and the inherent difficulty 
in predicting price changes.

Mathematical approaches. These techniques borrow 
heavily from the areas of applied mathematics and 
econophysics. This branch of predictive algorithms uses 
more complex mathematical formalisms, such as per-
colation methods, log-periodic oscillations, and wavelet 
transforms to model future prices.8

Percolation methods use dimensional membranes to 
constrict trading actions and price movements. In one such 
example, a lattice of traders is modeled, where a cluster 
of traders indicate a single company, and at each time 
interval traders are given the choice to buy, sell, or sleep. 
This method is then used to model the supply and demand 
of securities and the potential impact on security prices.

Log-periodic oscillations use long-term historical data 
to describe macro movements in the market, such as im-
pending crashes and market bubbles. While it has been 
suggested that previous “crash” predictions from this 
model had more to do with luck, market psychology would 
make these oscillations more pronounced through rapid 
sell-offs in the face of an anticipated crash.8

In wavelet transforms, input parameters are consecu-
tively sampled to provide a finer-grained resolution into 
the microscopic movements that comprise the input signal. 
These successive filters can then be analyzed to provide 
parameter relation insights.

Financial news representation

To address the weaknesses of current quant systems 
and obviate some of the risks associated with unexpected 
news, researchers have focused on learning patterns from 
financial news articles and making predictions from them.9

The bag of words approach has emerged as a standard 
representation in textual financial research because of 
its ease of use. This process involves removing stopwords 
such as conjunctions and declaratives from the text and 
using what remains as the textual representation. While 
this method has been popular, it encounters noise-related 
issues associated with seldom-used terms and problems 
of scalability where immense computational power is re-
quired for large datasets. 

To improve on many of the representational and scal-
ability problems, noun phrases retain only the nouns and 
noun phrases within a document and have been found 
to adequately represent the important article concepts. 
Named entities is a representational technique that ex-
tends noun phrases by selecting the proper nouns of an 

Once financial news articles are 
represented, computers can then begin 
the task of identifying the patterns 
responsible for predictable behavior.

article that fall within well-defined categories. This process 
uses a semantic lexical hierarchy as well as a syntactic/
semantic tagging process to assign terms to categories. The 
Message Understanding Conference (MUC-7) information 
retrieval task describes selected categorical definitions, 
encompassing the date, location, money, organization, 
percentage, person, and time entities. This method allows 
for better generalization of previously unseen terms and 
removes many of the scalability problems associated with 
a semantics-only approach. 

A fourth representational technique is proper nouns,
which functions as an intermediary between noun phrases 
and named entities. This representation is a subset of noun 
phrases and a superset of named entities, without the 
constraint of predefined categories. This representation 
removes the ambiguity associated with those particular 
proper nouns that could be represented by more than one 
named entity category or fall outside one of the seven 
defined named entity categories. 

In a comparison of different textual representation 
schemes, bag of words was found to be least effective in 
predicting future prices, whereas the proper nouns of an 
article were most effective for representing an article be-
cause of its concise nature.10

Another problem that arises in textual representation 
is infrequent term usage, where a term may appear only 
one or two times in an entire corpus. Basing predictions 
on infrequent term appearances can lead to unpredict-
able results. To reduce the impact of infrequent term use, 
a cutoff is often introduced where only those terms that 
appear multiple times in any one article are used. This 
strategy effectively limits the number of text features in 
support of scalability.

Once financial news articles are represented, computers 
can then begin the task of identifying the patterns re-
sponsible for predictable behavior. One accepted method, 
support vector regression (SVR), is a regression equivalent 
of SVMs without the aspect of classification.11 Like SVMs, 
SVR attempts to minimize its fitting error while maxi-
mizing its goal function by fitting a regression estimate 
through a multidimensional hyperplane. This method is 
also well suited to handling textual input as binary rep-
resentations and has been used in similar financial news 
studies.10,12
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system that uses financial news articles and 
stock quotes as its input parameters. Figure 2 
illustrates the AZFinText system design.

The differences in our design include a 
proper noun representational scheme and 
an SVM regression derivative that outputs 
discrete numeric values. Financial news ar-
ticles are gathered from Yahoo Finance and 
are represented by their proper nouns, such 
as specific people or organizations. To limit 
the size of the feature space, we select only 
proper nouns that occur three or more times 
in a document.

Once the text has been represented and 
per-minute stock quotation data has been 
obtained, the next step is to build a machine-
learning model. In prior work at the University 
of Arizona, various data models were tested 
with this goal in mind. Our results showed that 
using both the article terms and the stock price 
at the time of article release led to the best pre-
dictive results.13 After building the model, the 
data is used to train the machine-learning al-
gorithm, and the results are evaluated.

Figure 3 shows an AZFinText system usage 
example. The first step is to extract all arti-
cle terms from every article in the corpora. 
Second, terms are identified by their parts of 
speech. Third, the entire set of proper nouns is 
represented in binary as either present or not 
in each individual article. Fourth, the price of 
the stock at the time the article was released 
is appended to each news article at the model 
building stage. 

For this particular article, the price of 
Schwab stock was $15.65 at the time of article 
release and the +20 minute stock price was 
$15.59. We selected the +20-minute interval 
to make our predictions because of its prior 
representation as a small window of opportu-
nity in textual financial research.10,13

Once the model is built, machine learning 
takes place via the SVR algorithm. The SVR is 
fed a matrix of proper nouns, coded in binary 
as present or not in the article, as well as the 
price of the stock at the time the article was re-
leased. This is done for each textual financial 
news article, and the SVR component makes 
a discrete prediction of what the +20 minute 
stock should be. In this instance, the output 
price was $15.645.

After training, we analyze the data using a simulated 
trading engine that invests $1,000 per trade and will buy 
or short the stock if the predicted +20-minute stock price 

ARIZONA FINANCIAL TEXT SYSTEM
To address the weaknesses of quants to unexpected 

information, we developed AZFinText, a machine learning 

Figure 2. AZFinText system design. The design includes a proper noun 
representational scheme and an SVM regression derivative that outputs 
discrete numeric values.
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Figure 3. Sample AZFinText representation. The ffirst step is to extract all 
article terms from every article in the corpora. Second, terms are identiffied by 
their parts of speech. Third, the entire set of proper nouns is represented in 
binary as either present or not in each individual article. Fourth, the price of 
the stock at the time the article was released is appended to each news article 
at the model building stage
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whereas AZFinText was constrained to the companies 
in the S&P 500. In making a more direct performance 
comparison, Table 2 shows the trade returns of AZFinText 
versus several quant funds that are also operating within 
the S&P 500.

As Table 2 shows, AZFinText performed better than its 
peer quant funds. AZFinText’s success came mostly from 
making predictions from financial news articles and stock 
quotes, whereas quants used sophisticated mathematical 
models on a large set of financial variables. We believe that 
our research helps identify a promising research direction 
in financial text mining. However, more research is criti-
cally needed.

G
iven its indifference to the internal fiscal 
makeup of the companies traded, AZFinText’s 
performance against existing quant funds 
is surprisingly robust. We believe that this 
approach may encourage quant traders to 

incorporate a financial news analysis engine into exist-
ing strategies. Future quant funds can be more flexible 
and potentially more robust by obviating risks that are 
captured by unexpected news events. Future directions 
for this research include relaxing certain assumptions 
and carefully testing their impact on prediction as well as 
testing newer machine-learning techniques such as proba-
bilistic modeling—for example, Gaussian process—and 
adaptive boosting classifiers such as adaboost. 

is greater than or equal to 1 percent movement from the 
stock price at the time the article was released.5,10,13 Any 
bought/shorted stocks are then sold after 20 minutes.

RESEARCH TESTBED

For our experiment, we selected a consecutive five-week 
research period from 26 Oct. 2005 to 28 Nov. 2005 and 
limited the scope of activity to companies listed in the 
S&P 500 as of 3 Oct. 2005. This five-week period of study 
yielded 9,211 financial news articles, which is comparable 
to prior studies.10,13 Articles gathered during this period 
were further restricted to occur between the hours of 10:30 
a.m. and 3:40 p.m. While trading starts at 9:30 a.m., we felt 
it was important to reduce the impact of overnight news 
on stock prices and selected a period of one hour to allow 
prices to adjust. The 3:40 p.m. cutoff for news articles was 
selected to disallow any +20-minute stock predictions 
to occur after market hours. A further constraint was in-
troduced to reduce the effects of confounding variables, 
where two articles on the same company cannot exist 
within 20 minutes of each other or both will be discarded. 

This process reduced the 9,211 candidate news articles 
to 2,809, where the majority of discarded articles occurred 
outside market hours. Similarly, 10,259,042 per-minute 
stock quotations of the same trading period were gathered 
from a commercial system. 

In the model-building stage, financial news articles 
were aggregated by their industry sectors prior to training. 
Financial trading analyses often use sector-based com-
parisons to evaluate individual company performance. 
For AZFinText, articles are partitioned using the Global In-
dustry Classification Standard (GICS) classification system 
developed by Morgan Stanley. Companies from the S&P 
500 are assigned an eight-digit GICS classifier that is used 
to identify sector, industry group, industry, and subindus-
try categories. Articles in each GICS sector (10 sectors in 
total) were then sent to AZFinText separately for tenfold 
cross-validation. Each sector averaged 281 articles, with a 
standard deviation per category of 160.8.

TESTING AZFINTEXT: 
EXPERIMENTAL RESULTS

With more than 90 quant funds operating for a full 
year at the time of our study, we selected the top 10 funds 
according to their trailing one-year returns3 to compare 
against AZFinText during our trading period. We also com-
pared our AZFinText system against the S&P 500 index, 
which is the industry benchmark of performance. 

As Table 1 shows, AZFinText had an 8.50 percent return 
on trades versus the S&P 500 of 5.62 percent during the 
same period. Comparing AZFinText against the top 10 
quants shows AZFinText performing well, outperforming 
six of the top 10 quant funds. The four better perform-
ing quants were trading in the Nikkei and gold markets 

Table 1. Simulated trading results of the 
top 10 quants.

Fund Return (%)

ProFunds Ultra Japan Inv (UJPIX) 24.73
ProFunds Ultra Japan Svc (UJPSX) 24.59
American Century Global Gold Adv (ACGGX) 12.96
American Century Global Gold Inv (BGEIX) 12.93
AZFinText 8.50
Quantitative Advisors Emerging Markets Insti (QEMAX) 8.16
Quantitative Advisors Emerging Markets Shs (QFFOX) 8.15
S&P 500 Index 5.62
Lord Abbett Small-Cap Value Y (LRSYX) 5.22
Lord Abbett Small-Cap Value A (LRSCX) 5.19
Quantitative Advisors Foreign Value Insti (QFVIX) 4.99
Quantitative Advisors Foreign Value Shs (QFVOX) 4.95

Table 2. Simulated trading results of 
S&P 500 quants.

Fund Return (%)

AZFinText 8.50
Vanguard Growth & Income (VQNPX) 6.44
BlackRock Investment Trust Portfolio Inv A (CEIAX) 5.48
RiverSource Disciplined Equity Fund (ALEIX) 4.69
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Although computer users are aware of spyware, they typically do not 
take protective steps against it. A recent study looks into the reasons 
for this apathy and suggests boosting users’ confidence in installing 
and operating antispyware solutions as an effective remedy.

Y
our identity can be stolen, your account 
passwords compromised, your computer com-
mandeered and converted to a spam zombie, 
your credit card number copied and sent to 
malicious third parties.1-3 These are just some 

of the threats unwary computer users face from spyware, 
which constitutes a potent and growing security prob-
lem: the surreptitious installation of remote monitoring 
software that observes and tracks user activities and infor-
mation, and reports this to outside parties over the user’s 
Internet connection.2,3

The Federal Trade Commission defines spyware as 
“software that aids in gathering information about a 
person or organization without their knowledge, and that 
may send that information to another entity without user 
consent.”4 Spyware guru Steve Gibson considers it to be 
anything that surreptitiously utilizes a computer’s Internet 
“back channel” to communicate with an external server 
(www.grc.com/intro.htm). 

As Table 1 shows, the harm resulting from unauthor-
ized remote monitoring ranges from invasion of privacy, 
to operational losses involving degradation of computer 
performance, to economic losses stemming from identity 
theft and outright larceny. Some types of spyware simply 
appropriate processor cycles and network bandwidth to 
send out spam from user machines, while others obtain 

Thomas F. Stafford and Robin Poston, University of Memphis

passwords and account numbers to steal services and 
financial resources. The latest types of spyware, which 
continue to evolve, includes robust malware conglomera-
tions that include simultaneous infection by Trojan horses, 
rootkits, and communications software designed to exploit 
peer-to-peer networking.5

While spyware is indeed a problem, we believe it is a 
symptom of a much bigger danger: user apathy. Internet 
users are aware of spyware but strangely reluctant to 
engage in safe computing practices or use effective an-
tispyware applications.1-3 One survey of 252 consumers 
revealed that only 22 percent consistently used spyware 
solutions,1 despite their widespread availability in over-
the-counter and shareware security packages.1-3,5,6 Lack of 
knowledge may be partly responsible, but so few people 
consistently use antispyware software that motivation is 
clearly the main problem. 

To understand why, we examined computer users’ fail-
ure to protect their online security and privacy through 
the prism of protection motivation theory (PMT), which has 
been widely used to explain individuals’ lack of motivation 
to defend against threats to personal health and safety such 
as drunk driving, smoking, and infectious disease transmis-
sion.7-9 PMT emphasizes the importance of the nature of 
a threat to personal security coupled with self-perceived 
assessments of the ability to carry out an effective solution. 

Online Security 
Threats and 
Computer User 
Intentions
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SPYWARE THREAT AWARENESS

Remote monitoring applications are designed to surrep-
titiously intrude on user privacy and compromise sensitive 
personal information.1-3,5,6 Users do not consciously in-
stall spyware—many are fooled into doing so by vaguely 
worded click-wrap user agreements accompanying free 
downloads of software such as graphic-utility and file-
sharing applications. Some spyware self-installs during 
user visits to questionable websites.6 Developers of these 
noxious security threats brag of installations on 90 percent 
of online personal computers,1 highlighting the omnipres-
ent nature and severity of the threat. 

The widespread presence of spyware threatens users 

with loss of control over their personal information and 
computer system resources, as well as unauthorized third-
party access to sensitive private data.1-3 As Figure 1 shows, 
users perceive some types of spyware to be more danger-
ous than others. 

When Internet service provider America Online (AOL) 
was preparing to introduce a spyware protection applica-
tion to its users, it commissioned a study to assess customer 
awareness of the spyware threat and its detrimental out-
comes.3 This study, which drew on a widely cited review of 
spyware symptoms and causes,2 found that spyware was 
the third most recognized online threat after viruses and 
spam. Seventy-five percent of users claimed to be aware of 
spyware and 74 percent considered it a personal threat.3

59JANUARY 2010

Table 1. Spyware and its effects.

Type Effects

Adware Directs pop-up ads to your computer. Some versions tailor pop-ups to browsing behavior, while others barrage you with ads. 
Adware monitors the specific search terms used in pop-up competitive ads. Targeted pop-ups work better than standard 
on-site banners, so there is plenty of incentive for companies to get these applications on user computers. 

Common examples of adware include Bonzi Buddy, Comet Cursor, Xupiter Toolbar, bargains.exe, and SaveNow. All of these are 
proliferated via free music and video file-sharing applications. If you do file sharing, you’ve likely given legal permission for any 
of them to be installed on your machine, whether or not you remember doing so.

Browser 
hijackers

Reset your browser homepage to the page of its choice. You open your browser and find that it is displaying a page other than 
what you had set as your starting page. Even Microsoft does this; users can find their homepage on Internet Explorer resetting 
to the Microsoft page periodically.

Dialers Activate your modem and automatically dial expensive toll numbers to rack up charges on your phone bill. Dialers are not as 
prevalent in the days of modern high-bandwidth connectivity.

Monitoring 
cookies

Self-install on your computer while you visit a website, even if you do nothing on the site. The application then monitors your 
activity and reports it to an outside party.

Key loggers Record your keystrokes and report them to others. Credit card numbers and passwords are especially vulnerable. Some 
key loggers can be legal when used by employers and family members who own the computer and have a legal purpose 
to monitor those using it. Unethical uses include the cheating spouse syndrome and industrial espionage. A key logger is a 
common payload for an illegal Trojan horse attack, its purpose being to collect passwords and account information for identity 
theft.

Scumware Changes the appearance and functions of webpages without permission. Sometimes it seeks to overlay banner ads with 
competing messages. Scumware comprises a class of software, scripts, or programs specifically designed to circumvent or steal 
revenue and traffic from legitimate websites. Common examples include eZula TopText, Surf+, and Gator.

Trojan horses Launch attacks on your computer by piggybacking on an application that is downloaded and installed. Their purpose can be as 
mild as website redirects or as threatening as zombie-like production and transmission of bulk e-mail spam.

Network administration tools such as Back Orifice and Sub7 exploit holes in the Microsoft operating system to give outside 
users the ability to capture screen displays and keyboard input or actually take control of a remote computer. 

Remote administrative Trojans are designed to install surreptitiously and then be contacted by outside computers to provide 
control over the host computer. RATs such as Bionet and Hack’a’tack are built around easy-to-use graphic interfaces simple 
enough for almost anyone with malicious intent to use. They come unannounced in viral form, as e-mail attachments or drive-
by downloads.

Monitoring
cookies Adware Dialers Browser

hijackers Scumware Trojan
horses

Key
loggers

Least threatening Most threatening

Figure 1. Users’ perceived severity of spyware threats.
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Internet users thus seem to understand that spyware is 
a very real danger to their personal computers and infor-
mation, yet most do not take protective actions against it. 
The same study found that 55 percent of respondents did 
not use or did not know if they used spyware protection, 
and 72 percent had no plans to install antispyware soft-
ware.3 The question is, why aren’t users more motivated 
to defend themselves and their computers against a threat 
that they are aware of? The question of whether it is a 
matter of user apathy or lack of user confidence formed 
the basis of our investigation. 

PROTECTION MOTIVATION

In general, people must be sufficiently motivated to take 
protective action against a threat.10 One way to achieve 
this is to stimulate emotional tension by delivering mes-
sages that induce fear in combination with messages about 

an effective solution.7 Such “fear appeals” 
have been widely used for decades to sell 
insurance, promote socially responsible 
behavior, and elect political candidates to 
high office.7,8 This concept is the basis for 
PMT,8 which posits that people will take 
action to protect themselves only if they 
have knowledge of a fearful threat as well 
as confidence in the ability to implement 
the solution.10  

With respect to the spyware threat, po-
tential responses span a continuum of actions, some more 
technologically demanding than others, as shown in Figure 
2. Our focus was on why users fail to install antispyware 
applications, and PMT suggests that users either are not 
aware of such applications and their effectiveness, or they 
are not convinced they can properly install and use them.  

According to PMT, people confronted with a threat 
assess the likelihood of its impact on them and their 
ability to respond effectively.8,10,11 These judgments form 
the basis of their motivational attitude toward self-pro-
tection, which results in actions to adopt the solution.8-10

Appraisal of a threat induces a fear state, which increases 
the level of attention and subsequent need to take pro-
tective steps.9

In the context of computer security, spyware induces 
concern about the loss of privacy and sensitive personal 
information.1-3 Users should be motivated to use antispy-

RESE ARCH FE ATURE

COMPUTER60

Avoid using
the Internet.

Use the Internet but avoid
activities that engender

spyware downloads.

Sign up for Internet
service provider

antispyware service.

Install antispyware
applications.

Scan own machine
to ffind and delete

spyware.

Least technically demanding Most technically demanding

Figure 2. Possible protective actions against spyware.

Protection
motivation

Hypothesis 1

Hypothesis 2

Protection
self-efficacy

Perceived
threat

+

+ +

Behavioral
intentions

+

Figure 3. Protection motivation theory suggests two hypotheses to explain 
individuals’ lack of motivation to defend against perceived threats, including 
spyware.

Table 2. AOL Opinion Place demographics.

Category

Questionnaire 
respondents 

(percent)
AOL members 

(percent)
General Internet 
users (percent)

US population 
(percent)

Gender
Male
Female

35
65

45
55

49
51

48
52

Age
18-24
25-34
35-44
45-54
55+

9
25
30
23
12

16
18
27
24
16

14
21
26
23
15

12
20
21
15
32

Married 58 62 66 57

Note: AOL demographic profiles are provided by and used with permission from AOL Opinion Place and are the result of ongoing in-house demographic 
profile studies of their membership and the general population of Internet users to support commercial research.
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ware software if they feel that the threat is severe, they are 
a likely target, and they can defend against the threat. PMT 
thus suggests two possible hypotheses: 

Hypothesis 1: Protection self-efficacy mediates the in-
fluence of perceived threats on protection motivation.
Hypothesis 2: Protection motivation directly influences 
behavioral intention to take protective action. 

Figure 3 illustrates these hypotheses. 

TESTS OF HYPOTHESES

AOL provided us with data from its study on customer 
perceptions of spyware and their capabilities of dealing 
with the threat. 

Sample 

We obtained 1,006 completed questionnaires from 
AOL’s research website, Opinion Place (www.opinionplace.

com), which rewarded respondents with 200 American 
Airlines frequent flyer points. As Table 2 shows, the char-
acteristics of AOL Opinion Place respondents are fairly 
representative of US Internet users. 

As Table 3 shows, our analysis focused on four key vari-
ables: perceived threat, protection self-efficacy, protection 
motivation, and behavioral intentions. All questionnaire 
measures used a seven-point scale ranging from 1 = 
strongly disagree to 7 = strongly agree.

The first variable measured users’ perceptions of the 
spyware problem. We developed four specific questions 
to assess this perception through a combination of focus 
group sessions and pilot testing.3 Working with a group 
of local working professionals who were Internet users, 
we developed structured questions designed to encour-
age the participants to share their opinions about the 
spyware threat. We then created a pool of potential threat-
perception-scale items based on the commonly mentioned 
opinions raised by focus group members, and qualified 
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Table 3. Survey questions.

Questions
Summated 

mean
Standard 
deviation

Coefficient 
alpha score

Perceived threat

I know that I probably have a spyware problem if …

Threat 1. My computer seems to be slower than usual. 
Threat 2. There are more pop-up ads on my computer than usual.
Threat 3. The homepage of my browser changes unexpectedly.
Threat 4. Odd sites come up on my computer when I do online searches.

19.50 6.53 .874

Protection self-efficacy

I would be likely to use spyware protection software if …

Cope 1. If there was no one around to tell me what to do as I used the software.
Cope 2. If I had never used a software package like it before.
Cope 3. If I had only a users’ guide for reference.
Cope 4. If I had seen someone else using it before trying it myself.
Cope 5. If I could call someone for help if I got stuck.
Cope 6. If someone else helped me get started.
Cope 7. If I had a lot of time to use it. 
Cope 8. If I just had the built-in help with the software for assistance.
Cope 9. If someone showed me how to use it first.
Cope 10. If I had used similar packages before this one for the same purpose.

46.99 12.45 .867

Protection motivation

As regards my potential use of spyware protection …

PM 1. If I continue without spyware protection, I will have problems.
PM 2. If I use spyware protection, it will greatly increase my computer security.

7.59 3.85 .817

Behavioral intentions

As regards the likelihood of taking protective action …

BI 1. I intend to immediately install spyware protection on my computer.
BI 2. Within a week or so I will install spyware protection on my computer.

11.03 2.77 .714

___
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these in a survey of university students using principal-
components factor analysis to reduce the pool of items to 
the most characteristic descriptors. 

The second variable assessed users’ self-efficacy in 
protecting themselves from spyware, in the form of 10 
questions drawn from a prominent study of self-efficacy 
and computer training11 and modified to reflect the poten-
tial installation and use of an antispyware application. The 
third and fourth variables related to users’ motivations in 
taking protective action against spyware. For both we used 
a two-question-scale format drawn directly from previous 
protection motivation research studies8 and adapted to the 
spyware context. 

We summated the scale questions for each variable 
into composite scores for subsequent hypothesis testing. 
For each variable, Table 3 provides a summated means 
(average composite score across all subjects), standard 
deviation, and coefficient alpha score. Coefficient alpha 
scores indicate adequate reliability of the questions to 
measure the variable of interest when scores exceed a 
threshold of 0.7.

Hypothesis tests

To test hypothesis 1, we examined both direct and 
indirect relationships among the protection motivation, 
perceived threat, and protection self-efficacy variables. If 
the relationships among perceived threat and protection 
motivation and the intervening mediator, protection self-
efficacy, are all positive and significant, then hypothesis 
1 is supported.12  

Using the summated question 
scores for each variable, we re-
gressed protection motivation on 
perceived threat and protection self-
efficacy, then on perceived threat 
only. As Figure 4 shows, the regres-
sion relationships associated with 
each of the three paths necessary 
to establish protection self-efficacy 
as an intervening mediator are all 
significant: Perceived threat fi pro-
tection motivation (b = .214, t = 
6.943, p < .001); perceived threat fi 
protection self-efficacy (b = .232, t
= 7.572, p < .001); protection self-
efficacy fi protection motivation (b
= .488, t = 17.718, p < .001). Thus, 
hypothesis 1 is supported. 

To test hypothesis 2, we re-
gressed behavioral intentions on 
protection motivation. As Figure 
4 shows, there is a strong and sig-
nificant relationship between 
protection motivation and behav-

ioral intentions to use antispyware applications (b = .453, 
t = 16.095, p < .001). Thus, hypothesis 2 is also supported.  

EVALUATION

Our study examined the problem of why computer 
users do not take action to protect themselves against 
outside parties monitoring their activities or potentially 
stealing their personal information or identities. The 
survey data collected for this study supported the research 
model based on PMT, which predicted that users’ protec-
tion self-efficacy would mediate the relationship between 
their perceptions of a security threat and their motivation 
to protect themselves. The data also supported the notion 
that users with greater motivation for protection are more 
likely to take protective action.

Limitations

While providing a deeper understanding of the mecha-
nisms facilitating protective action against spyware, our 
study was limited in certain respects. It might seem intui-
tive that sampling random Internet users would be a better 
choice than AOL participants rewarded with frequent flyer 
points and living in the US, but we believe this sample 
provided a solid foundation for testing the research model. 
We acknowledge that these respondents will likely differ 
from non-AOL users, non-American Airlines frequent-flyer 
members, and possibly non-US users in terms of online 
access and usage experiences. However, as Table 2 illus-
trates, there were demographic similarities between AOL 
and non-AOL groups. Our sample comprises data from 
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Predicting protection motivation
Variable F (1,1004)
Perceived threat 48.211*
Protection self-efficacy 313.915*

Predicting protection self-efficacy
Variable F (1,1004)
Perceived threat 57.329*

Predicting behavioral intentions
Variable F(1,1004)
Protection motivation 259.063*

Relationships among variables
 Strength of Significance of Variance
Relationships among variables relationships (β) relationships (t)  explained (r2)
Perceived threat –> Protection motivation .214 6.943* .046
Perceived threat –> Protection self-efficacy .232 7.572* .054
Protection self-efficacy –> Protection motivation .488  17.718* .238
Protection motivation –> Behavioral intentions .453 16.095* .046
* Values of F significant at p < .001

Figure 4. Regression results among variables. The results support both hypothesis 1 and 2.
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actual online users and reflects their perceptions and at-
titudes. Nonetheless, future research must sample other 
groups of Internet users to define boundary conditions.

In a similar vein, the survey asked participants about 
general spyware protection concepts rather than focusing 
on any one type of antispyware application. Antispyware 
technologies vary considerably, and this may differentially 
influence protection self-efficacy judgments. Particular 
antispyware solutions could affect protection motivations 
and the resulting behavioral intentions in distinct ways. 
Because our study sought to gain a big picture of users’ 
apparent apathy toward spyware protection, we chose to 
operationalize the variables at a broad level. This decision, 
however, prevented us from determining how specific an-
tispyware technologies and protection motivation attitudes 
influence user intentions. Consequently, whether important 
subtleties exist remains an open empirical issue. 

We also recognize that there are two key ways to deal 
with spyware. One, as we have investigated, is to raise 
awareness of the problem and encourage the adoption of 
protective applications. This approach makes sense when 
dealing with less sophisticated users such as those found 
in a sample of AOL customers. Another important method 
is to promote safer computing behaviors to avoid spyware 
downloads altogether, resulting in fewer infestations.13

We suspect this would be equally effective as a preventive 
measure, but primarily with more knowledgeable com-
puter users. Additional research is needed to examine 
which alternative works best with different user groups.

Finally, the use of cross-sectional data cannot provide 
conclusive evidence of how computer users’ attitudes 
change over time. Although the data collection procedure 
is consistent with other studies that examined protection 
motivation attitudes,8,9 future research should utilize other 
data collection methods, such as longitudinal and experi-
mental designs, to address this issue. Moreover, common 
response bias could have surfaced given the exclusive use 
of survey data. Although the questions exhibited reliable 
measurement of the variables, the relationships among 
variables could have been inflated.

Implications

Despite these limitations, our study has important 
implications. The role of self-efficacy for the use of antispy-
ware protection applications suggests a step that Internet 
service providers and other concerned parties can take to 
achieve better user responses to spyware threats online. 
Our findings support the notion that coaching users in the 
process of acquiring and installing protective software ap-
plications can increase their self-perceived capabilities to 
take effective action.10,11  

Much of what is known about self-efficacy in computing 
derives from user training studies,13 where the concept of 
guided learning is a critical success factor in such training 

exercises. This appears to be equally important in sup-
porting users to act against online security threats. The 
more comfortable users are with a protective software 
application, the more likely they are to install it and use it 
to combat spyware. The comfort level can only increase 
with familiarity, and this, in turn, increases through guided 
experiences installing antispyware applications. For other 
applications, companies like AOL have successfully used 
the guided training process to increase user acceptance 
and use of new software applications,3 and it seems quite 
likely that a similar approach tailored to the specific task 
of downloading and installing antispyware applications 
will achieve similar successes. 

The insights from our study attest to PMT’s predictive 
potential in the context of computer security. We found that 
some of the previously established relationships between 
the motivations to take action and the communication of 
threats hold. In the presence of security threats, not only is 
protection self-efficacy important, but so is fear of the dire 
consequences of not taking protective measures. Aware-
ness of the threat and the ability to do something about it 
are particularly salient in understanding user behavior with 
respect to antispyware applications. As such, we believe 
that the study’s findings can be generalized to other types 
of protective actions—for example, signing up for spyware 
protection via an Internet service provider or avoiding ac-
tions that encourage spyware downloads.  

O
ur research findings provide guidance for and 
validation of ways to motivate computer users 
to take action against security threats such as 
spyware. For example, Internet providers, soft-
ware companies, and computer makers should 

continue to make an effort to increase users’ awareness 
of online threats, encourage their self-efficacy in taking 
action, and provide them with user-friendly tools. In terms 
of designing effective training programs for online secu-
rity, our findings suggest that teaching users how to use 
protective solutions—building confidence in their ability 
to take action—is as important as spending time convey-
ing the consequences of not protecting  computers and 
personal information. 
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Computer Society 
Programs Serve 
Members

T he IEEE Computer Soci-
ety has been committed 
to fostering innovation 
in computing for more 

than six decades. With more than 
40 percent of its members living 
and working outside the US, the 
Computer Society strongly encour-
ages and facilitates international 
cooperation, communication, and 
information exchange. 

In 2010, the Computer Society 
again offers a full catalog of peri-
odicals that address all aspects of 
computer science and engineering, 
including 13 magazines, 12 transac-
tions, and one letters publication. The 
Society also publishes cutting-edge 
papers and articles from hundreds 
of conferences, covering topics in all 
areas of computer science and engi-
neering. All members receive a free 
subscription to Computer magazine 
as a benefit of membership.

COMPUTER SOCIETY 
ONLINE DIGITAL LIBRARY

Society members enjoy online 
access to 28 current and former 
Society magazines, transactions, 
and letters, as well as nearly 4,000 
selected conference proceedings, 
tutorials, and scholarly books via 
the IEEE Computer Society Digital 
Library. Computer Society student 
members receive free access to the 
CSDL as a benefit of membership. 
Traditional single-magazine sub-
scriptions are also available in print, 
online, or combined formats. Users 
who are not yet members of the Soci-

ety may purchase individual articles 
for $19.

Visit www.computer.org/portal/
web/csdl for complete details.

VOLUNTEEER 
OPPORTUNITIES IN 
PUBLICATIONS

IEEE Computer Society publica-
tions are led by volunteer editorial 
boards that work together with pro-
fessional staff to provide the targeted, 
high-quality content that has been 
the Society’s hallmark for more than 
60 years. 

Several titles are seeking new edi-
tors in chief for terms beginning in 
2011. To find out more about these 
positions, see the “Society Publica-
tions Seek Volunteers for 2011-2012 
Editor in Chief Terms” article. 

Members can a lso become 
involved with the Society’s publica-
tions program by volunteering to 
serve as authors and reviewers for 
individual magazines and journals. 
Visit www.computer.org/publications 
to learn more about opportunities at 
each title.

COMPUTER SOCIETY 
EffLEARNING CAMPUS

Another free benefit of member-
ship is the IEEE Computer Society 
e-Learning Campus. Computer Soci-
ety members have access to more 
than 3,000 Web-based courses that 
include specialized technical classes 
for computing professionals, prim-
ers on office productivity, key courses 
in business fundamentals, and a full 

suite of courses on Cisco networking 
technology.

Members can also access books, 
certification courses, and other 
study materials. Twice each year, 
a committee of volunteers reviews 
and selects new e-Learning Campus 
offerings based on survey data and 
usage numbers. Start exploring the 
campus at www.computer.org/portal/
web/e-learning.

Certi�cations
Intended for mid-level software 

development and software engineer-
ing professionals, the IEEE Computer 
Society Certified Software Develop-
ment Professional program offers 
the only brand-name professional 
credential in software development. 
The program requires strong per-
formance on an examination that 
demonstrates mastery of a well-
defined body of knowledge, as well as 
verification of both a solid experience 
base in the field and recent continu-
ing professional education work.

The Certified Software Develop-
ment Associate program is intended 
for beginning software develop-
ers and engineers. The CSDA is the 
first step toward earning full CSDP 
certification. 

Visit www.computer.org/portal/
web/getcertified for complete details 
including requirements, fees, and test 
dates.

Exams
Proficiency exams by Brainbench 

help demonstrate knowledge in a 
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tions from the Society’s journals and 
conference proceedings.

Other opportunities and services 
sponsored by the Computer Society 
include local and student chapter 
activities; standards groups; career 
resources; conference management 
and publications services; educa-
tional, professional, and technical 
panels; and a highly regarded awards 
program.

CONFERENCES
IEEE Computer Society technical 

councils, task forces, and technical 
committees sponsor the majority of 
the Society’s technical meetings. The 
following selection of high-profile 
conferences is a cross-section of the 
many events presented by the Society 
this year.

1-6 March:
ICDE 2010

Data engineering addresses the 
use of engineering techniques and 
methodologies in the design, develop-
ment, and assessment of information 
systems for different computing plat-
forms and application environments. 
The 26th IEEE International Confer-
ence on Data Engineering, in Long 
Beach, California, continues as a pre-
mier forum for presenting research 
results on advanced data-intensive 
applications and discussing issues 
in data and knowledge engineer-
ing. Conference participants share 
research solutions and cooperate to 
identify new issues and directions 
for future research and development 
work.

Organizers have called for submis-
sions that address research issues in 
designing, building, managing, and 
evaluating advanced data-intensive 
systems and applications.

ICDE 2010 is the flagship confer-
ence of the IEEE Computer Society 
Technical Committee on Data Engi-
neering. Visit the ICDE 2010 website 
at www.icde2010.org for full confer-
ence details, including registration 
information as it becomes available.

tice Hall. Complete details are 
ava i la ble  a t  w w w.comput er.
org/safari.

Another 500 technical references 
are available to members via Element 
K. Members can visit www.computer.
org/portal/web/e-learning/ekbooks to 
access this benefit.

COMMUNITIES AND
ONLINE RESOURCES

The IEEE Computer Society main-
tains a robust online presence via 
Computing Now, a one-stop source 
for new print and online content from 
the 13 peer-reviewed IEEE Computer 
Society magazines, as well as selec-

particular area. Members receive 
free access to the exams, and official 
certificates are available at a special 
member rate. Learn more at www.
computer.org/portal/web/e-learning/
brainbench.

Books 24x7 Collections
C omput er  S o c ie t y  pr ofe s -

sional and student members now 
receive free access to 600 selec-
tions from Safari Books Online. 
Safari offers online technical books 
from noted computer publisher 
O’Reilly and other leading pub-
lishers including Addison-Wesley, 
Cisco Press, FT Press, and Pren-

T he IEEE Transactions on Mobile Computing steering committee seeks applicants 
for the position of editor in chief serving a three-year term beginning 1 January 

2011. Please send materials by 1 March to Tom LaPorta, tlp@cse.psu.edu.
Marie-France Sagot, editor in chief of IEEE/ACM Transactions on Computational Biol-

ogy and Bioinformatics, is currently being considered for reappointment to a second 
two-year term. Please send comments on her reappointment by 15 February 2010 to 
Metin Akay, metin.akay@asu.edu.

IEEE Transactions on Haptics editor in chief Edward Colgate is currently standing for 
reappointment to a second three-year term. Please send comments by 15 February 
2010 to Peter Luh, peter.luh@uconn.edu.

COSPONSORED TRANSACTIONS CALL 
FOR NEW EIC, REAPPOINTMENT INPUT

SOCIETY BEGINS NOMINATIONS FOR
IEEE DIVISION V DIRECTOR-ELECT

T he IEEE Computer Society has begun the nominations process for candidates to 
serve as 2011 IEEE Division V director-elect and 2012-2013 Division V director.

Division directors represent the members of IEEE societies on the IEEE Board of Direc-
tors and the Technical Activities Board; Division V and VIII directors represent the 
Computer Society membership. Elections for Division V director are typically held in even-
numbered years, and Division VIII elections are held in odd-numbered years. The elected 
representative then serves one year in the director-elect role before assuming a two-year 
division director term.

Past Computer Society president Michael Williams currently serves as IEEE Division V 
director for 2010-2011. Past Computer Society president Steve Diamond is serving as 
IEEE Division VIII director for 2009-2010. In a recent vote, IEEE members chose another 
former Computer Society president, Susan K. (Kathy) Land, CSDP, as Division VIII direc-
tor-elect for 2010.

Nominations for the position of director-elect may be placed on the ballot by petition. 
The Computer Society Nominations Committee will propose a list of candidates by 8 Janu-
ary. Additional nominees may be submitted by written petition signed by one-third of the 
franchised Board members and received by the Computer Society Secretary no later than 
26 January. A slate will be selected by the Board of Governors at its 5 February meeting. 
IEEE Computer Society members may propose additional names by petition in accordance 
with IEEE bylaws. Completed petitions must be submitted in a letter to the IEEE Board of 
Directors to be received at IEEE headquarters no later than noon ET Friday, 11 June.

____
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20-24 March:
IEEE VR 2010

Innovative research, 
groundbreaking technology, pio-
neering concepts, and hands-on 
experiences in the disciplines of vir-
tual reality, augmented reality, and 
3D user interfaces will be highlighted 
at IEEE Virtual Reality 2010.

Located in Waltham, Massachu-
setts, VR 2010 will take place in 
conjunction with the IEEE Sympo-
sium on 3D User Interfaces and the 
Symposium on Haptic Interfaces. 
Conference organizers have solicited 
papers on topics that include immer-
sive gaming, VR systems and toolkits, 
augmented and mixed reality, and 
computer graphics techniques.

VR 2010 leads the Computer 
Society Technical Committee on 
Visualization and Graphics’ annual 
calendar of conferences and work-
shops. For further details, visit 
http://conferences.computer.org/
vr/2010.

22-26 March:
ECBS 2010

The 17th IEEE Interna-
tional Conference and 

Workshop on the Engineering of Com-
puter-Based Systems is devoted to 
advancing the design, development, 
deployment, and analysis of complex 
systems that are largely controlled by 
computers.

Conference organizers have 
solicited papers on topics that 
include autonomic systems, com-
ponent-based system design, ECBS 
infrastructure, reengineering and 
reuse, and verification and validation.

ECBS shares a venue with the 
IEEE International Conference on 
Engineering of Complex Computer 
Systems and the IEEE International 
Conference and Workshops on 
Engineering of Autonomic and Auton-
omous Systems.

Sponsored by the IEEE Computer 
Society Technical Committee on the 
Engineering of Computer-Based Sys-
tems, the 2010 conference will take 

place in Oxford, UK. Visit http://tab.
computer.org/ecbs/2010 for more 
information.

14-16 April:
Cool Chips XIII

T h e  2 0 1 0 
IEEE Symposium on Low-Power 
and High-Speed Chips is a high-
profile international forum for 
presenting recent advancements in 
all areas of microprocessors and their 
applications.

This year, Cool Chips will focus on 
the architecture, design, and imple-

mentation of chips in three areas: 
low-power, high-performance pro-
cessors, including “eco-processors,” 
for multimedia, consumer electron-
ics, healthcare, biometrics, and more; 
novel architectures and schemes for 
single core, multicore, embedded, 
and wireless systems; and cool soft-
ware including binary translations, 
compiler issues, and low-power 
techniques.

Cool Chips XIII, which takes place 
in Yokohama, Japan, is sponsored by 
the IEEE Computer Society Techni-
cal Committees on Microprocessors 
and Microcomputers and Computer 
Architecture. Cosponsors include the 
Institute of Electronics, Information, 
and Communication Engineers Elec-
tronics Society, ACM Sigarch, and the 
Information Processing Society of 
Japan. For more conference informa-
tion, visit www.coolchips.org.

19-23 April:
IPDPS 2010

The 24th Interna-
tional Parallel and 

Distributed Processing Symposium is 

a forum where researchers, scientists, 
and engineers present and discuss 
new findings in distributed com-
puting and parallel processing. The 
five-day conference features invited 
speakers, panels, contributed papers, 
and commercial presentations.

IPDPS 2010 participants will also 
have the opportunity to organize 
informal birds-of-a-feather sessions. 
Scheduled workshop topics include 
reconfigurable architectures, high-
level parallel programming models, 
and system management techniques, 
processes, and services. Returning 

in 2010 is the popular PhD Forum, 
introduced by the IEEE Computer 
Society Technical Committee on Par-
allel Processing as an opportunity 
for graduate students to present their 
proposed or partially completed dis-
sertation work to a broad audience 
of both academic and industrial 
researchers and practitioners.

IPDPS 2010, located this year in 
Atlanta, is sponsored by the TCPP 
in cooperation with ACM Sigarch. To 
learn more about IPDPS 2010, visit 
www.ipdps.org.

16-19 May:
Security and Privacy 2010

The 2010 IEEE Symposium 
on Security and Privacy 
marks the 31st annual 

meeting of this flagship conference. 
Since 1980, S&P has been the premier 
forum for presenting developments 
in computer security and electronic 
privacy, and for bringing together 
researchers and practitioners in the 
field. For 2010, conference organizers 
have solicited papers on topics that 
include forensics, hardware-based 
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The Computer Society publishes 
cutting-edge papers and articles from 
more than 300 conferences.
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For more information on any topic 

presented in Computer,

visit the IEEE Computer Society 

Digital Library at 

www.computer.org/csdl
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security, information flow, intrusion 
detection, security architectures, and 
malicious code, among others. Papers 
presented at the conference represent 
advances in the theory, design, imple-
mentation, analysis, and empirical 
evaluation of secure systems, both for 
general use and for specific applica-
tion domains.

S&P, which takes place in Berke-
ley, California, is sponsored by the 
IEEE Computer Society Technical 
Committee on Security and Privacy 
in cooperation with the International 
Association for Cryptologic Research. 
See http://oakland31.cs.virginia.edu 
for complete conference details.

17-20 May:
CCGrid 2010

The 10th IEEE Inter-
national Symposium on Cluster 
Computing and the Grid, the latest 
in a series of successful international 
conferences that began in 2000, pro-
vides researchers and practitioners 
with an opportunity to share their 
research and experiences in over-
coming challenges in Web services 
and grid technology.

Several workshops and other 
events complement the larger con-
ference. Workshop topics at CCGrid 
include resiliency in high-perfor-
mance computing and challenges for 

the application of grids in healthcare. 
CCGrid 2010, set this year in Mel-

bourne, is sponsored by the IEEE 
Computer Society Technical Commit-
tee on Scalable Computing. Taking 
place in conjunction with CCGrid 
2010, the International Scalable Com-
puting Challenge is also sponsored by 
the TCSC.

Visit  w w w.ma njrasof t .com/
ccgrid2010 for program highlights 
and more conference information.

19-23 July:
COMPSAC and SAINT 2010

The Internet is evolving 
into a pervasive and 

highly distributed ecosystem of con-
nected computers, mobile devices, 
sensors, home appliances, and a vari-
ety of other devices.

The 2010 Symposium on Appli-
cations and the Internet and the 
2010 IEEE Computer Society Con-
ference on Computer Software and 
Applications will draw researchers 
from around the world to share 
new ideas and findings regarding 
the Internet, computer software, 
and their applications. Participants 
come from a wide spectrum of disci-
plines in industry, government, and 
academia.

SAINT organizers have called for 
papers on topics that include mobile 

and ad hoc groupware, Internet 
security architectures, information 
integration, and universal access and 
interfacing. 

COMPSAC organizers have called 
for papers that address smart soft-
ware solutions in diverse areas 
including healthcare, energy, society, 
environment, and industry.

Cosponsored by the Information 
Processing Society of Japan, SAINT 
is the flagship conference of the IEEE 
Computer Society Technical Com-
mittee on the Internet. Visit http://
infonet.cse.kyutech.ac.jp/conf/saint10 
for more information on SAINT 2010. 
To learn more about COMPSAC 2010, 
visit http://compsac.cs.iastate.edu. 
The two events share a venue in 
Seoul.

P roceed ings f rom ma ny 
conferences are available 
through the Computer Soci-

ety Digital Library. IEEE Computer 
Society members also enjoy as much 
as a 25 percent discount on regis-
tration fees at Society-sponsored 
conferences. See www.computer.
org for complete details on all IEEE 
Computer Society publications, 
conferences, symposia, technical 
meetings, volunteer opportunities, 
and other activities. 
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2 Free 
Sample Issues!

The magazine of 
computational tools 
and methods for 
21st century science.

Send an e-mail to jbebee@aip.org to 
receive the two most recent issues of CiSE. 

(Please include your mailing address.)

http://cise.aip.org | www.computer.org/cise

Society Publications Seek Volunteers for 
2011-2012 Editor in Chief Terms

T he IEEE Computer Soci-
ety seeks applicants for 
the position of editor in 
chief, serving a two-year 

term starting 1 January 2011. Prospec-
tive candidates are asked to provide 
(as PDF files) by 1 March a complete 
curriculum vitae, a brief plan for 
the publication’s future, and a letter 
of support from their institution or 
employer. For more information on 
the search process and to submit 
application materials for the follow-
ing titles, please contact:

MAGAZINES
Computer; Jenny Stout, jstout@

computer.org
IEEE Internet Computing; Jenny 

Stout, jstout@computer.org
IEEE Micro; Robin Baldwin, rbald-

win@computer.org
IEEE Software; Jenny Stout, jstout@

computer.org
IEEE Security & Privacy; Jenny 

Stout, jstout@computer.org

TRANSACTIONS
For more information on the 

search process and to submit applica-
tion materials for the following titles, 
please contact Kathy Santa Maria, 
ksantama@computer.org:

IEEE Transactions on Computers
IEEE Transactions on Visualization 

and Computer Graphics

QUALIFICATIONS AND
REQUIREMENTS

Candidates for any Computer Soci-
ety editor in chief position should 
possess a good understanding of 
industry, academic, and government 
aspects of the specific publication’s 
field. In addition, candidates must 
demonstrate the managerial skills 
necessary to process manuscripts 
through the editorial cycle in a timely 

fashion. An editor in chief must be 
able to attract respected experts to 
the editorial board. Major responsi-
bilities include

actively soliciting high-quality 
manuscripts from potential 
authors and, with support from 
publication staff, helping these 
authors get their manuscripts 
published;
identifying and appointing edi-
torial board members, with the 
concurrence of the Publications 
Board; 
selecting competent manu-
script reviewers, with the help 
of editorial board members, 
and managing timely reviews of 
manuscripts;
directing editorial board mem-
bers to seek specia l-issue 
proposals and manuscripts in 
specific areas; 
providing a clear, broad focus 
through promotion of personal 
vision and guidance where 
appropriate; and
resolving conflicts or problems 
as necessary.

Applicants should possess rec-
ognized expertise in the computer 
science and engineering commu-
nity and must have clear employer 
support. 

REAPPOINTMENTS
Other IEEE Computer Society pub-

lications have editors in chief who are 
currently standing for reappointment 
to a second two-year term. The IEEE 
Computer Society Publications Board 
invites comments upon the tenures of 
the individual editors. 

Editors in chief standing for 
reappointment to terms in 2011-
2012 are:

Isabel Beichl, Computing in Sci-
ence & Engineering
Fei-Yue Wang, IEEE Intelligent 
Systems
Beng Chin Ooi, IEEE Transactions 
on Knowledge & Data Engineering
Ramin Zabih, IEEE Transactions 
on Pattern Analysis & Machine 
Intelligence
Liang-Jie Zhang, IEEE Transac-
tions on Services Computing

For magazines, send comments to 
Robin Baldwin, rbaldwin@computer.
org. For transactions, send comments 
to Kathy Santa Maria, ksantama@
compputer.org. 
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CALLS FOR ARTICLES FOR 
IEEE CS PUBLICATIONS

IEEE Internet Computing seeks 
articles for a November/December 
2010 special issue on overcoming 
information overload issues.

Internet users today are inun-
dated with information. They receive 
masses of e-mail, are interrupted by 
instant messages, and must remem-
ber to check social-networking sites, 
news sources, and company websites 
daily—or even many times each day. 
Web searches produce more hits than 
users can sift through.

Managing so much information is a 
very complex task. Syndication tech-
nology—such as RSS and Atom—and 
feed readers might provide some sup-
port, but issues related to the analysis, 
classification, evolution, and retrieval 
of information are open problems.

This special issue seeks original 
articles examining the state of the 
art, open problems, research results, 
tool evaluation, and future research 
directions in overcoming informa-
tion overload.

Final submissions are due by 1
March. Visit www.computer.org/
portal/web/computingnow/iccfp6 to 
view the complete call for papers.

IEEE Security & Privacy seeks 
papers that explore the security and 
privacy opportunities and threats of 
cloud computing, including technical 
diversity and resiliency using clouds, 
shared infrastructure risks, applica-
tions of cloud computing for malware, 
and policy and compliance issues.

Articles are due by 5 March.
Visit www.computer.org/portal/web/
computingnow/spcfp6 to view the 
complete call for papers.

IEEE Software seeks papers on the 
state of the art and current industrial 
practice in framing architectural 
concerns.

The guest editors of Software’s 
November/December 2010 issue 
welcome case studies, success and 
failure stories in introducing view-
points, frameworks, and models to 
organizations; mature and innovative 
approaches; and future trends.

Articles are due by 1 April. Visit 
www.computer.org/porta l /web/
computingnow/swcfp6 to view the 
complete call for papers.

CALLS FOR PAPERS
EMS 2010, Int’l Conf. on Eng. Man-
agement and Service Sciences, 24-26 
August, Wuhan, China; abstracts due 
1 February; www.scirp.org/conf/
ems2010/CallForPapers.aspx

CALENDAR
FEBRUARY
28 Feb-3 Mar 2010: HPCA 2010, IEEE 
Int’l Symp. on High-Performance 
Computer Architecture, Bangalore, 
India; www.hpcaconf.org

MARCH
1-6 Mar: ICDE 2010, Int’l Conf. on 

Data Engineering, Long Beach, Cali-
fornia; www.icde2010.org

28-30 Mar: INFOS 2010, IEEE Int’l 
Conf. on Informatics and Systems,
Giza, Egypt; http://infos2010.fci.
cu.edu.eg

28-30 Mar: ISPASS 2010, IEEE Int’l 
Symp. on Performance Analysis of 
Systems and Software, White Plains, 
New York; www.ispass.org

29 Mar-2 Apr: PerCom 2010, Int’l 
Conf. on Pervasive Computing and 
Communications, Mannheim, Ger-
many; www.percom.org

APRIL
12-16 Apr: DIGITEL 2010, IEEE Int’l 
Conf. on Digital Game and Intelli-
gent Toy-Enhanced Learning (with 
WMUTE), Kaohsiung, Taiwan; http://
digitel2010.cl.ncu.edu.tw

12-16 Apr: WMUTE 2010, IEEE Int’l 
Workshop on Wireless, Mobile, and 
Ubiquitous Technology in Educa-

The Call and Calendar section lists conferences, symposia, and workshops that the IEEE 
Computer Society sponsors or cooperates in presenting.

Visit www.computer.org/conferences for instructions on how to submit conference 
or call listings as well as a more complete listing of upcoming computer-related 
conferences.

SUBMISSION INSTRUCTIONS

February
9-14  . . . . . . . . . . . . . . . . . . . . . . HPCA 2010

March
1-6  . . . . . . . . . . . . . . . . . . . . . . . . ICDE 2010
29 Mar–2 Apr  . . . . . . . . . . . PerCom 2010

April
12-16  . . . . . . . . . . . . . . . . . . . DIGITEL 2010
12-16  . . . . . . . . . . . . . . . . . . . WMUTE 2010
19-23  . . . . . . . . . . . . . . . . . . . . . IPDPS 2010

EVENTS IN 2010

______________________
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_______________

___________________
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____

________________
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tion, Kaohsiung, Taiwan; http://
wmute2010.cl.ncu.edu.tw

19-23 Apr: IPDPS 2010, IEEE Int’l 
Parallel & Distributed Processing 
Symp., Atlanta; www.ipdps.org

AUGUST
24-26 Aug: EMS 2010, Int’l Conf. on 
Eng. Management and Service Sci-
ences, Wuhan, China; www.scirp.org/
conf/ems2010

NOVEMBER
13-19 Nov: SC 2010, Int’l Conf. for 
High-Performance Computing, Net-
working, Storage, and Analysis, New 
Orleans; www.sc-conference.org

WMUTE 2010

T he convergence of smart phones integrating high-quality media capture devices, 

trends in social networking, participatory media, and cyberinfrastructure 

provides a remarkable opportunity for making mobile social media integral to 

distributed learning environments.

Conference participants at the 6th IEEE International Conference on Wireless, Mobile, 

and Ubiquitous Technologies in Education will have the opportunity to interact and 

share recent research results in areas that include social media, mobile devices, user-

generated content, and human-computer interaction. WMUTE 2010 shares a venue with 

the IEEE International Conference on Digital Game and Intelligent Toy-Enhanced 

Learning.

WMUTE is sponsored by the IEEE Computer Society Technical Committee on Learning 

Technology. The conference takes place 12-16 April in Kaohsiung, Taiwan. Visit http://

wmute2010.cl.ncu.edu.tw for complete conference details.
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PURDUE UNIVERSITY, School of ECE, 
Computer Engineering Faculty Posi-
tion in Human-Centered Computing.
The School of Electrical and Computer 
Engineering at Purdue University invites 
applications for a faculty position at any 
level in human-centered computing, in-
cluding but not limited to visualization, 
visual analytics, human computer inter-
action (HCI), and graphics. The Computer 
Engineering Area of the school (http://
engineering.purdue.edu/ECE/Research/
Areas/CompEng) has nineteen faculty 
members who have active research pro-
grams in areas including AI, architecture, 
compilers, computer vision, distributed 
systems, embedded systems, graphics, 
haptics, HCI, machine learning, multi-
media systems, networking, networking 
applications, NLP, OS, robotics, software 
engineering, and visualization. Eligible 
candidates are required to have a PhD in 
computer science/engineering or a relat-
ed field and a significant demonstrated 
research record commensurate with the 
level of the position applied for.  Appli-
cations should consist of a cover letter, a 
CV, a research statement, names and con-
tact information for at least three refer-
ences, and URLs for three to five online 
papers. Applications should be submit-
ted to https://engineering.purdue.edu/

Engr/AboutUs/Employment /Applica-
tions. Review of applications will begin 
on 1 December 2009.  Inquiries may be 
sent to ece-hcc-search@ecn.purdue.edu. 
Applications will be considered as they 
are received, but for full consideration 
should arrive by 1 January 2010.  Purdue 
University is an equal opportunity, equal 
access, affirmative action employer fully 
committed to achieving a diverse work-
force.

UNIVERSITY OF WASHINGTON, 
Computer Science & Engineering 
and Electrical Engineering, Tenure-
Track and Research Faculty, Ref. 
AA2440. The University of Washing-
ton’s Department of Computer Science 
& Engineering and Department of Elec-
trical Engineering have jointly formed a 
new UW Experimental Computer Engi-
neering Lab (ExCEL). In support of this 
effort, the College of Engineering has 
committed to hiring several new facul-
ty over the forthcoming years. All posi-
tions will be dual appointments in both 
departments (with precise percentages 
as appropriate for the candidate). This 
year, we have one open position, and 
encourage exceptional candidates in 
computer engineering, at tenure-track 
Assistant Professor, Associate Profes-

sor, or Professor, or Research Assistant 
Professor, Research Associate Profes-
sor, or Research Professor to apply. A 
moderate teaching and service load 
allows time for quality research and 
close involvement with students. The 
CSE and EE departments are co-locat-
ed on campus, enabling cross depart-
ment collaborations and initiatives. 
The Seattle area is particularly attrac-
tive given the presence of significant 
industrial research laboratories, a vi-
brant technology-driven entrepreneur-
ial community, and spectacular natural 
beauty. Information about ExCEL can 
be found at www.excel.washington.
edu. We welcome applications in all 
computer engineering areas including 
but not exclusively: atomic-scale de-
vices and nanotechnology, implantable 
and biologically-interfaced devices, 
synthetic molecular engineering, VLSI 
systems and CAD, embedded systems, 
sensor systems, parallel computing, 
network systems, and technology for 
the developing world. We expect can-
didates to have a strong commitment 
both to research and teaching. ExCEL 
is seeking individuals at all career lev-
els, with appointments commensurate 
with the candidate’s qualifications and 
experience. Applicants for both tenure-
track and research positions must have 
earned a PhD by the date of appoint-
ment. Please apply online at www.ex-
cel.washington.edu. Apply with a letter 
of application, a complete curriculum 
vitae, statement of research and teach-
ing interests, and the names of at least 
four references. Applications received 
by 1 February, 2010 will be given prior-
ity consideration. Open positions are 
contingent on funding. The University 
of Washington was awarded an Alfred 
P. Sloan Award for Faculty Career Flex-
ibility in 2006. In addition, the Univer-
sity of Washington is a recipient of a 
National Science Foundation ADVANCE 
Institutional Transformation Award to 
increase the participation of woman 
in academic science and engineering 
careers. We are building a culturally 
diverse faculty and encourage applica-
tions from women and minority candi-
dates. The University of Washington is 
an affirmative action, equal opportu-
nity employer.

SYSTEM ANALYST F/T in Poughkeep-
sie, NY. Must have Bach’s deg or equiv 
in Comp Engg/Sci & 2yrs exp in Busi-
ness Analysis & software SDLC testing. 
Responsible for leading test team, man-
age test lab, write Test Plan/ Test Case/ 
Defect, test video applications using 
like Functional, Regression, Automaton, 
Performance, Internationalization, Da-
tabase, Smoke, Beta, Sanity, Interopera-
bility. Exp in Premiere Pro, Test Director, 
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Positions at the Institute for Defense Analyses
Center for Computing Sciences

   The Institute for Defense Analyses Center for Computing Sciences (IDA/CCS) is 
-

-

-

-

Dawn Porter
Administrative Manager
IDA Center for Computing Sciences
17100 Science Drive
Bowie, MD 20715-4300
dawn@super.org
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SUBMISSION DETAILS: Rates are $445.00 per column 

inch ($500 minimum). Eight lines per column inch and 

average five typeset words per line. Free online listing 

on careers.computer.org with print ad. Send copy at 

least one month prior to publication date to: Marian 

Anderson,  Classified Advertising, Computer Magazine, 

10662 Los Vaqueros Circle, Los Alamitos, CA 90720-1314; 

(714) 821-8380; fax (714) 821-4010. Email: manderson@

computer.org.

In order to conform to the Age Discrimination in Employment 
Act and to discourage age discrimination, Computer may reject 
any advertisement containing any of these phrases or similar 
ones: “…recent college grads…,” “…1-4 years maximum expe-
rience…,” “…up to 5 years experience,” or “…10 years maxi-
mum experience.” Computer reserves the right to append to 
any advertisement without specific notice to the advertiser. 
Experience ranges are suggested minimum requirements, not 
maximums. Computer assumes that since advertisers have been 
notified of this policy in advance, they agree that any expe-
rience requirements, whether stated as ranges or otherwise, 
will be construed by the reader as minimum requirements only. 
Computer encourages employers to offer salaries that are com-
petitive, but occasionally a salary may be offered that is sig-
nificantly below currently acceptable levels. In such cases the 
reader may wish to inquire of the employer whether extenuat-
ing circumstances apply.

Carnegie Mellon University in Qatar invites applications for teaching-

Computer Science Faculty Positions

School of Computer Science

http://www.qatar.cmu.edu/cs/positions/

Join INRIA, a major player 
in the field 
of COMPUTER
SCIENCES

In 2010
INRIA offers
various searcher
positions.
To apply,  please
view our open job
listing at:
www.inria.fr/work

¬

¬

¬

¬

¬

¬

¬

¬

¬

¬

¬
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WinRunner, SilkTest, LoadRunner, Clear-
Quest, Java, C/C++, SQL, Unix/Windows 
OS. Send resume: Apollo Consulting 
Services Corp., Recruiting (NN), 14 Cath-
arine St, Poughkeepsie, NY 12601.

IT MANAGER, NYC (F/T). Participate 
in architecture design, create develop-
ment specifications. Prepare project 
plans including development of linguis-
tic, semantic text analysis and text clas-
sification modules. Lead team, train, 
review work. MS in Comp Eng/Info Sys 
or Comp Science, 2 yrs exp as Project 
Mgr. Instant Information Inc, by email: 
Michael.Akselrod@infongen.com.

TRANSPORT MGMT SYS UI Devel., 
Enroute Traffic Sys., Golden, CO. Req. 
BS or for. equiv in Comp. Sci & Engg + 
5 yrs prgmg exp. Mail CV to D. Sanford 
(ref#091247) PO Box 260130, Lakewood, 
CO 80226

QA ANALYST - dsgn, dvlp, test & im-
plmt applic s/w utilizing knowl of & 
exp w/Java, J2EE, Jmeter, QAload, Web-
Sphere, WebLogic, Winrunner, Quality 
Center & Test Director, exp in Unix, Win, 
00/NT (TCP/IP, LAN, WAN). Define & dvlp 
QA Testing practices & procedures; Req 
MS in Comp Sci, Eng or rel. Mail resumes 

to SmartWorks LLC, 55 Carter Dr, Ste 
107, Edison, NJ 08817
TEMPLE UNVERSITY, Department 
of Computer and Information Sci-
ences, Tenure-Track Faculty. Appli-
cations are invited for a tenure-track, 
open rank, faculty position in the De-
partment of Computer and Information 
Sciences at Temple University. Areas of 
interest include, but are not limited to 
Computer Systems, Wired and Wireless 
Networks, and Trustworthy and Reli-
able Computing. For senior rank can-
didates, applications should include 
curriculum vitae, a statement of recent 
achievements, and research, and teach-
ing goals, up to three representative 
publications, and names and addresses 
of at least three references. Junior can-
didates should have three reference 
letters sent directly. Please submit ap-
plications online at http://academic-
jobsonline.org. For further information 
check http://www.cis.temple.edu. Re-
view of candidates will begin on Febru-
ary 1, 2010 and will continue until the 
position is filled. Temple University is 
an equal opportunity, equal access, and 
affirmative action employer.

SR. DATABASE ADMIN, F/T, NYC . De-
ploy, support oracle DB. Develop PL/

SQL, Java, Perl Scripts. MS in Comp Sci-
ence/Applied Math/Info Tech + 2 yrs/
exp. By E-mail to Visual Trading Systems 
LLC at IGINDEL@VTSYSTEMS.COM

UNIVERSITY OF WASHINGTON, 
Computer Science & Engineering, 
Tenure-Track, Research, and Teach-
ing Faculty, Ref. #AA2439. The Uni-
versity of Washington’s Department of 
Computer Science & Engineering has 
one or more open positions in a wide 
variety of technical areas in both Com-
puter Science and Computer Engineer-
ing, and at all professional levels. A 
moderate teaching load allows time for 
quality research and close involvement 
with students. Our space in the Paul G. 
Allen Center for Computer Science & 
Engineering provides opportunities for 
new projects and initiatives. The Seattle 
area is particularly attractive given the 
presence of significant industrial re-
search laboratories as well as a vibrant 
technology- driven entrepreneurial 
community that further enhances the 
intellectual atmosphere. Information 
about the department can be found on 
the web at http://www.cs.washington.
edu. We welcome applicants in all re-
search areas in Computer Science and 
Computer Engineering including both 
core and inter-disciplinary areas. Areas 
of interest include (but are not limited 
to) security, computer engineering, and 
systems. We expect candidates to have 
a strong commitment both to research 
and to teaching. The department is 
primarily seeking individuals at the 
tenure-track Assistant Professor rank; 
however, under unusual circumstances 
and commensurate with the qualifica-
tions of the individual, appointments 
may be made at the rank of Associate 
Professor or Professor. We may also 
be seeking non-tenured research fac-
ulty at Assistant, Associate and Profes-
sor levels, postdoctoral researchers 
(Research Associates) and part-time 
and full-time annual lecturers and Sr. 
Lecturers. Applicants for both tenure-
track and research positions must have 
earned a doctorate by the date of ap-
pointment; those applying for lecturer 
positions must have earned at least a 
Master’s degree. Research Associates, 
Lecturers and Sr. Lecturers will be hired 
on an annual or multi-annual appoint-
ment. All University of Washington fac-
ulty engage in teaching, research and 
service. Please apply online at http://
norfolk.cs.washington.edu/apply with 
a letter of application, a complete cur-
riculum vitae, statement of research 
and teaching interests, and the names 
of four references. Applications re-
ceived by February 1, 2010 will be given 
priority consideration. Open positions 
are contingent on funding. The Uni-

ROCHESTER INSTITUTE OF TECHNOLOGY
CO M P U T I N G A N D I N F O R M A T I O N S C I E N C E S

DE P A R T M E N T CH A I R O F SO F T W A R E EN G I N E E R I N G
 BE G I N N I N G JU L Y 1,  2010

Rochester Institute of Technology’s B. Thomas Golisano College of Computing and Information 
Sciences (GCCIS) invites applications and nominations for the position of department chair in the 
Software Engineering department (IRC#35729).

Successful candidates must possess credentials that merit appointment at the rank of Full Professor 
with tenure at RIT and have:

in the college 
a tangible research and external funding track record
experience in curriculum development at the graduate and undergraduate levels
experience in program administration 

A Ph.D. in a related computing discipline is required; salary is commensurate with experience.  
Specialization in any area of software engineering will be considered, with preference for software 
quality assurance, secure software systems, engineering of web-based software systems, and embedded 
and real-time systems.  We are seeking individuals who are committed to contributing to RIT’s core 
values, honor code, and statement of diversity.

The Golisano College of Computing and Information Sciences is home to the Computer Science, 
Software Engineering, Information Sciences and Technologies, Interactive Games & Media, and 
Networking, Security, and Systems Administration departments, as well as the Ph.D. program in 
Computer and Information Sciences.  The college has 105 faculty and over 2400 undergraduate and 
600 graduate students.

Candidates should visit https://mycareer.rit.edu 

about the position and the application process.  
Refer to www.rit.edu for information about 
RIT and the B. Thomas Golisano College of 
Computing and Information Sciences. 

R I T
-Selected as one of the top colleges to work for by 
The Chronicle of Higher Education (2008, 2009)

_____________________
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_________________
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versity of Washington was awarded an 
Alfred P. Sloan Award for Faculty Career 
Flexibility in 2006. In addition, the Uni-
versity of Washington is a recipient of a 
National Science Foundation ADVANCE 
Institutional Transformation Award to 
increase the participation of women 
in academic science and engineering 
careers. We are building a culturally 
diverse faculty and encourage applica-
tions from women and minority candi-
dates. The University of Washington is 
an affirmative action, equal opportu-
nity employer.

ELECTRONIC DATA SYSTEMS, LLC
(EDS, HP Enterprise Services), is accept-
ing resumes for the following positions:
SERVICES INFORMATION DEVELOP-
ER IN RANCHO CORDOVA, CA . (Ref. 
# EDSRCSPA1). Conceptualize, design, 
construct, test, & implement portions 
of business & tech IT solutions through 
application of appropriate SW devlpmt 
life cycle methodology. Requires Bach-
elor’s or foreign degree equivalent in 
Electronic Engg, Comp Sci, Maths, Info 
Sys, Comp Engg, Electrical Engg, or re-
lated field + 5 yrs post-baccalaureate, 
progressive exp in job offered, or as 
programmer analyst, technical lead, SW 
engineer, systems architect, or related 

occupation. Object Oriented Analysis; 
UML design patterns; JSP; Struts Frame-
work; JavaScript; and JDBC. Please mail 
resumes with reference # to: Ref. # ED-
SRCSPA1, Jim York, Applications Man-
ager, EDS, HP Enterprise Services, 10888 
White Rock Road, Rancho Cordova, CA 
95670. No phone calls please.  Must be 
legally authorized to work in the U.S. 
without sponsorship. EOE.
SERVICES INFORMATION DEVELOPER 
IN RANCHO CORDOVA, CA. (Ref. # ED-
SRCSRA1). Electronic Data Systems, LLC 
(EDS, HP Enterprise Services), is accept-
ing resumes for Services Information 
Developer in Rancho Cordova, CA. (Ref. 
#EDSRCSRA1). Conceptualize, design, 
construct, test, & implement portions 
of business & tech. IT solutions through 
application of appropriate SW devlpmt 
life cycle methodology. Requires Mas-
ter’s or foreign degree equivalent in 
Comp Sci, Maths, Info Sys, Comp Engg, 
Electrical Engg, or related + 3 yrs exp 
in job offered, or as programmer ana-
lyst, analyst programmer, SW engineer, 
consultant, or related. Object Oriented 
Analysis; UML design patterns; Java 
Server Pages; Struts Framework; Ja-
vaScript; & JDBC. Please mail resumes 
with reference # to: Ref. # EDSRCSRA1, 
Jim York, Applications Manager, EDS, 

HP Enterprise Services, 10888 White 
Rock Road, Rancho Cordova, CA 95670. 
No phone calls please. Must be legally 
authorized to work in the U.S. without 
sponsorship. EOE.

PROGRAMMER ANALYST: dsgn, dvlp, 
test & implmt applic s/w utilizing Oracle 
8i/9i/10g, SQL, PL/SQL, VB.Net, ASP.Net, 
C#, Java, XML, Toad, Cognos, Linux, Win 
NT/2000/2003; Req MS Comp Sci, Eng, 
or equiv. Mail resumes to Strategic Re-
sources International, 777 Washington 
Rd, Ste 2, Parlin, NJ 08859.

HEWLETT-PACKARD COMPANY is ac-
cepting resumes for Software Designer 
in San Francisco, CA (Ref. #SFSWD11). 
Design, develop, maintain, test, & 
perform quality & performance assur-
ance of system SW products. Please 
mail resumes with reference # to Ref. 
# SFSWD11, Hewlett-Packard Company, 
19483 Pruneridge Avenue, MS 4206, 
Cupertino, CA 95014. No phone calls 
please.  Must be legally authorized to 
work in the U.S. without sponsorship. 
EOE.

CITCO TECHNOLOGY MANAGEMENT 
INC. has an opening in Ft. Lauderdale, 
FL for Systems Administrator to Install, 

FACULTY POSITIONS IN COMPUTER SCIENCE / COMPUTING SYSTEMS / INFORMATION SYSTEMS
WITH NANYANG TECHNOLOGICAL UNIVERSITY

Nanyang Technological University (NTU), Singapore is ranked globally as one of  the best universities in the World. Under the University’s College of  Engineering,
the School of Computer Engineering (SCE)-NTU, established in 1988, offers undergraduate training leading to a BEng (Hons) in Computer Engineering
and Computer Science, as well as graduate training leading to MSc, MEng and PhD. A research intensive institution with a strong R&D infrastructure and
networked alliance with industry and academia, the School offers its academic staff  the opportunity to pioneer cutting-edge research in a wide spectrum of
technological areas.

SCE comprises four divisions; Division of  Computer Communications (CCM), Division of  Computer Science (CSC), Division of  Computing Systems (CPS) and
Division of  Information Systems (IS), and is home to over 2,052 students as well as 100 academic staff  from across the globe.

In light of  the rapid growth of  the Information Technology arena, high-calibre PhD holders with a proven track record in research, and teaching at a university
level are invited to apply for suitable appointments as Associate Professor (A/P) or Assistant Professor (Ast/P) in the following areas:

Candidates for appointment at an Associate Professor level must possess an outstanding track record of  research through publication in top ranking
journals, obtaining grants and academic leadership, as well as a willingness and demonstrated ability to teach at the undergraduate and graduate levels.
Candidates for appointment at the Assistant Professor level must demonstrate strong research potential and a willingness and ability to teach at
the undergraduate and graduate levels. Successful candidates are expected to carry out research in one of  the research centres hosted by SCE, as well as
teach MSc, MEng and BEng Computer Engineering/Computer Science programmes offered by the School.

Based on the qualifications and experience, successful candidates can look forward to an excellent remuneration package, and start-up grants to pursue
research interests in the broad field of  Computer Engineering/Computer Science.

Further information about the school can be obtained at . Informal enquiries and submission of  application forms can be
made to . Guidelines for application submission and application forms can be obtained from 

.

Closing Date: 15 March 2010

___________
________________

_______________________
____________________

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageComputerComputer B
A

M SaGEF

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageComputerComputer B
A

M SaGEF

http://www.qmags.com/clickthrough.asp?url=www.ntu.edu.sg&id=15366&adid=P75A1
http://www.qmags.com/clickthrough.asp?url=http://www.ntu.edu.sg/sce&id=15366&adid=P75A2
mailto:SCEHR@ntu.edu.sg
http://www.qmags.com/clickthrough.asp?url=http://www.ntu.edu.sg/ohr/Career/SubmitApplications/Pages/default.aspx&id=15366&adid=P75A3
http://www.qmags.com/clickthrough.asp?url=http://www.ntu.edu.sg/ohr/Career/SubmitApplications/Pages/default.aspx&id=15366&adid=P75A3
http://www.computer.org
http://www.qmags.com
http://www.computer.org
http://www.qmags.com


CAREER OPPORTUNITIES

COMPUTER76

configure & customize CA Service Desk 
r11, Knowledge Tools & Dashboard in a 
Windows 2003, SQL 2000 & Active Di-
rectory environment. Send resumes to 
employment@citco.com. Please refer-
ence Job code CTM31 in email subject 
line.

THE UNIVERSITY OF ALABAMA, De-
partment of Computer Science. The 
University of Alabama, Department of 
Computer Science, invites applications 
for a new assistant professor position 
to begin August 16, 2010. Candidates 
must have an earned Ph.D. in com-
puter science or a related field, with 
solid evidence of superior research and 
scholarship accomplishments that are 
appropriate for the desired level of ap-
pointment, as well as quality teaching 
abilities. Applicants from all areas of 
computer science will be considered. 
Those who specialize in software engi-
neering, database systems, operating 
systems, or networking are particularly 
encouraged to apply. High priority areas 
for us include model-driven engineer-
ing (e.g., domain-specific modeling) 
with specific application to software 
product lines and mobile software de-
velopment. The University of Alabama, 
located in Tuscaloosa, is considered the 
Capstone of higher education and is 
also the largest institution in the State. 
The Department of Computer Science, 
housed in the College of Engineer-
ing, currently has twenty-three faculty 
members (16 tenured/tenure-track), 
roughly 200 undergraduates in an ABET 
accredited B.S. degree program, and 
approximately 60 M.S. and Ph.D. stu-

dents. Outstanding applicants should 
send curriculum vitae and the names 
and addresses of at least three refer-
ences to: Faculty Search Committee, 
Department of Computer Science, Box 
870290, The University of Alabama, Tus-
caloosa, AL  35487-0290. E-mail: faculty.
search@cs.ua.edu. E-mail submissions 
are also encouraged. For additional 
information, please visit http://cs.ua.
edu or contact the Search Committee 
at faculty.search@cs.ua.edu. Review of 
applications will begin January 29, 2010 
and will continue until the position is 
filled. The University of Alabama is an 
equal opportunity/affirmative action 
employer. Women and minorities are 
particularly encouraged to apply.

HEWLETT-PACKARD COMPANY has 
an opportunity for the following po-
sition in Roseville, CA. *Global Deal 
Consultant.—*Resp. for consulting 
teams re all Custmr Ops related topics in 
presales and bid-phase thru implmtn & 
transitn. Reqs: Adv. Knwldg of operatnl 
processes relating to the Svc Engmt bus; 
Adv. Fin. knwldg; strong knwldg of proj-
ect acctg processes & procedures relat-
ing to Global Deal Bus; Sys & tool knwl-
dg incl. SAP, billing & invoicing systems; 
knwldg of global invoicing, structures & 
understdg of global tax implicatns; Proj 
Mgmt Knwldg; Contract structure knwl-
dg & understdg. Also reqs: Bach deg or 
foreign equiv. in Acctg or rel. & 2 yrs 
exp in job offered or rel. Send resume 
and refer to Job#ROSJMA2. Please send 
resumes with job number to Hewlett-
Packard Company, 19483 Pruneridge 
Ave., MS 4206, Cupertino, CA 95014. 

No phone calls please. Must be legally 
authorized to work in the U.S. without 
sponsorship. EOE.

HEWLETT-PACKARD COMPANY has 
an opportunity for the following posi-
tion in Cupertino, CA. Quality Assur-
ance Engineer.—Reqs. experience in: 
testing web-based enterprise applctns; 
products built using Java, a Web inter-
face & a database back-end; automatn 
of complex applctns; Agile methodol-
ogy exp.; Web Svcs testing using Java 
and .Net clients. Also reqs: Bach degree 
or foreign equiv in Engrng or rel field of 
study. & 2 yrs exp in job offered or rel. 
Send resume and refer to Job#CUPAPR2. 
Please send resumes with job number 
to Hewlett-Packard Company, 19483 
Pruneridge Ave., MS 4206, Cupertino, 
CA 95014. No phone calls please. Must 
be legally authorized to work in the U.S. 
without sponsorship. EOE.

PROGRAMMER ANALYST. Design & 
dvlp transparent, scalable & portable 
distributed/parallel structured s/w sys. 
Dvlp & Implement C/C++/Linux engines 
capable of interacting & controlling 
several dozen devices. Analyze data 
in real time from several devices in a 
multi-threaded C/C++ sys. Configure 
POSTGRES/MYSQL database & write PY-
THON scripts. Dvlp factory automation 
broker servers using ASYST libraries 
(SECS/GEM interface). Dvlp JAVA/.NET 
GUI apps to interact w/ Users. Req: Mas-
ters in Comp Sci, Comp Engring or Elec 
Engring. 40 hr/wk. Job/Interview Site: 
Brea, CA. EMAIL resume to: MTSI Inc. at 
Jobs110903@mtsiinc.com.
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Web 3.0: The Dawn 
of Semantic Search

In the past two January edi-
tions of this Computer column, 
I’ve had the pleasure of writ-
ing about the status of the 

Semantic Web, and particularly of 
its applied use in Web applications, 
increasingly coming to be known 
as Web 3.0. I’m happy to say devel-
opment and deployment continue 
apace, and that for those of us who 
know where to look, we see a lot of 
progress. Of course, if we were really 
being successful, you wouldn’t have 
to know what rocks to look under—it 
would be everywhere. Or would it?

AN INFRASTRUCTURE 
TECHNOLOGY

One of the difficulties in explain-
ing Web 3.0 is that, unlike the original 
Web browser or later Web 2.0 sys-
tems, Semantic Web technology 
tends to be an infrastructure tech-
nology. While Web companies are 
working to produce new and scalable 
tools, academic researchers are push-
ing the size and speed of Semantic 
Web back-end operations.

Corporate development 
Web developers are learning 

that they can build an application 
from a combination of traditional 
databases with RDF (Resource 
Description Framework) triple stores, 
the databases of the Semantic Web. 

Traditional databases provide scaling 
for the back-end dynamics that are 
well-developed and clear; semantic 
databases provide new functionality 
that requires Web linking, flexible 
representation, and external access 
APIs. Relational databases provide 
the computational beef, the triple 
stores the secret Web 3.0 sauce.

In fact, you’ve probably visited a 
website sometime in the past few 
weeks that was built this way, but as 
hardly anyone is using any kinds of 
“Web 3.0 inside” labels, it’s not sur-
prising that you didn’t know.

The first generation of enterprise 
Web 3.0 systems uses behind-the-
scenes “structural” semantics to 
extend their current capabilities—
for example, taxonomies with simple 
properties that can be used to relate 
terms to each other or to integrate 
terminologies from multiple sites. 
This sort of “controlled vocabulary” 
has been around for a long time, but 
emerging technologies allow it to 
be more easily integrated with Web 
development ( J. Hendler, “Web 3.0 
Emerging,” Computer, Jan. 2009, pp. 
111-113).

In addition, new standards make it 
possible to find consulting and tool-
development companies that can 
help provide the scalable back ends 
needed to make the systems succeed. 
One company I work with has a cus-

tomer who has hired them to develop 
a “trillion triple” store that can keep 
up with its complex application’s real-
time needs.

Academic research
While details about corporate use 

of the Semantic Web and the archi-
tecture to support it are still under 
wraps, the academic community 
is also looking more seriously at 
scalable reasoning and large-scale 
back-end applications.

Researchers are exploring the 
scaling of both triple-store capa-
bilities and inference algorithms for 
Semantic Web languages. The best 
paper at the 2007 VLDB conference 
was on using a DBMS for Semantic 
Web data management (D.J. Abadi 
et al., “Scalable Semantic Web Data 
Management Using Vertical Parti-
tioning,” Proc. 33rd Conf. Very Large 
Data Bases, VLDB Endowment, 2007, 
pp. 411-422), and that work has led 
to a number of new techniques for 
accessing and optimizing Semantic 
Web data.

At last year’s Internat iona l 
Semantic Web Conference (The 
Semantic Web—ISWC 2009, LNCS 
5823, Springer, 2009), researchers 
presented findings on using parallel 
architectures for performing rea-
soning over semantic Web data at 
scale, including the design of both a 

James Hendler, Rensselaer Polytechnic Institute

Emerging Web 3.0 applications use semantic technologies to 
augment the underlying Web system’s functionalities.
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MapReduce mechanism (J. Urbani et 
al., “Scalable Distributed Reasoning 
Using MapReduce,” pp. 634-649) and 
a cluster-based technique (J. Weaver 
and J. Hendler, “Parallel Materializa-
tion of the Finite RDFS Closure for 
Hundreds of Millions of Triples,” pp. 
682-697) for computing the infer-
ence-based closures for more than 
a billon triples. Other work looked 

they’re starting to deploy specialized 
algorithms to meet their own needs. 
In fact, some new technologies are 
beginning to emerge from the Seman-
tic Web infrastructure, and in 2010 
we’ll see more of these companies 
providing greater functionality to 
their users.

The most important area where 
we’ll see these technologies on the 
Web is in the growing area of seman-
tic search engines. These include 
systems that try to augment general 
searches as well as systems that are 
trying to literally change the search 
experience.

While the internal details of 
most of these systems are still pro-
prietary, in general they appear to 
combine a pragmatic approach to 
natural-language processing with a 
lightweight semantics that lets them 
better collect and process informa-
tion about specific areas. A complete 
survey is beyond the mandate of this 
column, but a few applications will 
suffice to highlight some of the differ-
ences between these and traditional 
systems.

More informative results
One semantic search capability is 

the attempt to provide more informa-
tive results than are typically returned 
by a regular search engine. Rather 
than simply identifying a useful page, 
these systems try to pull the informa-
tion from those pages that might be 
what a user is looking for, and to make 
this immediately apparent.

For example, a search for “James 
Hendler” with Sensebot (www.
sensebot.net), one of the newer 
search engines, will return a set of 
results such as

James Hendler (born April 2, 1957) is 
an artificial intelligence researcher 
at Rensselaer Polytechnic Institute, 
USA, and one of the originators of the 
Semantic Web.
[SOURCE: James Hendler facts - Free-
base (www.freebase.com/view/en/
james_hendler)]

at more efficient reasoning in the 
space of OWL reasoning (J. Du et al., 
“A Decomposition-Based Approach 
to Optimizing Conjunctive Query 
Answering in OWL DL,” pp. 146-162) 
at larger scales.  

SEMANTIC SEARCH
Web companies haven’t been wait-

ing around for research results, and 

Figure 1. Real-time search engine TipTop combines language technologies with 
search to classify Twitter results into positive responses (green), negative responses 
(red), and other opinions (blue).

__________
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Domain knowledge
An important use of semantics in 

search is to draw on domain knowl-
edge in areas where searches are 
difficult. 

At ISWC 09, Nova Spivack, CEO and 
founder of Radar Networks (develop-
ers of Twine), gave some examples 
of this capability in his company’s 
forthcoming T2 semantic search 
engine. Figure 2 shows the results 
of a search for “chicken recipe.” The 
engine uses semantic technologies 
not only to find recipes from sites but 
also to filter them by several catego-
ries including cooking time, dietary 
options, and cuisine.

Semantic search techniques that 
use domain knowledge clearly would 
change the search experience if 
widely deployed. However, it will take 
time and a combination of human 
and machine effort to cover the enor-

mous diversity of Web domains. T2’s 
solution to this problem is to pro-
vide the means for people to create 
these mappings using social, wiki-
like mechanisms, thus extending the 
search engine’s reach. 

Matching people and needs
Beyond simple keyword matching, 

another use of semantics and lan-
guage technologies is to find matches 
between people and their needs.

A good example of this is Applied 
Informatics’ TrialX (http://trialx.
com), which won the 2009 Seman-
tic Web Challenge (http://challenge.
semanticweb.org). This application 
uses advanced medical ontologies to 
combine electronic health records 
with user-generated information to 
match people with potentially help-
ful clinical trials. Thus far, TrialX 
has successfully matched more 

Sensebot uses language technolo-
gies to identify specific assertions 
about the object being searched for—
my name in this case—and to provide 
a source for those assertions: It found 
this sentence in the Freebase open-
database system.

Further search suggestions
A second capability offered by 

semantic search is to try to help a 
user identify further searches that 
may be more useful, and which can 
identify related searches to help 
users hone in on what they’re look-
ing for.

Probably the best known exam-
ple of this capability is offered by 
Microsoft’s Bing search engine. For 
example, a Bing search for “IEEE 
Computer” returns, along with regu-
lar search results, results for a list of 
related queries such as “IEEE PCS” 
or “IEEE Computer Security Confer-
ence” that might lead a user to more 
detailed information. 

These expansions vary in quality 
based on how much data Bing has on 
the particular thing being searched 
for and sometimes can be quite 
impressive. For example, a search for 
the actress “Gates McFadden” returns 
a sidebar of related results for Brent 
Spiner, Lavar Burton, Will Wheaton, 
and some of her other Star Trek: The 
Next Generation costars.  

“Affective” Web content
Another illustration of things to 

come in semantic search is the com-
bination of language technologies 
with search to discover “affective” 
aspects of Web content, especially 
in the blogosphere or in Twitter 
feeds.

An example of such technology is 
the real-time search engine TipTop 
(http://feeltiptop.com). Figure 1 shows 
the results of a TipTop search for 
“web 3.0,” which sorts several recent 
Twitter messages that mention the 
topic into positive responses (green), 
negative responses (red), and other 
opinions (blue).  

Figure 2. Search engine T2 draws on domain knowledge to čnd and categorize 
search results.
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Web or Web 2.0 site. But where the 
semantics can be useful, the new 
functionality adds some exciting 
oomph. And on the Web, a little 
oomph can lead to a lot of money. 

James Hendler is the Tetherless World 
Chair of Information Technology and 
Web Science at Rensselaer Polytech-
nic Institute, as well as an advisory or 
board member for numerous Seman-
tic Web companies including Radar 
Networks and Bintro. Contact him at 
hendler@cs.rpi.edu.

than 3,000 participants to appro-
priate trials, helping both users and 
researchers in the pursuit of new 
medical treatments.

Another example of semantic 
matching is offered by Bintro (www.
bintro.com), a classifieds website that 
matches users to whatever they are 
looking for—jobs, volunteer organi-
zations to join, business partners, 
and so on—without them having to 
fill out a form or hope that someone 
notices them in a sea of static listings, 
or doing multiple keyword searches. 
Bintro uses a combination of semantic 
techniques to determine the mean-
ing of a user’s descriptions and then, 
through an asynchronous match pro-
cess, finds other users with similar 
descriptions. Thus, a person looking 

for a position as a “childcare provider 
in the New York City area” could be 
matched with someone advertising 
for a “nanny in Manhattan.”

Like most semantic search appli-
cations, Bintro takes advantage of 
Semantic Web standards to build 
independent ontologies and thereby 
rapidly move into new domain areas.

Emerging Web 3.0 applications 
are enhancing search engines 
in interesting new ways. 

Architecturally, they all have one 
thing in common—they use seman-
tics to augment the underlying Web 
system’s functionalities. When the 
semantics aren’t applicable, or where 
they fail to add value, the underlying 
application looks like a traditional 

Editor: Simon S.Y. Shim, Dept. of Computer 
Engineering, San Jose State Univ., San Jose, CA; 
simon.shim@sjsu.edu

IEEE Computer Graphics and Applications bridges the theory and practice of computer graphics. 
From specifi c algorithms to full system implementations, CG&A offers a unique combination 
of peer-reviewed feature articles and informal departments. CG&A is indispensable reading 
for people working at the leading edge of computer graphics technology and its applications 
in everything from business to the arts.
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Visit us at www.computer.org/cga
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Mobile Supercomputers 
for the Next-Generation 
Cell Phone

M obile devices have 
prol i ferated a t  a 
spectacular rate, with 
more than 3.3 bil-

lion active cell phones in the world. 
Soon, improvements to today’s smart 
phones, such as high-bandwidth 
Internet access, high-definition video 
processing, and interactive video 
conferencing will be commonplace.

The Internat iona l Telecom-
munications Union has proposed 
fourth-generation (4G) wireless tech-

nology to increase bandwidth to 
maximum data rates of 100 Mbps for 
high-mobility situations and 1 Gbps 
for stationary and low-mobility sce-
narios like Internet hot spots (www.
ieee802.org/secmail/pdf00204.pdf). 
This translates into an increase in 
computational requirements of 10 
to 1,000 times over previous third-
generation (3G) wireless technologies, 
with a power budget of approximately 
1 W for all the computation. Other 
forms of signal processing, such as 

high-definition video, are also up to 
100 times more compute-intensive 
than current mobile video. Figure 1 
shows the peak processing through-
puts and power budgets of 3G and 4G 
protocols. Conventional processors 
cannot meet these protocols’ power-
throughput requirements. 

Research solutions, such as VIRAM 
and Imagine, can achieve the per-
formance requirements for 3G, but 
generally exceed the power budgets 
of mobile terminals. The signal-
processing on demand architecture 
(SODA) improved upon these solu-
tions and could meet both the power 
and throughput requirements for 3G 
wireless (Y. Lin et al., “SODA: A Low-
Power Architecture for Software 
Radio,” Proc. 33rd Ann. Int’l Symp. 
Computer Architecture, 2006, pp. 
89-101).

For 4G wireless protocols, the 
computational efficiency of mobile 
computer systems must be increased 
to greater than 1,000 Mops/mW. 
4G uses three central technologies: 
orthogonal frequency-division mul-
tiplexing (OFDM), low-density parity 
check (LDPC) code, and multiple-input 
multiple-output (MIMO) techniques. 

Mark Woh, Scott Mahlke, and Trevor Mudge, University of Michigan

Chaitali Chakrabarti, Arizona State University

AnySP demonstrates that power efficiency can be achieved on a 
fully programmable processor in the context of a future mobile 
terminal supporting 4G wireless and high-definition video 
coding.
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Figure 1. Peak processing throughputs and power budgets of 3G and 4G protocols. 
Conventional processors cannot meet these power-throughput requirements.
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Fast Fourier transforms (FFTs) are 
key because they route signals from 
the baseband to the subcarriers. 
LDPC codes provide superior error-
correction capabilities; however, 
parallelizing the LDPC decoding algo-
rithm is more challenging because of 
the large amount of data shuffling. 
MIMO is based on the use of multiple 
antennae for both transmission and 
signal reception and requires com-
plex signal-detection algorithms. 
The need for higher bandwidth and 
increased computational complex-
ity are the main reasons for the 
two-orders-of-magnitude increase 
in processing requirements when 
moving from 3G to 4G.

High-definition video is also an 
important application that these plat-
forms must support. Figure 1 shows 
that the performance requirements 
of HD video exceed those of 3G wire-
less, but are less than those for 4G 
wireless. However, the power budget 
dedicated to HD video is generally 
smaller. Moreover, the data access 
complexity in HD video is much 
higher than wireless, since algorithms 
operate on two- or three-dimensional 
blocks of data. Thus, HD video appli-
cations push designs to have more 
flexible, higher-bandwidth memory 
systems. HD video is just one exam-
ple of a growing class of applications 
with diverse computing and memory 
requirements that next-generation 
mobile devices must support.

NEXTffGENERATION DESIGN
STRATEGIES

3G mobi le  c omput er  s y s -
tems employ a combination of 
general-purpose processors, digital-
signal processors, and hardwired 
accelerators to provide the giga-oper-
ations-per-second performance on 

milliWatt power budgets that today’s 
cell phones require. However, such 
heterogeneous organizations are 
inefficient for companies to use in 
developing, building, and maintain-
ing software. Further, as the amount 
of functionality integrated into their 
mobile terminal increases, hard-
wired solutions waste silicon area 
and power with many single-use 
hardware blocks.

Next-generation mobile computer 
system designs must address three 
issues: efficiency, programmability, 
and adaptivity. The existing compu-
tational efficiency of 3G solutions is 
inadequate and must be increased for 
4G. As a result, straightforward scaling 

of 3G solutions by increasing cores or 
data-level parallelism will not suffice. 
Programmability provides the oppor-
tunity for a single platform to support 
multiple applications and even mul-
tiple standards within each application 
domain. Last, hardware adaptivity is 
necessary to maintain efficiency as 
the core computational characteristics 
of the applications change.

3G solutions rely heavily on the 
widespread amounts of vector paral-
lelism in wireless signal-processing 
algorithms, but lose most of their 
efficiency when vector parallelism is 
unavailable or constrained, as hap-
pens with HD video.

Designing efficient architectures 
for future mobile systems requires 
analyzing the anticipated workloads. 
While performing detailed analysis 
of the computation kernels for 4G 
wireless and HD video encoding and 
decoding (h.264), we elicited five key 
insights:

Opportunities for single-instruc-
t ion, mult iple data (SIMD) 
parallelism vary widely across 

the algorithms. Some have large 
inherent vectors, up to 1,024 ele-
ments in length. However, most 
algorithms have small to moder-
ate vectors.
Algorithms with smaller vector 
lengths frequently contain a 
high degree of identical threads, 
where each thread performs the 
same instructions, but on discon-
tinuous data. 
A large percentage of temporary 
values generated during the com-
putation are short-lived and need 
not be saved to a register file.
There is a small set of arithmetic 
instruction pairs that occur with 
high frequency.
Each algorithm repeatedly uses a 
small set of predetermined data-
shuffling patterns.

ANYSP MOBILE 
SUPERCOMPUTER

To address these challenges, we 
highlight the AnySP advanced signal-
processing architecture proposed by 
researchers at the University of Michi-
gan, Arizona State University, and 
ARM Limited (M. Woh et al., “AnySP: 
Anytime Anywhere Anyway Signal 
Processing,” Proc. 36th Ann. Int’l 
Symp. Computer Architecture, 2009, 
pp. 128–139). AnySP seeks to create a 
fully programmable architecture that 
supports 4G wireless communication 
and HD video decoding.

Such a design would need to reach 
the computation efficiency levels of 
nearly 1,000 Mops/mW that only ASIC 
solutions have achieved previously. 
Programmability is recognized as a 
first-class design constraint, thus no 
fixed-function hardware blocks are 
employed.

To overcome the typical pitfalls of 
relying on SIMD parallelism across a 
wide variety of algorithms, a configu-
rable SIMD datapath is created. This 
supports three execution scenarios: 
wide vector computation (64 lanes), 
multiple independent narrow vector 
computation threads, and chained 
computation subgraphs on moder-
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ately wide vector computation. This 
inherent flexibility lets the data path 
be customized to the application while 
still retaining the high execution effi-
ciency that SIMD offers by reducing 
control overhead. AnySP also attacks 
the traditional inefficiencies of SIMD 
computation: register file power, data 
shuffling, and reduction operators.

Figure 2 shows the AnySP process-
ing element (PE) architecture, which 
consists of integrated SIMD and scalar 
data paths. The SIMD data path in turn 
consists of eight groups of 8-wide 
SIMD units, which can be configured 
to create SIMD widths of 16, 32, and 
64. Each of the 8-wide SIMD units 
comprises groups of flexible func-
tional units (FFUs). The FFUs contain 
the functional units of two lanes con-
nected through a simple cross bar. 
Eight SIMD register files (RFs) feed the 
SIMD data path and each 8-wide RF 
has 16 entries. The data shuffle—or 
swizzle—network aligns data for the 
FFUs. It can support a fixed number of 
swizzle patterns of 8-, 16-, 32-, 64-, and 
128-wide elements. Finally, a multiple-
output adder tree can sum groups of 
4, 8, 16, 32, or 64 elements, then store 
the results in a temporary buffer.

The local memory consists of 16 
memory banks. Each bank is an 8-wide 
SIMD containing 256 16-bit entries, 
totaling 32 Kbytes of storage. Each 
8-wide SIMD group has a dedicated 
address generation unit (AGU). When 
not in use, the AGU can run sequen-
tial code to assist the dedicated scalar 
pipeline. The AGU and scalar unit share 
the same memory space as the SIMD 
data path. To accomplish this, the 
design includes a scalar memory buffer 
that can store 8-wide SIMD locations. 
Because many of the algorithms access 
data sequentially, the buffer acts as a 
small cache that helps to avoid multiple 
vector-bank accesses.

CONFIGURABLE MULTIffSIMD 
WIDTH SUPPORT

The individual algorithms in the 
applications that we studied had 
varying SIMD widths. However, inde-

pendent threads were not dominant. 
Rather, the system would run the 
same task many times for different 
sets of data. Each task was indepen-
dent of others, running the exact 
same code and following almost 
the same control path with the only 
difference being the set of memory 
addresses accessed.

To support these types of kernel 
algorithms, AnySP was designed as a 
multi-SIMD-width architecture. Each 
group of 8-wide SIMD units has its 
own AGU to access a different data 
stream. The 8-wide groups can also 
be coalesced to create SIMD widths 
of 16, 32, or 64. This feature lets the 
system exploit data and thread par-
allelism together for large and small 
SIMD-width algorithms.

Small SIMD-width algorithms like 
intraprediction and motion compen-
sation from h.264 video decoding can 
process multiple macroblocks at the 
same time while exploiting the 8-wide 
and 16-wide SIMD parallelism within 
the algorithms. Meanwhile, large 
SIMD-width algorithms like FFT and 
LDPC can use the full 64-width SIMD.

TEMPORARY BUFFER AND
BYPASS NETWORK

AnySP implements temporary 
register buffers and a bypass net-
work to reduce power consumption 
and the number of RF accesses. The 
temporary register buffers are imple-
mented as a partitioned RF. The 
main RF contains 16 registers, but 
the design also adds a second parti-
tion containing four registers, making 
20 registers total. This small, parti-
tioned RF shields the main RF from 
accesses by storing values that have 
short lifetimes.

The bypass network is a modi-
fication to the writeback stage and 
forwarding logic. Typically, in proces-
sors, data forwarded to eliminate data 
hazards is also written back to the RF. 
In the bypass network, the compiler 
explicitly manages the forwarding 
and writing to the RF to eliminate 
unnecessary RF writes.

FLEXIBLE FUNCTIONAL 
UNITS

In typical SIMD architectures, 
power and performance are lost when 
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Figure 2. AnySP processing element. This processing element architecture consists of 
integrated SIMD and scalar data paths.
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the vector size is smaller than the SIMD 
width as a result of underutilized 
hardware. AnySP adds another level 
of configurability to the data path by 
using FFUs as the core computation 
units. When SIMD utilization is low, the 
data path can be configured to chain 
the FFUs from neighboring lanes back-
to-back. This effectively turns two 
SIMD lanes into a 2-deep execution 
pipeline. Two different instructions 
can be chained through the pipeline, 
and data is passed between them with-
out writing back to the RF.

As Figure 3 shows, each 8-wide SIMD 
group is built from four 2-wide FFUs. 
Algorithms with SIMD widths smaller 
than 64 benefit from this structure. 
In chained-execution mode, the func-
tional units among two internal lanes 
can be connected through a crossbar 
network. Overall, FFUs improve per-
formance and reduce power by adding 
more flexibility. AnySP only chains 
pairs of lanes together, but the tech-
nique can be expanded to chain larger 
numbers of lanes.

SWIZZLE NETWORK
The number of distinct swizzle 

patterns needed for a specific algo-
rithm is small, fixed, and known 
in advance. Previous research has 
explored building application-spe-
cific crossbars for SIMD processors 
(P. Raghavan et al., “A Custom-
ized Crossbar for Data-Shuffling in 
Domain-Specific SIMD Processors,” 
Proc. Architectures for Computing 
Systems [ARCS 2007], LNCS 4415, 
Springer, 2007, pp. 57-68), but these 
lack flexibility because they cannot 
support new swizzle operations for 
applications that emerge postfabri-
cation. AnySP uses an SRAM-based 
swizzle network that adds flexibility 
while maintaining the performance 
of a customized crossbar. The pro-
posed network is similar to the 
work of N. Goel, A. Kumar, and P.R. 
Panda (“Power Reduction in VLIW 
Processor with Compiler Driven 
Bypass Network, Proc. 20th Int’l 
Conf. VLSI Design [VLSID 07], ACM 
Press, 2007, pp. 233-238) in that the 
X-Y style crossbar lays out the input 
buses horizontally and the outputs 
vertically.

Each point of intersection between 
the input and output buses contains 

a pass transistor controlled by a 
flip-flop. Multiple sets of swizzle con-
figurations are stored in the SRAM 
cells, allowing zero-cycle delay for 
changing the swizzle pattern. By stor-
ing multiple configurations, many 
control wires can be removed, and 
the network’s area and power con-
sumption can be reduced while still 
operating within a single clock cycle. 
For crossbar sizes larger than 32 × 32, 
power is dramatically lower than the 
MUX-based alternative and can run 
at almost twice the frequency. For 
example, a 128 × 128 SRAM-based 
swizzle network consumes less than 
30 percent of the power consumed by 
an equivalent MUX-based crossbar.

Though only a certain number 
of swizzle patterns can be loaded at 
a time without reconfiguration, this 
approach provides a viable solution 
because only a small set of swizzle 
patterns are needed for each algo-
rithm. The swizzle network has lower 
power and provides more function-
ality than the permutation networks 
found in typical SIMD architectures 
by also supporting multicasting capa-
bilities along with the swizzle patterns. 

MULTIPLE OUTPUT ADDER 
TREE SUPPORT

Many SIMD architectures have 
special SIMD summation hardware 
to perform reduction-to-scalar oper-
ations. To compute this, adder trees 
sum up the values of all lanes and 
store the result in the scalar RF. While 
this worked for 3G algorithms, many 
of the video-decoding algorithms 
needed sums shorter than the SIMD 
width. In the AnySP architecture, the 
adder tree allows for partial summa-
tions of 4 through 64 elements, which 
are then written back to the tempo-
rary buffer unit.

A4-PE AnySP system running 
at 300 MHz with an ARM 
Cortex-M3 serving as the 

control processor met the through-
put requirements of 100 Mbps 4G 
wireless while consuming 1.3 W at 
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90 nm. This falls short of the 1,000 
Mops/mW efficiency target, but close 
enough to meet it in 45-nm process 
technology. H.264 video decoding 
at 30 fps is achieved with 60 mW at 
90 nm, meeting the requirements 
for mobile HD video. The power 
breakdown of AnySP shows that 
the SIMD functional units dominate 
power consumption, followed by 
the register file and the rest of the 
data path. AnySP was designed to 
demonstrate that power efficiency 
can be achieved on a fully program-
mable processor in the context of a 
future mobile terminal supporting 
4G wireless and HD video coding. 
Programmability is essential moving 
forward to provide a hardware sub-
strate that allows the software to 
evolve naturally.

AnySP features a configurable 
SIMD data path that supports wide 
and narrow vector lengths; flexible 

functional units, which can chain 
together narrow SIMD instructions 
using neighboring SIMD lanes; tem-
porary buffers and a bypass network 
that reduce register and memory 
accesses; an SRAM-based swizzle 
network that reduces the power 
and latency of data-shuffling opera-
tions; and a flexible multiple-output 
adder tree, which speeds up video 
applications.

Industry will continue to build 
heterogeneous systems consisting 
of programmable processors and 
hardwired ASICs, but it is already 
trying to reduce the number of dis-
tinct intellectual property blocks in 
designs to reduce cost and manage 
complexity. We expect features 
such as those in AnySP to slowly 
integrate into mainstream mobile 
architectures, achieving a fully 
programmable, mobile supercom-
puter. 
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A n open source foun-
dation is a group of 
people and companies 
that has come together 

to jointly develop community open 
source software. Examples include 
the Apache Software Foundation, 
the Eclipse Foundation, and the 
Gnome Foundation. 

There are many reasons why soft-
ware development firms join and 
support a foundation. One common 
economic motivation is to save costs 
in the development of the software 
by spreading them over the partici-
pating parties. However, this is just 
the beginning. Beyond sharing costs, 
participating firms can increase 
their revenue through the provision 
and increased sale of complemen-
tary products. Also, by establishing 
a successful open source platform, 
software firms can compete more 
effectively across technology stacks 
and thereby increase their address-
able market. Not to be neglected, 
community open source software is 
a common good, creating increased 
general welfare and hence goodwill 
for the involved companies.

OPEN SOURCE FOUNDATIONS
The Linux operating system and 

the Apache webserver are popular 

examples of open source projects that 
are in widespread industry use. They 
started out as volunteer projects with-
out any commercial backing. When 
the industrial significance of these 
projects became apparent during the 
1990s, interested software developers 
and firms decided to put the future 
of the software on more solid ground 
by creating nonprofit organizations.

Such an organization, commonly 
called a foundation, serves as the 
steward of the projects under its 
responsibility. It provides financial 
backing and legal certainty, making 
the survival of the software less 
dependent on the individuals who 
initially started it. There are many 
variants of foundations like trade 
associations and consortia. Each 
of them has its own matching legal 
structure, depending on the specific 
goals of the founders. This article 
uses the term foundation to denote 
all of them. 

The foundation represents the 
community of developers, which is 
also why the software is called com-
munity open source (D. Riehle, “The 
Economic Motivation of Open Source: 
Stakeholder Perspectives,” Computer,
Apr. 2007, pp. 25-32; E. Capra and A. 
Wasserman, “A Framework for Eval-
uating Managerial Styles in Open 

Source Projects,” Proc. 4th Int’l Conf. 
Open Source Systems [OSS 2008], 
Springer, 2008, pp. 1-14).

Community open source is differ-
ent from single-vendor open source, 
which is open source software that 
is being developed by a single firm. 
Firms behind single-vendor commer-
cial open source expect direct revenue 
from selling the software and services 
for it (D. Riehle, “The Commercial 
Open Source Business Model,” Proc. 
15th Americas Conf. Information Sys-
tems [AMCIS 2009], AIS Electronic 
Library, 2009). This is typically not 
the case with communally owned 
open source, as competition is likely 
to keep revenues down.

However, there are several eco-
nomic reasons why software firms join 
and support foundations to develop 
community open source: Some mem-
bers expect cost savings for products 
built on the community open source 
software, others expect increased rev-
enue and sales from complementary 
products, and yet others want to grow 
their addressable market.

ORGANIZATIONAL 
RESPONSIBILITIES

The main purpose of a foundation 
is to act as the steward of the soft-
ware being developed and to ensure 

Dirk Riehle, Friedrich-Alexander-University 
of Erlangen-Nürnberg

By establishing a successful open source platform, software 
firms can compete more effectively across technology stacks 
and thereby increase their addressable market. 

The Economic Case 
for Open Source 
Foundations
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its long-term survival. A foundation 
has various responsibilities, including 
the following:

organize the project community;
actively market the software;
clarify and manage intellectual 
property rights;
set strategic directions for the 
software;
respond and remain accountable 
to its members; and
run all relevant back-office 
processes.

Open source foundations are 
usually open to everyone to join; how-
ever, a membership fee may apply. 
Many of their processes are similar to 
those of traditional software associa-
tions and will not come as a surprise. 
What is different, however, is the pro-
vision of the main product as open 
source and the resulting intellectual 
property implications.

INTELLECTUAL PROPERTY 
MECHANISMS

Some eschew open source out of 
fear of a loss of intellectual property. 
Open source foundations solve this 
problem by providing well-defined 
processes that clarify any intellec-
tual property rights issues associated 
with the software. In the end, the 
open source project becomes just like 
every other software and is provided 
under an open source license that 
spells out its usage conditions.

In software development, three 
main categories of intellectual prop-
erty rights must be considered:

copyright (to the source code 
and related texts),
trademarks, and
patents.

The contributors to the project 
provide the relevant intellectual 
property. Most foundations define 
the relationship between a contribu-
tor and the project using a so-called 
contributor agreement. Any legal 

entity that wishes to contribute to 
the project, whether a member of 
the foundation or not, must sign this 
agreement.

A common practice of open source 
foundations is to own the copyright 
to all source code and related texts. 
Thus, the contributor agreement is 
set up so that the contributor, be it a 
company like IBM or a volunteer pro-
grammer, signs over the copyright of 
any current or future contributions 
to the foundation. (In a weaker form, 
sometimes only a relicensing right is 
required.)

Using this mechanism, the foun-
dation becomes the sole owner of 
the copyright. It is important that 
there be only a single owner: Deci-
sion making is with the foundation 
rather than a distributed group of 
diverse copyright holders. The foun-
dation can now define and enforce 
the license terms under which the 
project is made available to the public 
and can defend the software in court.

The choice of the license depends 
on the foundation’s goals. Most foun-
dations choose a liberal license to 
allow for the widest variety of use 
circumstances of the software by its 
members. Such a liberal license typi-
cally allows embedding the software 
in other software packages without 
requiring the open sourcing of these 
other packages.

An important practice of a foun-
dation is to ensure that no source 
code is contributed from another 
open source project with an incom-
patible license. The specific fear is 
that the contribution of incompatible 
code would require an undesired 

change of license, as might happen, 
for example, with the contribution of 
GPL-licensed code to Apache-licensed 
code. The GPL license is the origi-
nal reciprocal (“viral”) open source 
license that requires all derived code 
to have the same license as well. 
“Keeping the code clean” is a prime 
directive at many foundations.

Naturally, the foundation also 
becomes the owner of the software 
trademarks and acts to enforce them. 
Thus, the foundation becomes the 
trustee of both the source code and 
its trademarks.

Finally, the contributor agreement 
clarifies the use of software patents. 
Source code implements software 
patents. Even if the foundation owns 
the copyright to the source code, 
without further measures, users of 
the software may still have to pay 
royalties to the holders of the patents 
implemented by the software. This 
can become particularly nasty if roy-
alty requests surface only after the 
software has been put to use in a user 
organization. For this reason, the con-
tributor agreement typically requires 
contributors to provide a general (per-
petual, unrestricted, royalty-free) 
usage grant of the patent to all users 
of the open source software. This pro-
tects users from unanticipated patent 
royalty requests.

SHARING DEVELOPMENT 
EXPENSES

There are many economic rea-
sons to start, join, or support an open 
source foundation. The original and 
still most widely known reason is cost 
savings realized by standardizing on 
one platform and sharing its develop-
ment expenses.

Consider the situation of Unix and 
Linux desktops in the late 1990s: 
Several competing windowing sys-
tems existed, each with incompatible 
desktop applications, and all of them 
configured and deployed differently, 
depending on the Unix or Linux dis-
tribution they came with. By then, 
Unix had lost the competition for 

Open source foundations 
provide well-defined 
processes that clarify 
any intellectual property 
rights issues associated 
with the software.
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focused on supporting an alternative 
to more expensive closed source solu-
tions. If, for example, a company is 
selling a business application that 
also needs an operating system to 
run, more money will be available 
for the business application vendor 
if no money is spent on the operating 
system license and its maintenance 
fees. Hence, for the customer, an 
open source alternative saves money, 
while for the business application 
vendor more money becomes avail-
able, at the expense of the closed 
source operating system vendor, who 
misses a sale. Figure 1 illustrates this 
economic situation.

An early example of this mecha-
nism is IBM’s support of Linux. 
Realizing that OS/2, IBM’s then-com-
petitor to Microsoft’s Windows, was 
losing in the marketplace, IBM threw 
its weight behind Linux and related 
open source projects. Having an alter-
native to Windows meant that IBM 
could keep Microsoft’s license fees in 
check when selling to customers.

In general terms, replacing a high-
cost closed source component of the 
technology stack with a lower-priced 
open source component increases 
pricing flexibility for the vendors of 
the other components in the stack. 
It also reduces costs for customers 
and makes more money available for 
other purchases.

INCREASED SALES IN A 
GIVEN MARKET

A second consequence of the 
increased pricing flexibility is that a 
software developer can sell to more 
customers than before. Some cus-
tomers are more price-sensitive than 
others. Figure 2 illustrates this as the 
customer demand curve. Going down 
the demand curve from left to right, 
the price for the business applica-
tion plus operating system bundle 
goes down, and more customers are 
willing to buy. In simplified terms (a 
nontransparent market), the devel-
oper stops selling only if the price 
has come down to its own total cost. 

foundation. Cost savings through 
community open source can have 
multiple roots. Sometimes, custom-
ers join forces to create a foundation 
and require that any software devel-
opment work by a contractor utilize 
and develop the open source software 
further. Currently, the US healthcare 
industry is undertaking steps in this 
direction.

PROFITS PER SALE IN A 
GIVEN MARKET

Beyond cost savings in research 
and development and in user 
organizations, original software 
development firms can use open 
source foundations to their competi-
tive (economic) advantage.

The initial thrust behind com-
pany contributions to Linux and the 
Apache Software Foundation projects 

the users’ desktop to Microsoft Win-
dows. Graphical user interfaces for 
Linux were a pure cost position for 
the distributors.

In this situation, any good-enough 
desktop software would do for the 
involved software firms. Distributors 
like Red Hat and SUSE (Novell) as well 
as IBM and HP decided not to com-
pete on the merits of their desktop 
configuration but rather to support a 
common desktop environment. This 
led to the continued development 
and consolidation of the GNOME and 
KDE desktop environments, formally 
supported by the GNOME foundation 
and the KDE e.V., respectively. These 
two foundations remain volunteer 
efforts, however, with strong corpo-
rate support.

It is not always the software 
firms that start or grow a software 
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Thus, replacing the more expen-
sive closed source operating system 
with a lower-cost open source alter-
native reduces the lowest possible 
price point for the bundle. This lets a 
vendor sell to more customers, which 
leads to more profits.

Higher profits on a given sale and 
more profits by selling to more cus-
tomers are two important reasons 
why a software firm may support 
open source software that is com-
plementary to its own product line. 
From the firm’s perspective, support-
ing the open source software is a 
subsidy, paid out of increased profits 
from its own product. Basically, the 
open source alternative lets the firm 
shift revenues from a complementary 
product, owned by someone else, to 
its own product.

GROWING THE 
ADDRESSABLE MARKET

The size of the market a software 
firm can sell into depends on the 
platforms on which it is based. If a 
vendor builds on a platform that cus-
tomers aren’t willing to operate, the 
firm’s products will not be considered. 
Thus, the choice of the platforms a 
firm’s product runs on is crucial. As 
indicated, an open source platform 
is economically more beneficial than 
a closed source platform. Thus, the 
software development firm should 
support an appropriate platform and 
encourage other vendors to do the 
same. More and better applications 
will grow the value of the platform to 
customers. With growing acceptance 
of the platform, more customers will 
be operating it, first increasing the 
total size of the market and then the 
size of the market that the software 
firm’s products can address.

Figure 3 illustrates the dynamics of 
shrinking a closed source platform to 
the advantage of an open source plat-
form. The money leaving the market 
around the closed source platform 
enters the market for products built 
on top of the open source platform. 
As customers review the choice of 

products available, they prioritize 
purchases anew in accordance with 
what’s available and how big their IT 
budget is. This dynamic is particularly 
attractive to the providers of mission-
critical applications, which typically 
get higher purchasing priority than 
less important, more incremental 
applications.

Participating in the development 
of the open source platform is of 
strategic interest to a software firm. 
It ensures visibility of the firm to 
potential customers and promises 
high technical quality of its software 
products. Gaining a strong position 
in the foundation and development 
processes of the software creates a 
significant positional advantage over 
later competitors.

There are more platforms or layers 
in the technology stack than some 
might think. The obvious platforms 
are operating systems and middle-
ware solutions. Beyond this, many 
more potential platforms exist, 
addressing vertical as much as hori-
zontal slices of the stack. Whether it is 
platforms for business accounting or 
medical imaging, automotive software 
buses or electronic patient records, we 
can expect a wealth of new domain-
specific open source platforms to 
appear in the coming years.

A firm should consider creating 
community open source and sup-

porting an open source foundation 
if it is not only competing within 
the same stack, but across stacks. 
Linux, the Apache projects, and the 
Eclipse platform can all be viewed 
as software platforms on which 
revenue-generating applications 
are built. These platforms compete 
with closed source alternatives, for 
example, the Microsoft set of plat-
forms, namely Windows, ASP.NET, 
and Visual Studio. 

A reliable platform attracts other 
software vendors that might base 
their own products, whether pro-
vided as open source or not, on this 
platform. The increasing richness of 
functionality around a given plat-
form benefits everyone: Customers 
cannot go wrong in deciding for this 
platform. Moving customers from a 
not-supported platform to a firm’s 
own platform increases the size of the 
addressable market, which is likely to 
lead to more sales.

Every software development 
firm today should ask which 
open source foundation to 

support or, if necessary, to found. The 
benefits are clear: Done right, the firm 
can expect cost savings, increased 
profits per sale, a higher number 
of sales, and a larger addressable 
market. The question then becomes 
one of investment: How much to 
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—George Orwell, “Why I Write” (1947)

All writers are vain, 
selfi sh and lazy.

(except ours!)

“
”

The IEEE Computer Society Press is currently seeking authors. 
The CS Press publishes, promotes, and distributes a wide 
variety of authoritative computer science and engineering 
texts. It offers authors the prestige of the IEEE Computer 
Society imprint, combined with the worldwide sales and 

and technical publisher Wiley & Sons.

For more information contact Kate Guillemette, 
Product Development Editor, at kguillemette@computer.org. 

invest and what return to expect. At 
present, we lack economic models 
and decision processes to answer 
these questions. 

The open source research group 
at the Friedrich-Alexander-Univer-
sity of Erlangen-Nürnberg and its 
collaborators are working on this 
question. In addition, we are look-
ing at the processes and tools used 
by open source foundations and in 
open source software development 
in general. In collaboration with 
the Open Source Business Foun-
dation, an international nonprofit 

organization located in Nurem-
berg, Germany, we are making our 
research findings available to indus-
try. Finally, we are interested in 
supporting public policy decisions 
with economic and technical insight 
to help increase general welfare 
through high-quality community 
open source. 

Dirk Riehle is the professor for 
open source software at the Fried-
r i ch-A l e xa n d e r-U n i ve rs i t y  o f 
Erlangen-Nürnberg. Contact him at 
dirk@riehle.org.

Selected CS articles and columns 
are available for free at http://

ComputingNow.computer.org.

Editor: Sumi Helal, Department of Computer 
and Information Science and Engineering, 
University of Florida; helal@cise.ufl.edu

Readers are encouraged to 
use the message board at 
www.computer.org/industry_
perspective to post com-
ments, offer feedback, or ask 
questions.
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GREEN IT

Proxying: The Next Step in 
Reducing IT Energy Use

A t the core of Green IT 
is reducing the energy 
use of the electronic 
devices that help us 

to acquire, store, process, and dis-
play information. The energy use of 
PCs, set-top boxes, and even most 
servers is mostly driven by their 
operating patterns and low utiliza-
tion. This results in annual energy 
use being dominated by the power 
required simply to make the devices 
be present and available, not by the 
incremental energy for actual useful 
computations. Thus, the greatest sav-
ings can be attained by reducing the 
power needed to maintain functional 
presence when idle, not by making 
the active operation more efficient.  

PCs in the US use about $7 bil-
lion of electricity per year (plus 
several billion dollars more for 
displays). Most of this energy use 
occurs when no one is present and 
the PC is idle. A major and increas-
ing reason for PCs to be left on is 
to be continuously available for use 
on the network—that is, to maintain 
“network presence.” A host that fails 
to do this will not be reachable or 
addressable on the network, will not 
be manageable, and will lose some 
application state. While today’s PCs 
have a reliable sleep mode with 
quick wake-up, they lose network 
connectivity while asleep. The key is 

to combine the compelling energy-
saving characteristic of sleep while 
not sacrificing network presence.

NETWORK PRESENCE
Presence for communications is 

not new. Telephones maintain pres-
ence on the network between calls, to 
awaken any time a call comes in, and 
televisions listen for a remote-control 
signal to wake up. In these cases, a 
device that did not respond appropri-
ately would be understood as failing 
a basic function.

PCs are increasingly used in ways 
that call for continuous presence 
on the network. This is part of the 
industry-wide transition from a two- 
to a three-state power model. At one 
time, electronic products were simply 
on or off. Beginning several decades 
ago, some devices added a third 
basic power state: sleep. Maintaining 
state and network connectivity are 
becoming the defining characteristics 
of sleep. Responsiveness to network 
activity will in the future likely be the 
key differentiation between sleep and 
off. A typical sleeping PC consumes 
less than 10 percent of its power 
when on (even if idle).

Presence on the network can be 
understood as having three “layers” 
(these are not intended to be the 
Open System Interconnection layers, 
but rather abstractions):

l i n k - l a y e r  p r e s e n c e  f o r 
maintaining local network con-
nectivity—for example, Wi-Fi or 
Ethernet; 
network-layer presence for sup-
porting end-to-end transport; 
and 
application-layer presence for 
functionality.  

Maintaining an Ethernet link while 
asleep (or even off) has been common 
in PCs for years; maintaining a Wi-Fi 
link in sleep is not currently done. 
Basic network connectivity requires 
active participation in numerous 
core Internet protocols, such as the 
Address Resolution Protocol (ARP) 
to maintain reachability. Application 
requirements vary: Some include 
activity for a system while it is asleep, 
but all require awareness of when 
the host needs to wake up for that 
application.

PROXYING
Proxying is the use of a low-power 

entity to maintain presence on the 
network for a high-power device 
like a PC. The component that does 
this, the proxy, can be internal to a 
device (for example, in the network 
interface chip within a PC), in an 
immediately adjacent network switch 
or router, or even another PC on the 
subnet. The proxy enables a host 

Bruce Nordman, Lawrence Berkeley National Laboratory

Ken Christensen, University of South Florida

Proxying is a simple and effective means of allowing network 
hosts to sleep while maintaining network presence.  

Published by the IEEE Computer Society0018-9162/10/$26.00 © 2010 IEEE
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to transition into and out of sleep 
transparently to the network. Use of 
a proxy requires no infrastructure 
changes such as changing existing 
protocols, or maintaining state in 
routers or switches.

As Figure 1 shows, a PC going to 
sleep signals the proxy that it needs 
to begin operation and then passes 
key information about its network 
state to the proxy. The host ceases 
to receive network traffic, and the 
proxy does the following on behalf 
of the host: 

maintain the network link,
respond to packets,
maintain presence state, and
generate packets

Most incoming packets require no 
action and are thus simply ignored. 
The proxy can handle the majority 
of the remaining packets with rou-
tine responses. When the proxy finds 
network traffic that it cannot handle 
(that needs the host’s attention), it 
wakes the host. As the host wakes, it 
might receive some information from 
the proxy—for example, the packet 
that triggered the wake.

Once the mechanics of proxying 
are in place, the actual operations 
that the proxy undertakes are not 
necessarily complicated, but failure 
to carry them out is catastrophic for 
network presence. 

Systems that are presently left 
on for many hours while not in use 
(often 24/7) can save large amounts 

of energy by instead being asleep 
most of the time and waking only 
when needed to execute required 
tasks. However, hosts that are today 
powered down when not in active 
use will still benefit; doing so will not 
save energy, but the devices will gain 
additional functionality through net-
work presence they previously lacked 
when in sleep. Thus, the addition of 
proxying functionality can benefit 
all PCs.

STANDARDIZATION
Functions that act on a network 

usually require standardization to 
enable interoperability. Proxying 
involves coordination among oper-
ating systems, applications, and the 
proxy itself. The EPA Energy Star 
program recognized the value of 
proxying in its Version 5.0 Specifica-
tion for Computers but stipulated that 
it should be defined by a standard. 
Then, major PC companies, includ-
ing AMD, Apple, Intel, Microsoft, 
and Sony came together under the 
auspices of the Ecma International 
standards organization to create such 
a standard, which they completed in 
November 2009.

The Ecma proxying committee, 
TC38-TG4 (www.ecma-international.
org/memento/TC38-TG4.htm), con-
sidered various typical consumer 
and enterprise usages, covering 
all three of the aspects of network 
presence: link (Ethernet and Wi-Fi), 
network (IPv4 and IPv6), and several 
applications.

For network connectivity for IPv4 
networks, the standard includes key 
protocols such as ARP, the Dynamic 
Host Configuration Protocol (DHCP), 
and the Internet Group Management 
Protocol (IGMP). Application-level 
proxying needs vary: Some require 
only basic link and network presence; 
some need only basic wake-up mech-
anisms—for example, waking on a 
Transmission Control Protocol (TCP) 
SYN packet; and for others, the proxy 
must undertake specific actions.

The Ecma standard addresses sev-
eral application-oriented features, 
including the Simple Network Man-
agement Protocol (SNMP), remote 
wake-up, and remote access for IPv6 
with Teredo. The standard also covers 
service discovery with multicast DNS 
(mDNS) and link-local multicast name 
resolution (LLMNR).

IMPLEMENTATION
Several research efforts have 

focused on proxying. Most notable 
is the Somniloquy project at the 
University of California, San Diego, 
and Microsoft Research; it is a proxy 
residing on USB-attached Gumstix 
hardware with both Ethernet and 
Wi-Fi connectivity. Somniloquy 
specifically explored the needs of 
applications for proxying.

Intel Research Berkeley con-
ducted extensive trace analysis to 
uncover what a proxy needs to do, 
and it also implemented a simple 
proxy not requiring coordination 
with the host. Intel Labs conducted 
a technical session at Intel Devel-
oper Forum 2009 on proxying and 
also demonstrated Wi-Fi and remote 
wake-up (using the Session Initiation 
Protocol) capabilities.

Proxying is also making its way 
into various products. In mid-2009, 
Apple introduced proxying func-
tionality for its PCs, with the proxy 
residing in Apple-brand access 
points or in a nonsleeping Mac on 
the same subnet. More recently, 
Apple has begun shipping systems 
with the proxy functional internal to 
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Host

Host Proxy

Host Proxy

Host Proxy

Host operating
(proxy not)

Host goes to sleep
(state to proxy)
Proxy operating
(host asleep)
Host wakes
(state back to host)

Host Host operating
(back to initial condition)

Internet

Internet

Internet

Internet

Internet Host to sleep,
State to proxy

Host wakes,
State to host

Host
operating

Proxy
operating

Figure 1. Proxy operation. A proxy enables a host to transition into and out of 
sleep transparently to the network.  When the host is operating normally, the proxy 
function is not engaged.
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Network connectivity proxy-
ing offers a chance to 
both save large amounts 

of energy and add functionality, at 
very low cost. As implementation 
requires coordination of numerous 
entities and organizations, basing 
it on an industry standard greatly 
increases the chances that it will 
succeed and be widely deployed 
sooner. Proxying offers the oppor-
tunity for hosts and applications 
to expose their power state when 
desired, or to hide low-power states 
from the network when that is more 
appropriate. This brings power 
states and power management to 
higher-layer protocols, which his-
torically have lacked them. 

Bruce Nordman is a researcher in the 
Energy Analysis Department at Law-
rence Berkeley National Laboratory.
Contact him at bnordman@lbl.gov.

Ken Christensen is a professor and 
director of the undergraduate pro-
gram in the Department of Computer 
Science and Engineering at the Uni-
versity of South Florida. Contact him 
at christen@cse.usf.edu.

network and application protocols 
and behaviors are truly critical for a 
modern host to support. This same 
question has arisen in Internet Engi-
neering Task Force discussions of 
what very simple hosts—such as 
lights, communicating thermostats, 
and so on—need to support to enable 
good operation and interoperability. 
This may provide an extra push for 
simplicity in the network realm.

For applications that are not com-
patible with the proxying standard, 
deployment will provide incentives to 
update the application to accommo-
date proxying. The biggest frontier for 
proxying is likely to be the handling 
of specific applications and applica-
tion-oriented protocols.

Several promising directions for 
proxying to help reduce the energy 
use of IT equipment include:

Proxying for security-related 
protocols such as Internet Pro-
tocol Security ( IPSec). The 
challenge here is how to transfer 
security-related state (passwords 
and so on) to and from a proxy 
and how the proxy can be 
trusted.
Proxying P2P protocols to allow 
hosts running them to power 
down when not actively down-
loading, uploading, or streaming 
content. Currently, P2P hosts 
must remain fully powered on 
all the time. P2P hosts already 
use significant energy and this 
use is expected to grow, making 
this an area of urgent interest.
Adding more application-level 
functionality into a proxy—for 
example, the ability to store and 
share content.
Enabling proxies to coordinate 
activities and thus be able to 
consolidate IT services to further 
reduce energy use.
Extending proxying to non-IT 
equipment such as residential 
appliances that are rapidly being 
connected to the Internet as net-
work hosts.

the PC. The Apple implementation 
focuses on Bonjour (mDNS), which 
enables media sharing among other 
functions.

Microsoft’s Windows 7 includes 
support for network interface chips 
that can respond to ARP and neigh-
bor discovery (ND) queries.

FUTURE CHALLENGES
As noted above, the proxy can be 

either internal to the sleeping device 
or external to the sleeping host. In 
the long run, an internal proxy offers 
ease of coordination with the host 
operating system and ensures that 
the device can reliably proxy within 
complex configurations. In the near 
term, however, external proxying can 
utilize existing network equipment 
and proxy for existing PCs and so be 
useful and save energy much more 
quickly—a single piece of network 
equipment might contain proxies 
for many attached hosts. Thus, both 
approaches are necessary.

The next step for proxying is wide 
deployment in enterprises. For gen-
eral proxying, deployment of external 
proxies in commercial businesses first 
has several advantages:

it can be implemented with 
existing equipment, and a single 
IT person can enable the func-
tionality for many PCs; 
a business that saves energy for 
dozens or hundreds of PCs will 
see economic savings that are 
much larger than a household 
would; and
many business network environ-
ments and applications are more 
uniform than those of house-
holds in general are, reducing 
the number of complications or 
problems in implementation.  

Proxying should also be useful for 
battery-powered devices to reduce 
the amount of communications, 
computation, and required on-time, 
therefore extending battery life.

Proxying raises the topic of what 

Editor: Kirk W. Cameron, Dept. of Computer 
Science, Virginia Tech; cameron@cs.vt.edu
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than 70 minutes of television daily. 
For seven and eight-year-olds, viewing 
time rises to an average of almost two 
hours” (tinyurl.com/y8bapkn). How 
will such children learn to tell fact 
from fiction, coercion from instruc-
tion, and good from bad? And now 
videogames are being made for young 
children.

Conceptual reality is the basis 
of culture. The richness of culture 
springs from the depth of contempla-
tion, and from the ability to analyze 
perceptions and choose from a range 
of responses.

In the past, science and technology 
have enriched conceptual reality by 
providing more to contemplate. For 
humans, contemplation is facilitated 
and extended by language, which 
provides the means to make fine dis-
tinctions and to better remember past 
experience.

By contrast, the aim of televi-
sion and much digital technology is 
to capture and keep attention and 
to promote unthinking reaction, 
for example, when shopping in a 
supermarket. This diminishing of 
contemplation erodes personality and 
individuality. The pity is that digital 
technology could be used to extend 
the opportunity for personality devel-
opment, in particular through DVDs 
and the Internet, by giving users 
individual control over the represen-
tations they watch and the vocabulary 
they use to exercise that control (for 
example, see The Profession, March 
2008, pp. 104, 102-103). 

INTERACTIVE REALITY
People do not usually live in isola-

tion. Indeed isolation has been used 
as a punishment, and solitary con-
finement is arguably a form of torture 
(tinyurl.com/c4feho). 

Living in society means that each 
member’s subjective reality deals with 
that of others. Interaction is complex, 
springing from perceptual reality and 
involving various degrees of atten-
tion, contemplation, and response, 
and various numbers of interactants 
from time to time.

Traditionally, when people were in 
company they interacted in various 
ways. They learned how to interact 
successfully in their childhood when 
they interacted with other children 
and with parents and teachers, who 
fostered the development of good 

interactive skills. Good interactive 
skills were those that considered 
others as equals with rights and 
duties to be respected. This was a 
healthy social reality.

Television and digital technology 
are changing social reality for many. 
The overloading of perceptual reality 
and the stunting of conceptual real-
ity bring a selfishness that lessens 
respect for others, and even respect 
for law and order. This is particularly 
evident in the marketing of consumer 
products that typically promote sen-
sual satisfaction.

Digital technology tends to hide 
social reality from the individu-
als using it. Much is made of social 
networking on the Internet, but that 
social reality is gaunt compared to 
networking in physical proximity.

Readers might have noticed my 
use of TinyURL.com to save space in 
my essays, a very simple, impersonal 
facility. What a contrast to the more 
recent bit.ly that not only shortens 
your URLs but will “track the per-
formance of your bit.ly links in real 
time” and provide “the complete his-
tory of your bit.ly links.” This seems 
to me to be offering the same kind of 
social unreality or clutter that e-mail 

is said to bring (tinyurl.com/yk4jxrr).
The other kind of interactive real-

ity relates to society’s perception of 
the world we live in. One individual’s 
subjective reality is not the same as 
another’s. To interact successfully, 
people must reconcile each other’s 
subjective reality. This is easily done 
if we are in the same place, speak the 
same language, and are prepared to 
give and take. But in the long term 
and in matters of detail, a shared, 
valid physical reality is much more 
difficult to achieve. And technologists 
must understand physical reality if 
they are to successfully change it.

The difficulty of understanding 
physical reality means that small 
subsocieties of experts—scientists, 
mainly—must concentrate on mea-
suring and modeling their field of 
physical reality. This must be done 
numerically and mathematically, 
which is where digital technology 
comes in strongly. Their findings are 
available for technologists to exploit, 
and for interested others to learn 
from.

Different components of society 
at large will apply the findings of 
scientists in different ways and at dif-
ferent levels of understanding. One 
common misunderstanding is that 
science is composed of theories that 
might or might not be true. In reality, 
science is an ongoing endeavor and 
theories accepted by a community 
of scientists are, if the community 
is working properly, the truth as it is 
understood so far. But physical real-
ity is so complex and changeable that 
scientists continually work, through 
measurement and mathematical con-
templation, to improve their theories, 
just as breeders work to improve their 
stock.

CLIMATE CHANGE
The weird thing is that people use 

digital machinery that has only been 
made possible through the work of 
scientists to try to discredit the work 
of scientists. The most obvious case of 
this is the recent work of the climate 

Digital technology tends to hide social reality from 
the individuals using it.

Continued from page 96
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change deniers (tinyurl.com/yfjs5j5; 
tinyurl.com/ykbkjsp).

The issue of climate change is 
extremely important and multifac-
eted (see, for example, tinyurl.com/
yzjjf7t). During the December 2009 
United Nations Climate Change Con-
ference in Copenhagen (en.cop15.
dk), a huge amount of reporting 
took place, much of it speculation. 
The turmoil in America is particu-
larly significant because on the one 
hand, the “Environmental Protection 
Agency has formally declared that 
greenhouse gases endanger human 
health” (tinyurl.com/ygbnrh3), while 
at the same time, “Only 45 per cent of 
the 1,041 adults surveyed on Decem-
ber 2-3 believed global warming was 
a proven fact” (tinyurl.com/ye8l9hs). 
And there is also turmoil in Australia 
(tinyurl.com/yl3kfpd).

When I last wrote in this column 
about climate change (Feb. 2005, pp. 
104, 102-103), my emphasis was on 
the need for the profession to support 
increased collection of data. Since 
then, William F. Ruddiman’s book, 
Plows, Plagues, and Petroleum: How 
Humans Took Control of Climate, has 
been published (tinyurl.com/yjte7sw). 
This book takes a look at the Earth’s 
climate on a scale of millennia in a 
very convincing way.

The main influence on the Earth’s 
climate is insolation. This is cyclic in a 
complex way because of three varia-
tions in the Earth’s orbit: eccentricity, 
axial tilt, and precession (tinyurl.com/
jd7cl). The cycle is of long ice ages 
separated by relatively brief inter-
glacial periods. We are at the end of 
the most recent interglacial period, 
and temperatures started declining 
10 millennia ago and should still be 
doing so. The temperature change 
has stalled variously, for example, 
eight millennia ago when agricul-
ture with plows was developed, and 
is now going up when it should be 
going down. This conclusion is based 
on data extracted from ice cores.

There are uncertainties about the 
details of this argument, but the scale 

of time considered puts the quibbles 
of climate change deniers focusing 
on the last decade or so into stark 
perspective (tinyurl.com/yhmysxt). 
Further, the people who argue for a 
gradual adoption of countermeasures 
must be told, first, that projections 
of the early stages of the lead-up to 
Copenhagen underestimated the rate 
of change in many ways. Second, 
there is a real danger of a “sticking 
point” being reached, that is, of posi-
tive feedback setting in—and it might 
have already done so—against which 
even completely eliminating anthro-
pogenic warming factors would be 
ineffectual.

Many have reached the 
consensus that an inter-
national agreement is 

urgently needed either out of Copen-
hagen or consequently. The role of 
the computing profession will be vital 
in the likely measures prescribed by 
such an agreement. Perhaps the most 
important is verifying that the agreed 
measures are being taken and evalu-
ating how effective they are.

An important component of adapt-
ing to climate change is building up 
the capabilities and productivity of 
Third World countries. A large part of 
this must come through accelerated 
education and training, and digital 
technology provides an essential 
component.

In all the many roles for the com-
puting profession in coping with 
climate change is that of the system 
engineer. As a former engineer, I 
wonder whether governments at 
Copenhagen and after will look at 
the benefits of agreeing internation-
ally to make marketing costs a use of 
after-tax profits rather than a pre-tax 
business expense. Such a measure 
would move the emphasis of econom-
ics away from consumption toward 
construction. To be practical, it would 
have to be done in stages, though this 
implementation technique is much 
more familiar to system engineers 
than to politicians.

However, a more important task 
for computing professionals will 
be to reverse the degeneration of 
realities that poor use of digital tech-
nology is supporting. Computers and 
the Internet should be used to pro-
mote balanced subjective reality in 
individuals, equitable social reality 
in communities everywhere, and a 
deeper understanding of physical 
reality in all levels of society. 

Neville Holmes is an honorary 
research associate at the University of 
Tasmania’s School of Computing and 
Information Systems. Contact him at 
neville.holmes@utas.edu.au.

Selected CS articles and columns are available 

for free at http://ComputingNow.computer.org
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The Varieties 
of Reality

T he phrase virtual real-
ity has an oxymoronic 
flavor, as acknowledged 
in Wikipedia (tinyurl.

com/edg7z). In essence, it is an 
extension of drawing and painting, 
though digital technology is making 
it a drastic extension. Photography 
had a better right to the term, but 
digital technology has now given 
the lie to the old saying “the camera 
never lies.”

More recently the phrase aug-
mented reality has appeared in 
Wikipedia (tinyurl.com/2buf25) 
and popular writing on computing. 
An essay in The Atlantic by Jamais 
Cascio (tinyurl.com/yh53r6d) dis-
cussed how this technology could 
“strike a fatal blow to American civil 
society” and presumably to other 
societies as well.

This attack on reality seems to 
be a theme nowadays in digital 
technology, and it’s hard to say 
where it’s likely to go in the long 
run. A recent news item describes 
work toward “a world where your 
contact lenses double as a personal 
computer display, superimpos-
ing information in front of you” 
(tinyurl.com/yjab5nt).

The professional issues here are 
many and various, and deserve con-
centrated evaluation by computing 
professionals.

WHAT IS REALITY ?
The main definition of “reality” in 

the Oxford English Dictionary, second 
edition, is “the quality of being real or 
having an actual existence.” The dif-
ficulty here is that, for any individual, 
quality stems from observation and 
evaluation. Thus, reality is subjective 
for individuals.

Digital technology affects sub-
jective reality by changing what 
individuals experience and what 
they make of what they observe. 
Otherwise, reality is an interactive 
construct. Physical reality is built by 
the consensus of those actively con-
cerned in defining and understanding 
particular classes of things. Social 
reality is built by the interaction of 
people living within a physical reality 
that they exploit and change.

For example, a particular science 
is continually developed by collabo-
ration of specialists in the area of 
reality specific to that science, and 
a particular technology seeks to 
change social reality in an area of 
social activity by exploiting the find-
ings of scientists. 

Digital technology sits behind both 
science and technology. After all, lan-
guage is the digital technology behind 
human social development, and the 
digital machinery we now use so 
widely has a profound effect on both 
social and physical reality.

SUBJECTIVE REALITY
People are individuals because 

everyone has a different personality. 
Personality changes through experi-
ence. Experience is the combination 
of what we perceive and what we 
make of it.

Perceptual reality comprises what 
our senses tell us about ourselves and 
our surroundings. Conceptual reality 
comprises attention, contemplation, 
and response.

History tells us how human soci-
ety and its technologies have changed 
the content of perceptual reality, 
though that content has changed 
much more in developed coun-
tries. In particular, photography, 
radio, television and all-conquering 
modern digital technology have for 
many in the developed world com-
pletely changed the balance of what 
we perceive from predominantly 
actual to predominantly representa-
tional. A representation has a reality 
of its own, but that is not the reality 
of what is represented. Listening to 
rock music on your iPhone is not at all 
the same as listening while attending 
a rock concert.

The implications of this are pro-
found, especially for the very young. 
Two years ago, researchers in 
Australia found that “three and four-
year-olds on average watch more 

Neville Holmes, University of Tasmania

Digital technology is being used to distort and corrupt reality.

Continued on page 94
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The IEEE Computer Society Career Center is the best niche 

employment source for computer science and engineering jobs, with

hundreds of jobs viewed by thousands of the finest scientists each

month - in Computer magazine and/or online!

Running in 
Circles

Looking for 
a Great 

Computer
Job or Hire?

> Software Engineer

> Member of Technical Staff

> Computer Scientist

> Dean/Professor/Instructor

> Postdoctoral Researcher

> Design Engineer

> Consultant

The IEEE Computer Society Career Center is part of the Physics Today Career Network, a niche job board
network for the physical sciences and engineering disciplines. Jobs and resumes are shared with four partner
job boards - Physics Today Jobs and the American Association of Physics Teachers (AAPT), American Physical
Society (APS), and AVS: Science and Technology of Materials, Interfaces, and Processing Career Centers.
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